
Chapter 5

Fourier transform

In this Chapter we consider Fourier transform which is the most useful of
all integral transforms.

5.1 Fourier transform, Fourier integral

5.1.1 Heuristics

In Section 4.5 we wrote Fourier series in the complex form

f(x) =
1X

n=�1
cne

i⇡nx
l (5.1.1)

with

cn =
1

2l

Z
l

�l

f(x)e�
i⇡nx

l dx n = . . . ,�2,�1, 0, 1, 2, . . . (5.1.2)

and

2l
1X

n=�1
|cn|

2 =

Z
l

�l

|f(x)|2 dx. (5.1.3)

From this form we formally, without any justification, will deduct Fourier
integral.

First we introduce

kn :=
⇡n

l
and �kn = kn � kn�1 =

⇡

l
(5.1.4)
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and rewrite (5.1.1) as

f(x) =
1X

n=�1
C(kn)e

iknx�kn (5.1.5)

with

C(k) =
1

2⇡

Z
l

�l

f(x)e�ikx dx (5.1.6)

where we used C(kn) := cn/(�kn); equality (5.1.3)

2⇡
1X

n=�1
|C(kn)|

2�kn. (5.1.7)

Now we formally set l ! +1; then integrals from �l to l in the right-hand
expression of (5.1.6) and the left-hand expression of (5.1.7) become integrals
from �1 to +1.

Meanwhile, �kn ! +0 and Riemannian sums in the right-hand expres-
sions of (5.1.5) and (5.1.7) become integrals:

f(x) =

Z 1

�1
C(k)eikx dk (5.1.8)

with

C(k) =
1

2⇡

Z 1

�1
f(x)e�ikx dx; (5.1.9)

Meanwhile (5.1.3) becomes
Z 1

�1
|f(x)|2 dx = 2⇡

Z 1

�1
|C(k)|2 dk. (5.1.10)

5.1.2 5.1.2. Definitions and remarks

Definition 5.1.1. (a) Formula (5.1.9) gives us a Fourier transform of
f(x), it usually is denoted by “hat”:

f̂(k) =
1

2⇡

Z 1

�1
f(x)e�ikx dx; (FT)

sometimes it is denoted by “tilde” (f̃), and seldom just by a corre-
sponding capital letter F (k).
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(b) Expression (5.1.8) is a Fourier integral a.k.a. inverse Fourier trans-
form:

f(x) =

Z 1

�1
f̂(k)eikx dk (FI)

a.k.a.

F̌ (x) =

Z 1

�1
F (k)eikx dk (IFT)

Remark 5.1.1. Formula (5.1.10) is known as Plancherel theorem
Z 1

�1
|f(x)|2 dx = 2⇡

Z 1

�1
|f̂(k)|2 dk. (PT)

Remark 5.1.2. (a) Sometimes exponents of ±ikx is replaced by ±2⇡ikx
and factor 1/(2⇡) dropped.

(b) Sometimes factor 1p
2⇡

is placed in both Fourier transform and Fourier
integral:

f̂(k) =
1

p
2⇡

Z 1

�1
f(x)e�ikx dx; (FT*)

f(x) =
1

p
2⇡

Z 1

�1
f̂(k)eikx dk. (FI*)

Then FT and IFT di↵er only by i replaced by �i and Plancherel
theorem becomes

Z 1

�1
|f(x)|2 dx =

Z 1

�1
|f̂(k)|2 dk. (PT*)

In this case Fourier transform and inverse Fourier transform di↵er
only by �i instead of i (very symmetric form) and both are unitary
operators. In all assignments indicate which form of F.T. you use!

Remark 5.1.3. We can consider corresponding operator LX = �X 00 in the
space L2(R) of the square integrable functions on R.

(a) However, eikx are no more eigenfunctions since they do not belong to
this space. Correspondingly, k2 with k 2 R are not eigenvalues. In
advanced Real Analysis such functions and numbers often are referred
as generalized eigenfunctions and generalized eigenvalues.
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(b) The generalized eigenvalues which are not eigenvalues form continuous
spectrum in contrast to point spectrum formed by eigenvalues.

(c) Physicists often omit word “generalized”.

(d) More details in Section 13.4.

Remark 5.1.4. (a) For justification see Appendix 5.1.3.

(b) Pointwise convergence of Fourier integral is discussed in Section 5.1.3.

(c) Multidimensional Fourier transform and Fourier integral are discussed
in Appendix 5.2.5.

(d) Fourier transform in the complex domain (for those who took “Complex
Variables”) is discussed in Appendix 5.2.5.

(e) Fourier Series interpreted as Discrete Fourier transform are discussed
in Appendix 5.2.5.

5.1.3 cos- and sin-Fourier transform and integral

Applying the same arguments as in Section 4.5 we can rewrite formulae
(5.1.8)–(5.1.10) as

f(x) =

Z 1

0

�
A(k) cos(kx) + B(k) sin(kx)

�
dk (5.1.11)

with

A(k) =
1

⇡

Z 1

�1
f(x) cos(kx) dx, (5.1.12)

B(k) =
1

⇡

Z 1

�1
f(x) sin(kx) dx, (5.1.13)

and Z 1

�1
|f(x)|2 dx = ⇡

Z 1

0

�
|A(k)|2 + |B(k)|2

�
dk. (5.1.14)

A(k) and B(k) are cos- and sin- Fourier transforms and

(a) f(x) is even function i↵ B(k) = 0.
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(b) f(x) is odd function i↵ A(k) = 0.

Therefore

(a) Each function on [0,1) could be decomposed into cos-Fourier integral

f(x) =

Z 1

0

A(k) cos(kx) dk (5.1.15)

with

A(k) =
2

⇡

Z 1

0

f(x) cos(kx) dx. (5.1.16)

(b) Each function on [0,1) could be decomposed into sin-Fourier integral

f(x) =

Z 1

0

B(k) sin(kx) dk (5.1.17)

with

B(k) =
2

⇡

Z 1

0

f(x) sin(kx) dx. (5.1.18)

Appendix 5.1.A. Justification

Let u(x) be smooth fast decaying function; let us decompose it as in Section
4.B (but now we are in the simpler 1-dimensional framework and � = 2⇡Z):

u(x) =

Z 1

0

u(k; x) dk (5.1.A.1)

with

u(k; x) =
1X

m=�1
e�2⇡kmiu(x+ 2⇡m). (5.1.A.2)

Here u(k; x) is quasiperiodic with quasimomentum k

u(k; x+ 2⇡n) = e2⇡nkiu(k; x) 8n 2 Z 8x 2 R. (5.1.A.3)

Indeed,

u(k; x+ 2⇡n) =
1X

m=�1
e�2⇡kmiu(x+ 2⇡(m+ n))

m:=m+n
=

1X

m=�1
e�2⇡k(m�n)iu(x+ 2⇡m) = e2⇡nkiu(k; x).
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Also similarly is defined the principal value of the integral, divergent in the
finite point

pv

Z
b

a

G(k) dk := lim
"!+0

⇣Z c�"

a

G(k) dk +

Z
b

c+"

G(k) dk
⌘

if there is a singularity at c 2 (a, b). Often instead of pv is used original
(due to Cauchy) vp (valeur principale) and some other notations.

This is more general than the improper integrals studied in the end of
Calculus I (which in turn generalize Riemann integrals). Those who took
Complex Variables encountered such notion.

5.2 Properties of Fourier transform

5.2.1 Basic properties

In the previous Section 5.1 we introduced Fourier transform and Inverse
Fourier transform

f̂(k) =


2⇡

Z 1

�1
f(x)e�ikx dx (FT)

F̌ (x) =
1



Z 1

�1
F (k)eikx dk (IFT)

with  = 1 (but here we will be a bit more flexible):

Theorem 5.2.1. F = f̂ () f = F̌ .

Proof. Already “proved” (formally).

Theorem 5.2.2. (i) Fourier transform: f 7! f̂ is a linear operator
L2(R,C) ! L2(R,C);

(ii) Inverse Fourier transform: F 7! F̌ is an inverse operator (and also a
linear operator) L2(R,C) ! L2(R,C);

(iii) If  =
p
2⇡ these operators are unitary i.e. preserve norm and an

inner product:

kfk =
⇣Z

R
|f(x)|2 dx

⌘ 1
2
, (5.2.1)

(f, g) =

Z

R
f(x)ḡ(x) dx. (5.2.2)
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Proof. Easy. Preservation of inner product follows from preservation of
norm.

Remark 5.2.1. (a) Here L2(R,C) is a space of square integrable complexample-
valued functions. Accurate definition requires a measure theory (stud-
ied in the course of Real Analysis). Alternatively one can introduce this
space as a closure of the set of square integrable continuous functions
but it also require a certain knowledge of Real Analysis.

(b) Properties (i) and (ii)are obvious and (iii) is due to Plancherel’s
theorem.

(c) In Quantum Mechanics Fourier transform is sometimes referred as “go-
ing to p-representation” (a.k.a. momentum representation) and Inverse
Fourier transform is sometimes referred as “going to q-representation”
(a.k.a. coordinate representation). In this case ±ikx is replaced by
±i~�1kx and 2⇡ by 2⇡~.

Theorem 5.2.3. (i) g(x) = f(x� a) =) ĝ(k) = e�ikaf̂(k);

(ii) g(x) = f(x)eibx =) ĝ(k) = f̂(k � b);

(iii) g(x) = f 0(x) =) ĝ(k) = ikf̂(k);

(iv) g(x) = xf(x) =) ĝ(k) = if̂ 0(k);

(v) g(x) = f(�x) =) ĝ(k) = |�|�1f̂(��1k);

Proof. Here for brevity we do not write that all integrals are over R and set
 = 2⇡.

(i) ĝ =
R
e�ikxg(x) dx =

R
e�ikxf(x� a) dx =

R
e�ik(x+a)f(x) dx = e�ikaf̂(k).

We replaced x by (x+ a) in the integral.

(ii) ĝ =
R
e�ikxg(x) dx =

R
e�ikxeibxf(x) dx =

R
e�i(k�b)xf(x) dx = f̂(k � b).

(iii) ĝ =
R
e�ikxg(x) dx =

R
e�ikxf 0(x) dx

by parts
= �

R �
e�ikx

�0
f(x) dx = ikf̂(k).

(iv) ĝ =
R
e�ikxg(x) dx =

R
e�ikxxf(x) dx =

R
i@k

�
e�ikx

�
f(x) dx = if̂ 0(k).

(v) ĝ =
R
e�ikxg(x) dx =

R
e�ikxf(�x) dx =

R
e�ik�

�1
xf(x) |�|�1dx =

|�|�1f̂(��1k). Here we replaced x by ��1x in the integral and |�|�1 is
an absolute value of Jacobian.
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Remark 5.2.2. 1. Di↵erentiating (i) by a and taking a = 0 we get

�d(f 0)(k) = �ikf̂(k) (another proof of (iii).

2. Di↵erentiating (ii) by b and taking b = 0 we get id(xf)(k) = �f̂ 0(k)
(another proof of (iv).

Corollary 5.2.4. f is even (odd) i↵ f̂ is even (odd).

5.2.2 Convolution

Definition 5.2.1. Convolution of functions f and g is a function f ⇤ g:

(f ⇤ g)(x) :=

Z
f(x� y)g(y) dy. (5.2.3)

Theorem 5.2.5. (i) h = f ⇤ g =) ĥ(k) = 2⇡

f̂(k)ĝ(k);

(ii) h(x) = f(x)g(x) =) ĥ = f̂ ⇤ ĝ;

Proof. Again for brevity we do not write that all integrals are over R and
set  = 2⇡.

(i) Obviously, for h = f ⇤ g, that is h(x) =
R
f(x� y)g(y) dy,

ĥ(k) =


2⇡

Z
e�ixkh(x) dx =



2⇡

ZZ
e�ixkf(x� y)g(y) dxdy.

replacing in the integral x := y + z we arrive to



2⇡

ZZ
e�i(y+z)kf(z)g(y) dzdy =



2⇡

Z
e�izkf(z) dz ⇥

Z
e�iykg(y) dz

which is equal to 2⇡

f̂(k)ĝ(k).

(ii) Similarly, using inverse Fourier transform we prove that f̂ ⇤ ĝ is a
Fourier transform of 1

2⇡fg where 1 =
2⇡

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5.2.3 Examples

Example 5.2.1. (a) Let f(x) =

(
e�↵x x > 0,

0 x < 0.
Here Re(↵) > 0.

f̂(k) =

Z 1

0

e�(↵+ik)xdx = �


2⇡(↵ + ik)
e�(↵+ik)x

���
x=1

x=0
=



2⇡(↵ + ik)
.

(b) Correspondingly, f(x) =

(
e↵x x < 0,

0 x > 0
=) f̂(k) =



2⇡(↵ + ik)
.

(c) Then f(x) = e�↵|x| =) f̂(k) =
↵

⇡(↵2 + k2)
.

Example 5.2.2. Let f(x) = 1
↵2+x2 with Re(↵) > 0. Then f̂(k) = e�↵|k|.

Indeed, using Example 5.2.1(c) we conclude that f(x) is an inverse Fourier
transform of e�↵|k| since we need only to take into account di↵erent factors
and replace i by �i (for even/odd functions the latter step could be replaced
by multiplication by ±1).

Using Complex Variables one can calculate it directly (residue should be
calculated at �↵i sign(k)).

Example 5.2.3. Let f(x) = e�
↵
2 x

2
with Re(↵) � 0. Here even for Re(↵) = 0

Fourier transform exists since integrals are converging albeit not absolutely.

Note that f 0 = �↵xf . Applying Fourier transform and Theorem 5.2.3
(iii), (iv) to the left and right expressions, we get ikf̂ = �i↵f̂ 0; solving it we
arrive to f̂ = Ce�

1
2↵k

2
.

To find C note that C = f̂(0) = 

2⇡

R
e�

↵
2 x

2
dx and for real ↵ > 0 we

make a change of variables x = ↵� 1
2 z and arrive to C = p

2⇡↵
because

R
e�z

2
/2 dz =

p
2⇡. Therefore

f̂(k) =


p
2⇡↵

e�
1
2↵k

2
.

Remark 5.2.3. Knowing Complex Variables one can justify it for complex
↵ with Re(↵) � 0; we take a correct branch of

p
↵ (condition Re(↵) � 0

prevents going around origin).
In particular, (±i)

1
2 = e±

i⇡
4 = 1p

2
(1± i) and therefore for ↵ = ±i� with

for � > 0 we get f = e⌥
i�
2 x

2
and

f̂(k) =


p
2⇡�

e±
⇡i
4 e±

i
2� k

2

=


2
p
⇡�

(1⌥ i)e±
i
2� k

2

.
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5.2.4 Poisson summation formula

Theorem 5.2.6. Let f(x) be a continuous function on the line (�1,1)
which vanishes for large |x|. Then for any a > 0

1X

n=�1
f(an) =

1X

n=�1

2⇡

a
f̂(

2⇡

a
n). (5.2.4)

Proof. Observe that function

g(x) =
1X

n=�1
f(x+ an)

is periodic with period a. Note that the Fourier coe�cients of g(x) on the
interval (�a

2 ,
a

2) are bm = 2⇡
a
f̂(2⇡

a
), where f̂(k) is the Fourier transform of

f(x).
Finally, in the Fourier series of g(x) on (�a

2 ,
a

2) plug x = 0 to obtain
g(0) =

P
m
bm which coincides with (5.2.4).

5.2.5 Final remarks

Remark 5.2.4. (a) Properties of Multidimensional Fourier transform and
Fourier integral are discussed in Appendix 5.2.5.

(b) It is very important to do all problems from Problems to Sections 5.1
and 5.2: instead of calculating Fourier transforms directly you use
Theorem 5.2.3 to expand the “library” of Fourier transforms obtained
in Examples 5.2.1–5.2.3.

Appendix 5.2.A. Multidimensional Fourier transform,
Fourier integral

Definition 5.2.A.1. Multidimensional Fourier transform is defined as

f̂(k) =
⇣ 

2⇡

⌘n
ZZZ

Rn

f(x)e�ik·x dnx (MFT)

F̌ (x) =

✓
1



◆n ZZZ

Rn
F (k)eik·x dnk (MIFT)

with  = 1 (but here we will be a bit more flexible).
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Problems to Sections 5.1 and 5.2

Some of the problems could be solved based on the other problems and
properties of Fourier transform (see Section 5.2) and such solutions are much
shorter than from the scratch; seeing and exploiting connections is a plus.

Problem 1. Let F be an operator of Fourier transform: f(x) ! f̂(k). Prove
that

(a) F ⇤F = FF ⇤ = I;

(b) (F 2f)(x) = f(�x) and therefore F 2f = f for even function f and
F 2 = �f for odd function f ;

(c) F 4 = I;

(d) If f is a real-valued function then f̂ is real-valued if and only if f is
even and if̂ is real-valued if and only if f is odd.

Problem 2. Let ↵ > 0. Find Fourier transforms of

(a) f(x) = e�↵|x|;

(b) f(x) = e�↵|x| cos(�x);

(c) f(x) = e�↵|x| sin(�x);

(d) f(x) = xe�↵|x| sin(�x);

(e) f(x) =

(
e�↵x x > 0,

0 x  0;

(f) f(x) = xe�↵|x|;

(g) f(x) = xe�↵|x| cos(�x);

(h) f(x) = x2e�↵|x|.

(i) f(x) =

(
xe�↵x x > 0,

0 x  0;

Problem 3. Let ↵ > 0. Find Fourier transforms of

(a) (x2 + ↵2)�1;

(b) x(x2 + ↵2)�1;

(c) (x2 + ↵2)�1 cos(�x),

(d) (x2 + ↵2)�1 sin(�x);

(e) x(x2 + ↵2)�1 cos(�x),

(f) x(x2 + ↵2)�1 sin(�x).

Problem 4. Let ↵ > 0. Based on Fourier transform of e�↵x
2
/2 find Fourier

transforms of
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(a) f(x) = xe�↵x
2
/2;

(b) f(x) = x2e�↵x
2
/2;

(c) e�↵x
2
/2 cos(�x),

(d) e�↵x
2
/2 sin(�x);

(e) xe�↵x
2
/2 cos(�x),

(f) xe�↵x
2
/2 sin(�x).

Problem 5. Find Fourier transforms of
Let a > 0. Find Fourier transforms f̂(k) of functions

(a) f(x) =

(
1 |x|  a,

0 |x| > a;

(b) f(x) =

(
x |x|  a,

0 |x| > a;

(c) f(x) =

(
|x| |x|  a,

0 |x| > a;

(d) f(x) =

(
a� |x| |x|  a,

0 |x| > a;

(e) f(x) =

(
a2 � x2

|x|  a,

0 |x| > a;

(f) Using (a) calculate
R1
�1

sin(x)
x

dx.

Problem 6. Using Complex Variables class (if you took one) find directly
Fourier transforms f̂(k) of functions

(a) (x2 + a2)�1 with a > 0;

(b) (x2+ a2)�1(x2+ b2)�1, with a > 0,
b > 0, b 6= a;

(c) (x2 + a2)�2 with a > 0;

(d) x(x2 + a2)�2 with a > 0;

(e) (x2+ a2)�1(x2+ b2)�1, with a > 0,
b > 0, b 6= a;

(f) x(x2+a2)�1(x2+b2)�1, with a > 0,
b > 0, b 6= a.

Problem 7. (a) Prove the same properties as in 1 for multidimensional
Fourier tramsform (see Subsection 5.2.5.

(b) Prove that f if multidimensional function f has a rotational symmetry
(that means f(Qx) = f(x) for all orthogonal transform Q) then f̂
also has a rotational symmetry (and conversely).

Note. Equivalently f has a rotational symmetry if f(x) depend only on |x|.

Problem 8. Find multidimenxional Fourier transforms of
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(a) f(x) =

(
1 |x|  a,

0 |x| > a;

(b) f(x) =

(
a� |x| |x|  a,

0 |x| > a;

(c) f(x) =

(
(a� |x|)2 |x|  a,

0 |x| > a;

(d) f(x) =

(
a2 � |x|

2
|x|  a,

0 |x| > a.

(e) f(x) = e�↵|x|;

(f) f(x) = |x|e�↵|x|;

(g) f(x) = |x|
2e�↵|x|.

Hint. Using Problem 7(b) observe that we need to find only f̂(0, . . . , 0, k)
and use appropriate coordinate system (polar as n = 2, or spherical as n = 3
and so one).

Note. This problem could be solved as n = 2, n = 3 or n � 2 (any).

5.3 Applications of Fourier transform to
PDEs

5.3.1 Heat Eequation

Consider problem

ut = kuxx, t > 0, �1 < x < 1, (5.3.1)

u|t=0 = g(x). (5.3.2)

Making partial Fourier transform with respect to x 7! ⇠ (so u(x, t) 7! û(⇠, t))
we arrive to

ût = �k⇠2û, (5.3.3)

û|t=0 = ĝ(⇠). (5.3.4)

Indeed, @x 7! i⇠ and therefore @2
x
7! �⇠2.

Note that (5.3.3) (which is ût = �k⇠2û) is an ODE and solving it we
arrive to û = A(⇠)e�k⇠

2
t; plugging into (5.3.4) (which is û|t=0 = ĝ(⇠)) we

find that A(⇠) = ĝ(⇠) and therefore

û(⇠, t) = ĝ(⇠)e�k⇠
2
t. (5.3.5)
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The right-hand expression is a product of two Fourier transforms, one is ĝ(⇠)
and another is Fourier transform of IFT of e�k⇠

2
t (reverse engineering?).

If we had e�⇠
2
/2 we would have IFT equal to

p
2⇡e�x

2
/2; but we can get

from e�⇠
2
/2 to e�k⇠

2
t by scaling ⇠ 7! (2kt)

1
2 ⇠ and therefore x 7! (2kt)�

1
2x

(and we need to multiply the result by by (2kt)�
1
2 );

therefore e�k⇠
2
t is a Fourier transform of

p
2⇡p
2kt

e�x
2
/4kt.

Again: û(⇠, t) is a product of FT of g and of
p
2⇡p
2kt

e�x
2
/4kt and therefore

u is the convolution of these functions (multiplied by 1/(2⇡)):

u(x, t) = g ⇤
1

p
4⇡kt

e�
x2

4kt =
1

p
4⇡kt

Z 1

�1
g(x0)e�

(x�x0)2
4kt dx0. (5.3.6)

We recovered formula which we had already.

Remark 5.3.1. Formula (5.3.5) shows that the problem is really ill-posed for
t < 0.

5.3.2 Schrödinger equation

Consider problem

ut = ikuxx, t > 0, �1 < x < 1, (5.3.7)

u|t=0 = g(x). (5.3.8)

Making partial Fourier transform with respect to x 7! ⇠ (so u(x, t) 7! û(⇠, t))
we arrive to

ût = �ik⇠2û, (5.3.9)

û|t=0 = ĝ(⇠). (5.3.10)

Note that (5.3.9) is an ODE and solving it we arrive to û = A(⇠)e�ik⇠
2
t;

plugging into (5.3.10) we find that A(⇠) = ĝ(⇠) and therefore

û(⇠, t) = ĝ(⇠)e�ik⇠
2
t. (5.3.11)

The right-hand expression is a product of two Fourier transforms, one is ĝ(⇠)
and another is Fourier transform of IFT of e�ik⇠

2
t (reverse engineering?).

As it was explained in Section 5.2 that we need just to plug ik instead

of k (as t > 0) into the formulae we got before; so instead of 1p
4⇡kt

e�
x2

4kt we
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get 1p
4⇡kit

e
x2

4kit = 1p
4⇡kt

e�
⇡i
4 + ix2

4kt because we need to take a correct branch of
p
i = e

i⇡
4 .

As t < 0 we need to replace t by �t and i by �i resulting in 1p
4⇡k|t|

e
⇡i
4 + ix2

4kt .

Therefore

u(x, t) =
1p

4⇡k|t|

Z 1

�1
g(x0)e⌥

i⇡
4 + i(x�x0)2

4kt dx0 (5.3.12)

as ±t > 0.

Remark 5.3.2. Formula (5.3.11) shows that the problem is well-posed for
both t > 0 and t < 0.

5.3.3 Laplace equation in half-plane

Consider problem

�u := uxx + uyy = 0, y > 0, �1 < x < 1, (5.3.13)

u|y=0 = g(x). (5.3.14)

Remark 5.3.3. This problem definitely is not uniquely solvable (f.e. u = y
satisfies homogeneous boundary condition) and to make it uniquely solvable
we need to add condition |u|  M .

Making partial Fourier transform with respect to x 7! ⇠ (so u(x, t) 7!
û(⇠, t)) we arrive to

ûyy � ⇠2û = 0, (5.3.15)

û|y=0 = ĝ(⇠). (5.3.16)

Note that (5.3.15) (which is ûyy � ⇠2û = 0) is an ODE and solving it we
arrive to

û(⇠, y) = A(⇠)e�|⇠|y +B(⇠)e|⇠|y. (5.3.17)

Indeed, characteristic equation ↵2
� ⇠2 has two roots ↵1,2 = ±|⇠|; we

take ±|⇠| instead of just ±⇠ because we need to control signs.
We discard the second term in the right-hand expression of (5.3.17)

because it is unbounded. However if we had Cauchy problem (i.e. u|y=0 =
g(x), uy|y=0 = h(x)) we would not be able to do this and this problem will
be ill-posed.



Chapter 5. Fourier transform 186

So, û = A(⇠)e�|⇠|y and (5.3.16) yields A(⇠) = ĝ(⇠):

û(⇠, y) = ĝ(⇠)e�|⇠|y. (5.3.18)

Now we need to find the IFT of e�|⇠|y. This calculations are easy (do them!)
and IFT is 2y(x2 + y2)�1. Then

u(x, y) =
1

⇡

Z 1

�1
g(x0)

y

(x� x0)2 + y2
dx0. (5.3.19)

Remark 5.3.4. Setting y = 0 we see that u|y=0 = 0. Contradiction?–No, we
cannot just set y = 0. We need to find a limit as y ! +0, and note that

y

(x� x0)2 + y2
! 0 except as x0 = x and

1

⇡

Z 1

�1

y

(x� x0)2 + y2
dx0 = 1

so the limit will be g(x) as it should be.

5.3.4 Laplace equation in half-plane. II

Replace Dirichlet boundary condition by Robin boundary condition

�u := uxx + uyy = 0, y > 0, �1 < x < 1, (5.3.13)

(uy � ↵u)|y=0 = h(x). (5.3.20)

Then (5.3.16) (which is û|y=0 = ĝ(⇠)) should be replaced by

(ûy � ↵û)|y=0 = ĥ(⇠). (5.3.21)

and then

A(⇠) = �(|⇠|+ ↵)�1ĥ(⇠) (5.3.22)

and

û(⇠, y) = �ĥ(⇠)(|⇠|+ ↵)�1e�|⇠|y. (5.3.23)

The right-hand expression is a nice function provided ↵ > 0 (and this is
correct from the physical point of view) and therefore everything is fine (but
we just cannot calculate explicitly IFT of (|⇠|+ ↵)�1e�|⇠|y).
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Consider Neumann boundary condition i.e. set ↵ = 0. Then we have a
trouble: �ĥ(⇠)(|⇠| + ↵)�1e�|⇠|y could be singular at ⇠ = 0 and to avoid it
we assume that ĥ(0) = 0. This means exactly that

Z 1

�1
h(x) dx = 0 (5.3.24)

and this condition we really need and it is justified from the physical point
of view: f.e. if we are looking for stationary heat distribution and we have
heat flow defined, we need to assume that the total flow is 0 (otherwise the
will be no stationary distribution!).

So we need to calculate IFT of �|⇠|�1e�|⇠|y. Note that derivative of this

with respect to y is e�|⇠|y which has an IFT
y

⇡(x2 + y2)
; integrating with

respect to y we get 1
2⇡ log(x

2 + y2) + c and therefore

u(x, y) =
1

2⇡

Z 1

�1
h(x0) log

�
(x� x0)2 + y2

�
dx0 + C. (5.3.25)

Remark 5.3.5. (a) Here C is an arbitrary constant. Again, the same physical
interpretation: knowing heat flow we define solution up to a constant as the
total heat energy is arbitrary.

(b) Formula (5.3.25) gives us a solution which can grow as |x| ! 1 even if
h is fast decaying there (or even if h(x) = 0 as |x| � c).

However as |x| � 1 and h is fast decaying
�
(x� x0)2 + y2

�
⇡

�
x2 + y2

�

(with a small error) and growing part of u is 1
2⇡ log

�
x2 + y2

� R1
�1 h(x0) dx0

which is 0 precisely because of condition (5.3.24):
R1
�1 h(x0) dx0 = 0.

5.3.5 Laplace equation in strip

Consider problem

�u := uxx + uyy = 0, 0 < y < b, �1 < x < 1, (5.3.26)

u|y=0 = g(x), (5.3.27)

u|y=b = h(x). (5.3.28)

Then we get (5.3.17) again

û(⇠, y) = A(⇠)e�|⇠|y +B(⇠)e|⇠|y (5.3.17)
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but with two boundary condition we cannot discard anything; we get instead

A(⇠) +B(⇠) = ĝ(⇠), (5.3.29)

A(⇠)e�|⇠|b +B(⇠)e|⇠|b = ĥ(⇠) (5.3.30)

which implies

A(⇠) =
e|⇠|b

2 sinh(|⇠|b)
ĝ(⇠)�

1

2 sinh(|⇠|b)
ĥ(⇠),

B(⇠) = �
e�|⇠|b

2 sinh(|⇠|b)
ĝ(⇠) +

1

2 sinh(|⇠|b)
ĥ(⇠)

and therefore

û(⇠, y) =
sinh(|⇠|(b� y))

sinh(|⇠|b)
ĝ(⇠) +

sinh(|⇠|y)

sinh(|⇠|b)
ĥ(⇠). (5.3.31)

One can see easily that
sinh(|⇠|(b� y))

sinh(|⇠|b)
and

sinh(|⇠|y)

sinh(|⇠|b)
are bounded for

0  y  b and fast decaying as |⇠| ! 1 for y � ✏ (for y  b� ✏ respectively)
with arbitrarily small ✏ > 0.

Problem 5.3.1. Investigate other boundary conditions (Robin, Neumann,
mixed–Dirichlet at y = 0 and Neumann at y = b and so on.).

5.3.6 1D Wave equation

Consider problem

utt = c2uxx, �1 < x < 1, (5.3.32)

u|t=0 = g(x), (5.3.33)

ut|t=0 = h(x). (5.3.34)

Making partial Fourier transform with respect to x 7! ⇠ we arrive to

ûtt = �c2⇠2ûxx, (5.3.35)

û|t=0 = ĝ(⇠), (5.3.36)

ût|t=0 = ĥ(⇠). (5.3.37)
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Then characteristic equation for ODE (5.3.35) (which is ûtt = �c2⇠2ûxx) is
↵2 = �c2⇠2 and ↵1,2 = ±ic⇠,

û(⇠, t) = A(⇠) cos(c⇠t) + B(⇠) sin(c⇠t)

with initial conditions implying A(⇠) = ĝ(⇠), B(⇠) = 1/(ci⇠) · ĥ(⇠) and

û(⇠, t) = ĝ(⇠) cos(c⇠t) + ĥ(⇠) ·
1

c⇠
sin(c⇠t). (5.3.38)

Rewriting cos(c⇠t) = 1
2

�
eic⇠t + e�ic⇠t

�
and recalling that multiplication of FT

by ei⇠b is equivalent to the shifting original to the left by b we conclude that
ĝ(⇠) cos(c⇠t) is a Fourier transform of 1

2

�
g(x+ ct) + g(x� ct)

�
.

If we denoteH as a primitive of h then ĥ(⇠)· 1
c⇠
sin(c⇠t) = Ĥ(⇠)· 1

c
i sin(c⇠t)

which in virtue of the same arguments is FT of 1
2c

�
H(x+ ct)�H(x� ct)

�
=

1
2c

R
x+ct

x�ct
h(x0) dx0.

Therefore

u(x, t) =
1

2

�
g(x+ ct) + g(x� ct)

�
+

1

2c

Z
x+ct

x�ct

h(x0) dx0 (5.3.39)

and we arrive again to D’Alembert formula.

5.3.7 Airy equation

Airy equation is 2-nd order ODE

y00 � xy = 0

which plays an important role in the theory of electromagnetic wave prop-
agation (toy-model for caustics and convex-obstacle di↵raction). Making
Fourier transform we arrive to

�⇠2ŷ + iŷ0 = 0

which implies

ŷ = Ce
1
3 i⇠

3
=) y(x) = C

Z 1

�1
e

1
3 i⇠

3+ix⇠d⇠.

This is Airy function (when studying it, Complex Variables are very
handy).

One can ask, why we got only one linearly independent solution? 2-nd
order ODE must have 2. The second solution, however, grows really fast
(superexponentially) as x ! +1 and is cut-o↵ by Fourier transform.
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5.3.8 Multidimensional equations

Multidimensional equations are treated in the same way:

Heat and Schrödinger equations. We make partial FT (with respect
to spatial variables) and we get

û(⇠, t) = ĝ(⇠)e�k|⇠|2t,

û(⇠, t) = ĝ(⇠)e�ik|⇠|2t

respectively where ⇠ = (⇠1, . . . , ⇠n), |⇠| = (⇠21+ . . . ⇠2
n
)
1
2 ; in this case e�k|⇠|2t =Q

n

j=1 e
�k|⇠j |2t is a product of functions depending on di↵erent variables, so

IFT will be again such product and we have IFT equal
nY

j=1

1
p
4⇡kt

e�|xj |2/4kt = (4⇡kt)�
n
2 e�|x|2/4kt

for heat equation and similarly for Schrödinger equation and we get a
solution as a multidimensional convolution. Here x = (x1, . . . , xn) and
|x| = (x2

1 + . . .+ x2
n
)
1
2 .

Wave equation. We do the same but now

û(⇠, t) = ĝ(⇠) cos(c|⇠|t) + ĥ(⇠) ·
1

c|⇠|
sin(c|⇠|t).

Finding IFT is not easy. We will do it (kind of) for n = 3 in Section 9.1.

Laplace equation. We consider it in Rn
⇥ I 3 (x; y) with either I = {y :

y > 0} or I = {y : 0 < y < b} and again make partial FT with respect to x

but not y.

Problems to Section 5.3

Problem 1. (a) Consider Dirichlet problem

uxx + uyy = 0, �1 < x < 1, y > 0,

u|y=0 = f(x).

Make Fourier transform by x, solve problem for ODE for û(k, y) which
you get as a result and write u(x, y) as a Fourier integral.
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(b) Consider Neumann problem

uxx + uyy = 0, �1 < x < 1, y > 0,

uy|y=0 = f(x).

Make Fourier transform by x, solve problem for ODE for û(k, y) which
you get as a result and write u(x, y) as a Fourier integral. What
condition must satisfy f?

Problem 2. (a) Consider Dirichlet problem

uxx + uyy = 0, �1 < x < 1, 0 < y < 1,

u|y=0 = f(x), u|y=1 = g(x).

Make Fourier transform by x, solve problem for ODE for û(k, y) which
you get as a result and write u(x, y) as a Fourier integral.

(b) Consider Dirichlet-Neumann problem

uxx + uyy = 0, �1 < x < 1, 0 < y < 1,

u|y=0 = f(x), uy|y=1 = g(x).

Make Fourier transform by x, solve problem for ODE for û(k, y) which
you get as a result and write u(x, y) as a Fourier integral.

(c) Consider Neumann problem

uxx + uyy = 0, �1 < x < 1, 0 < y < 1,

uy|y=0 = f(x), uy|y=1 = g(x).

Make Fourier transform by x, solve problem for ODE for û(k, y) which
you get as a result and write u(x, y) as a Fourier integral. What
condition must satisfy f, g?

Problem 3. Consider Robin problem

uxx + uyy = 0, �1 < x < 1, y > 0,

(uy + ↵u)|y=0 = f(x).

Make Fourier transform by x, solve problem for ODE for û(k, y) which you
get as a result and write u(x, y) as a Fourier integral. What condition (if
any) must satisfy f?

Hint. Consider separately cases
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(A) ↵ 2 C \ [0,1) and

(B) ↵ 2 [0,1).

Problem 4. (a) Consider problem

�2 = 0, �1 < x < 1, y > 0,

u|y=0 = f(x), uy|y=0 = g(x).

Make Fourier transform by x, solve problem for ODE for û(k, y) which
you get as a result and write u(x, y) as a Fourier integral.

(b) Consider problem

�2 = 0, �1 < x < 1, y > 0,

uyy|y=0 = f(x), �uy|y=0 = g(x).

Make Fourier transform by x, solve problem for ODE for û(k, y) which
you get as a result and write u(x, y) as a Fourier integral. What
condition must satisfy f, g?

Problem 5. In the problems below solution u(x, t), must be represented in
the form of the appropriate Fourier integral:

(a)

8
>>>><

>>>>:

utt = �4uxxxx �1 < x < 1, �1 < t < 1,

u|t=0 =

(
1 |x| < 2,

0 |x| � 2,
ut|t=0 = 0,

max |u| < 1.

(b)

8
><

>:

ut = 4uxx �1 < x < 1, t > 0,

u|t=0 = e�|x|

max |u| < 1.

(c)

8
>>>><

>>>>:

ut = uxx �1 < x < 1, t > 0,

u|t=0 =

(
1� x2

|x| < 1,

0 |x| � 1,

max |u| < 1.
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(d)

(
utt = uxx � 4u �1 < x < 1,

u|t=0 = 0, ut|t=0 = e�x
2
/2.

Problem 6. In the half-plane {(x, y) : x > 0, �1 < y < 1} find solution

�u = 0,

u|x=0 = e�|y|,

max |u| < 1.

Solution should be represented in the form of the appropriate Fourier integral.

Problem 7. In the strip {(x, y) : 0 < x < 1, �1 < y < 1} find solution

�u� u = 0,

ux|x=0 = 0,

u|x=1 =

8
<

:

cos(y) |y| 
⇡

2
,

0 |y| �
⇡

2
,

max |u| < 1.

Solution should be represented in the form of the appropriate Fourier integral.

Problem 8. In the strip {(x, y) : 0 < x < 1, �1 < y < 1} find solution

�u� 4u = 0,

ux|x=0 = 0,

ux|x=1 =

(
1� |y| |y|  1,

0 |y| � 1,

max |u| < 1.

Solution should be represented in the form of the appropriate Fourier integral.

Problem 9. In the strip {(x, y) : 0 < x < 1, �1 < y < 1} find solution

�u = 0,

u|x=0 = 0,

u|x=1 =

(
1� y2 |y|  1,

0 |y| � 1,

max |u| < 1.

Solution should be represented in the form of the appropriate Fourier integral.
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Problem 10. Solve the following equations explicitly for u(x) (that means
do not leave your answer in integral form!).

(a) e�
x2

2 = 1
2

R1
�1 e�|x�y|u(y) dy;

(b) e�x
2
=

R1
0 f(x� y)e�ydy;

(c) e�
x2

4 =
R 0

�1 u(x� y)e
1
2ydy;

(d) e�
x2

2 = 1p
6⇡

R1
�1 e�2(x�y)2u(y) dy;

(e) 1
4+x2 =

R1
�1

u(x�y)
y2+1 dy;

(f) e�|x| =
R1
1 e�yu(x� y)dy;

(g) e�|x| =
R1
x

e�2(y�x)u(y) dy;

(h) xe�|x| =
R1
�1 e�|x�y|u(y) dy.


