5010 solutions, Assignment 13. Chapter 7: 3, 13, 15, 24, 25, 33, 35.

3. First result is obvious. Var(X) = E[X?|—(E[X])? = B(a+2,b)/B(a,b)—
[B(a + 1,b)/B(a,b)]?. Tt is possible to express B(a,b) in terms of the gamma
function and further simplify these formulas, but the problem does not require
that.

13. Ele™] = [[TeXhe™ M dr = [T Ae= A2 dy = N/(X —t), and this is
valid for ¢t < A.

15. Let 4 = E[X]. Then E[(X —¢)?] = E[(X —p+p—c)?] = B[(X —p)}] +
(u — ¢)?, showing that the function is minimized at ¢ = p.

24. This is important in statistics. The density of ¥ = X? is the derivative
of P(X? < y) = 2®(,/y) — 1, which is fy(y) = (2my)~1/2e=¥/2 for y > 0.
(See last week’s quiz problem.) The mgf is that of the gamma density with
parameters A = 1/2 and o = 1/2, which we derived in class. The result is
A =1)* =1 -2t)7 12

25. This is the density fx (z) = (A\/2)e I, 2 real. Let Y be exponential()).
Then the mgf of X is

EletX] = /OO et*(A/2)e Ml dg
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The argument requires [t| < A.

33. By Chebyshev, P(|X — u| > ao) < 0?/(a?0?) = 1/a®. Take comple-
ments.

Y has mean o+ and variance 3?Var(Z)+~2Var(Z?)+2a8Cov(Z, Z?). The
variance of Z?2 is 2 and the covariance term is 0, so the variance is 3% + 272. By
Chebyshev, P(|X —a—~| > a/2) < 4a72(3? +27?). Again, take complements.

35. (a) E[X] = B[ 1da] = B[ lixsmdz] = [°E[l{xsa]ds =
I P(X > ) da.

(b) E[XT] = E[fOX ra" "V da] = E[[;° ra" N xsay da] = [T ra" T B[l x5 py] do =
J S ramtP(X > x) da.



(c) E[e?X] = 1+E[fOX 0% dx] = 1+ E[ ;" 071 x>y} dx] = 14 [ 0" E[1{ x5 ,] dz =
146 ;7" P(X > ) da.

(d) 232 s*P(X > k) = E[S5° sl xomy] = B[ 8" = El(1-s%)/(1-
5) =(1-Gx(s))/(1—s).



