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Abstract. For a local complete intersection subvariety $X = V(\mathcal{I})$ in $\mathbb{P}^n$ over a field of characteristic zero, we show that, in cohomological degrees smaller than the codimension of the singular locus of $X$, the cohomology of vector bundles on the formal completion of $\mathbb{P}^n$ along $X$ can be effectively computed as the cohomology on any sufficiently high thickening $X_t = V(\mathcal{I}_t)$; the main ingredient here is a positivity result for the normal bundle of $X$. Furthermore, we show that the Kodaira vanishing theorem holds for all thickenings $X_t$ in the same range of cohomological degrees; this extends the known version of Kodaira vanishing on $X$, and the main new ingredient is a version of the Kodaira-Akizuki-Nakano vanishing theorem for $X$, formulated in terms of the cotangent complex.

1. Introduction. Let $X$ be a closed subscheme of projective space $\mathbb{P}^n$ over a field, defined by a sheaf of ideals $\mathcal{I}$. For each integer $t \geq 1$, let $X_t \subset \mathbb{P}^n$ be the $t$-th thickening of $X$, i.e., the closed subscheme defined by the sheaf of ideals $\mathcal{I}_t$. As $t$ varies, we obtain an inductive system

\[ \cdots \rightarrow X_{t-1} \rightarrow X_t \rightarrow X_{t+1} \rightarrow \cdots \]

of subschemes of projective space. The goal of this paper is to investigate the behavior, especially the stability properties, of coherent sheaf cohomology in this system. More precisely, for each cohomological degree $k$ and each locally free coherent sheaf $\mathcal{F}$ on $\mathbb{P}^n$, we have an induced projective system of finite rank vector spaces

\[ \cdots \rightarrow H^k(X_{t+1}, \mathcal{F}_{t+1}) \rightarrow H^k(X_t, \mathcal{F}_t) \rightarrow H^k(X_{t-1}, \mathcal{F}_{t-1}) \rightarrow \cdots, \]

where $\mathcal{F}_t = O_{X_t} \otimes_{\mathcal{O}_{\mathbb{P}^n}} \mathcal{F}$ is the induced sheaf on $X_t$. If $X$ is smooth, and the characteristic of the ground field is zero, Hartshorne proved that the inverse limit of this sequence is also a finite rank vector space for $k < \dim X$, [Ha1, Theorem 8.1 (b)]. The proof proceeds via showing that the transition maps in the system are eventually isomorphisms.
If $X$ is locally a complete intersection (lci), but not necessarily smooth, the inverse limit of the system (1.0.1) is still finite rank for $k < \dim X$, see Corollary 2.4. Yet, in the lci case, the maps in the system are not eventually isomorphisms; in particular, Hartshorne’s proof that the inverse limit has finite rank cannot be extended to the lci case.

This paper is the result of an attempt to understand when the maps in (1.0.1) are, in fact, eventually isomorphisms. One of our main theorems gives a sharp answer to this:

**Theorem 1.1.** Let $X$ be a closed lci subvariety of $\mathbb{P}^n$ over a field of characteristic zero. Let $\mathcal{F}$ be a coherent sheaf on $\mathbb{P}^n$ that is flat along $X$. Then, for each $k < \text{codim}(\text{Sing } X)$, the natural map

$$H^k(X_{t+1}, \mathcal{O}_{X_{t+1}} \otimes_{\mathcal{O}_{\mathbb{P}^n}} \mathcal{F}) \longrightarrow H^k(X_t, \mathcal{O}_{X_t} \otimes_{\mathcal{O}_{\mathbb{P}^n}} \mathcal{F})$$

is an isomorphism for all $t \gg 0$.

In particular, if $X$ is smooth or has at most isolated singular points, then the map above is an isomorphism for $k < \dim X$ and $t \gg 0$.

While Hartshorne’s result was “one of the principal motivations for developing the theory of ample vector bundles” [Ha1, Section 0], our proof of the above theorem uses the notion of partially ample vector bundles introduced in [Ar].

The theorem is sharp in multiple ways. First, the assertion fails in positive characteristic, even for $X$ smooth, by Example 5.5. Secondly, the bounds on the cohomological degree in terms of the dimension of the singular locus are sharp as well: this is essentially trivial in the smooth case, and is illustrated by Example 5.9 in the general case. Finally, the stabilization fails in the absence of the lci hypothesis; see Example 5.6.

Theorem 1.1 translates to local cohomology as follows: Let $R$ be a standard graded polynomial ring that is finitely generated over a field $R_0$ of characteristic zero; set $m$ to be the homogeneous maximal ideal of $R$. For a homogeneous prime ideal $I$, Theorem 1.1 yields stability results for graded components of the modules $H^k_m(R/I^t)$, see Proposition 2.1.

For a noetherian ring $R$, the local cohomology module $H^k_I(R)$ can be realized as a direct limit of the modules $\text{Ext}^k(R/I^t, R)$. In [EMS], Eisenbud, Mustăţă, and Stillman ask about the injectivity of the maps in the inductive system; this is discussed in Section 4. Theorem 1.1 translates to a partial answer to their question in the graded context, after restricting to an arbitrary but fixed graded component:

**Corollary 1.2.** Let $R$ be a standard graded polynomial ring that is finitely generated over a field $R_0$ of characteristic zero. Let $I$ be a homogeneous prime ideal such that $X = \text{Proj } R/I$ is smooth. Fix an integer $j$ and a nonnegative integer
k. Then the natural map

$\operatorname{Ext}_{R}^{k}(R/I^{t}, R) \rightarrow H^{k}_{I}(R)$

is injective for $t \gg 0$.

When $k = \text{height } I$, the displayed map is injective for each $t \geq 1$, whereas if $k > \text{height } I$, then it is an isomorphism for $t \gg 0$. (The modules vanish for $k < \text{height } I$.)

More generally, suppose that $X$ is lci. Then, for each $k > \text{height } I + \dim(\text{Sing } X)$, the displayed map is an isomorphism for all $t \gg 0$.

Corollary 1.2 is sharp in the sense that the least $t$ for which injectivity holds in the display depends on $j$, see Example 5.4. The bounds on the cohomological degree in terms of the dimension of the singular locus are sharp as well, as with Theorem 1.1.

The proof of Theorem 1.1 occupies Section 2; we first record the case of $X$ smooth, so as to set the stage for what follows. Indeed, in the smooth case, the proof is a straightforward consequence of the ampleness of the normal bundle; to extend this to the singular case, we rely on the theory of partially ample vector bundles from [Ar]. Our main result here says, roughly, that sections of symmetric powers of the normal bundle can move freely in $\text{codim}(\text{Sing } X)$ many directions. More precisely, we have:

**THEOREM 1.3.** Let $X$ be a closed lci subvariety of $\mathbb{P}^{n}$, with singular locus of dimension $s$. Then the normal bundle $N$ is $s$-ample, i.e., for each coherent sheaf $F$ on $X$, we have $H^{i}(X, \text{Sym}^{t}(N) \otimes F) = 0$ for $i > s$ and $t \gg 0$.

In particular, if $X$ has at most isolated singular points, then $N$ is ample.

In Section 3, we tackle the Kodaira vanishing theorem for thickenings. Recall that for $X$ smooth of characteristic zero, the Kodaira vanishing theorem gives $H^{k}(X, \mathcal{O}_{X}(-j)) = 0$ for integers $k$ and $j$ with $k < \dim X$ and $j > 0$; more generally, there exists a similar statement for $k < \text{codim}(\text{Sing } X)$ for Cohen-Macaulay $X$, see [AJ]. In Section 3, we extend this result to the following version of the Kodaira vanishing theorem for thickenings:

**THEOREM 1.4.** Let $X$ be a closed lci subvariety of $\mathbb{P}^{n}$ over a field of characteristic zero. Then, for each $k$ with $k < \text{codim}(\text{Sing } X)$, and $j > 0$, we have

$H^{k}(X_{t}, \mathcal{O}_{X_{t}}(-j)) = 0$.

In particular, if $X$ is smooth or has at most isolated singular points, then the vanishing above holds for each $k < \dim X$ and $j > 0$.

This result was motivated by the question of effectivity in Theorem 1.1: for $F = \mathcal{O}_{\mathbb{P}^{n}}(j)$ with $j < 0$, Theorem 1.4 implies that the map

$H^{k}(X_{t+1}, \mathcal{O}_{X_{t+1}}(j)) \rightarrow H^{k}(X_{t}, \mathcal{O}_{X_{t}}(j))$
in Theorem 1.1 is an isomorphism for all \( t \), as the groups vanish. The same conclusion obviously cannot hold for \( j > 0 \). Nevertheless, for all \( j \in \mathbb{Z} \) and \( k < \text{codim}(\text{Sing } X) - 1 \), we have \textit{effectivity} in the following sense: the map displayed above is an isomorphism for integers \( t \geq t_0(j) \), where

\[
t_0(j) := \dim X + j + 2
\]

(see Remark 2.18 for more). In particular, the bound \( \dim X + j + 2 \) suffices for any embedding of the underlying variety \( X \).

The main tool used to prove Theorem 1.4 for \( X \) smooth is the Kodaira-Akizuki-Nakano (KAN) vanishing theorem; in fact, the two results are essentially equivalent. Thus, to prove Theorem 1.4 in the singular case, we need a version of the KAN theorem for singular spaces. To the best of our knowledge, known results in this direction do not suffice for this purpose; see Section 3 for further discussion. Nevertheless, we prove the following version of the KAN theorem, formulated in terms of the cotangent complex \( L_X \) and its \textit{derived} exterior powers, which suffices for the application in the proof of Theorem 1.4:

\begin{theorem}
Let \( X \) be a closed lci subvariety of \( \mathbb{P}^n \) over a field of characteristic zero. Then

\[
H^a(X, \wedge^b L_X(-j)) = 0
\]

for \( a + b < \text{codim}(\text{Sing } X) \) and \( j > 0 \).
\end{theorem}

The statement is also valid for \( X \) non-reduced (and still carries some content), and is fairly optimal: the lci assumption is necessary, and the “Serre dual” formulation of the smooth case, which says

\[
H^a(X, \wedge^b L_X(j)) = 0
\]

for \( a + b > \dim X \) and \( j > 0 \), fails drastically in the singular case; see Section 3 for a further discussion of these issues, with examples.

\begin{remark}
In the situation of Theorem 1.5, results of Lebelt [Le1, Le2], along with the Auslander-Bridger syzygy theorem [EG, Theorem 3.8], imply that \( \wedge^b L_X \) coincides with \( \Omega^b \) for small \( b \) (roughly \( b < d \)). Thus, in this range, the above vanishing theorem is a statement about a coherent sheaf. For large \( b \), this need not be the case, \textit{cf.} [Bh, Lemma 2.1]. We thank Lucho Avramov for bringing Lebelt’s work to our attention.
\end{remark}

2. \textbf{Stabilization of the cohomology of thickenings.} \ We begin by recording some equivalent formulations of the assertion of Theorem 1.1; in particular, the following proposition shows that Corollary 1.2 follows from Theorem 1.1.
PROPOSITION 2.1. Let $R = \mathbb{F}[x_0, \ldots, x_n]$ be a standard graded polynomial ring over a field $\mathbb{F}$, and let $I$ be a homogeneous ideal. Set $X = \text{Proj} R/I$ and fix an integer $\ell$.

Then the following are equivalent:

1. For each integer $k$ with $k < \ell$, and each $j$, the maps $$H^k(X_{t+1}, O_{X_{t+1}}(j)) \longrightarrow H^k(X_t, O_{X_t}(j))$$ are isomorphisms for all $t \gg 0$.

2. For each integer $k$ with $k < \ell$, and each degree $j$, the maps $$H^{k+1}_m(R/I^{t+1})_j \longrightarrow H^{k+1}_m(R/I^t)_j$$ are isomorphisms for all $t \gg 0$, where $m$ is the homogeneous maximal ideal of $R$.

3. For each integer $k$ with $k < \ell$, and each degree $j$, the maps $$\text{Ext}^{n-k}_R(R/I^t, R)_j \longrightarrow \text{Ext}^{n-k}_R(R/I^{t+1}, R)_j$$ are isomorphisms for all $t \gg 0$.

Proof. For the equivalence of (1) and (2), note that for $k \geq 1$, one has $$H^k(X_t, O_{X_t}(j)) = H^{k+1}_m(R/I^t)_j,$$ while the remaining case follows from the exact sequence

$$0 \longrightarrow H^0_m(R/I^t)_j \longrightarrow (R/I^t)_j \longrightarrow H^0(X_t, O_{X_t}(j)) \longrightarrow H^1_m(R/I^t)_j \longrightarrow 0,$$

since, for each $j$, one has $(R/I^t)_j = (R/I^{t+1})_j$ for $t \gg 0$.

The equivalence of (2) and (3) is immediate from graded local duality, see for example [BH, Theorem 3.16.19]: applying the dualizing functor $(-)^\vee$ to

$$H^{k+1}_m(R/I^{t+1})_j \longrightarrow H^{k+1}_m(R/I^t)_j$$

yields the map

$$\text{Ext}^{n-k}_R(R/I^t, R)_{-n-1-j} \longrightarrow \text{Ext}^{n-k}_R(R/I^{t+1}, R)_{-n-1-j}.$$

We next record a finiteness result for the cohomology of the formal completion of $\mathbb{P}^n$ along a closed subvariety $X$:

THEOREM 2.2. Let $X$ be a closed subscheme of $\mathbb{P}^n$ over a field $\mathbb{F}$. Let $\mathcal{F}$ be a coherent sheaf on $\mathbb{P}^n$ that is flat along $X$. Set $\mathcal{F}_t = O_{X_t} \otimes_{O_{\mathbb{P}^n}} \mathcal{F}$ to be the induced sheaf on $X_t$. Suppose $d$ is a positive integer such that the local cohomology sheaves
\( \mathcal{H}^i_X(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}) \) of \( \mathcal{O}_{\mathbb{P}^n} \) with support in \( X \) vanish for all \( i > n - d \). Then, for each integer \( k \) with \( k < d \), the inverse limit

\[
\lim_{\leftarrow t} H^k(X_t, \mathcal{F}_t)
\]

is a finite rank \( \mathbb{F} \)-vector space. If \( \mathcal{F} = \mathcal{O}_{\mathbb{P}^n}(j) \) for \( j < 0 \), this inverse limit vanishes.

**Proof.** Let \( R = \mathbb{F}[x_0, \ldots, x_n] \), and let \( I \) be the homogeneous ideal of \( R \) defining \( X \). We first consider the case \( \mathcal{F} = \mathcal{O}_{\mathbb{P}^n}(j) \). Fix an integer \( i \) with \( i > n - d \). The local cohomology module \( H^i_j(R) \) is a graded \( R \)-module, with \( \mathcal{H}^i_X(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}) \) the associated quasi-coherent sheaf on \( \mathbb{P}^n \). Since \( \mathcal{H}^i_X(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}) \) vanishes, the support of \( H^i_j(R) \) must be a subset of \( \{m\} \).

The injective dimension of \( H^i_j(R) \) as an \( R \)-module is bounded by its dimension: this is [Ly2, Corollary 3.6] in the case that \( \mathbb{F} \) has characteristic zero, and [HS, Corollary 3.7] in the case that \( \mathbb{F} \) has characteristic \( > 0 \); a characteristic-free proof is provided in [Ly3]. Thus, \( H^i_j(R) \) is injective with \( \text{Supp } H^i_j(R) \subseteq \{m\} \). It follows that \( H^i_j(R) \) is a direct sum of copies of \( H^{n+1}_m(R) \); moreover, it is a finite direct sum by the finiteness of the Bass numbers of \( H^i_j(R) \), proved in the same references. The isomorphism

\[
(2.2.1) \quad H^i_j(R) \cong H^{n+1}_m(R)^{\oplus \mu}
\]

is degree-preserving by [MZ, Theorem 1.1] and [Zh, Theorem 3.4]. Since each graded component of \( H^{n+1}_m(R) \) has finite rank, the same is true of \( H^i_j(R) \). Note that the graded canonical module of \( R \) is \( \omega_R = R(-n-1) \). Let \( j \) be an arbitrary integer. Applying the dualizing functor to the inductive system

\[
\cdots \to \text{Ext}^i_R(R/I, \omega_R)_{-j} \to \text{Ext}^i_R(R/I^2, \omega_R)_{-j} \to \text{Ext}^i_R(R/I^3, \omega_R)_{-j} \to \cdots,
\]

which has limit \( H^i_j(\omega_R)_{-j} = H^i_j(R)_{-j-n-1} \), shows that the inverse limit

\[
\lim_{\leftarrow t} H^{n+1-i}_m(R/I^t)_j = \left( H^i_j(R) \right)^{\vee}_{j+n+1}
\]

has finite rank. Set \( k = n - i \) above; the condition \( i > n - d \) translates as \( k < d \). For \( k \geq 1 \), it follows that

\[
\lim_{\leftarrow t} H^k(X_t, \mathcal{O}_{X_t}(j)) = \lim_{\leftarrow t} H^{k+1}_m(R/I^t)_j
\]

has finite rank. The remaining case, \( k = 0 \), follows from the exact sequence (2.1.1), since a projective system of finite rank vector spaces satisfies the Mittag-Leffler condition.

Lastly, suppose \( j < 0 \). Then, for each \( k < d \), one has

\[
\lim_{\leftarrow t} H^k(X_t, \mathcal{O}_{X_t}(j)) = \lim_{\leftarrow t} H^{k+1}_m(R/I^t)_j = \left( H^{n-k}_j(R)_{-j-n-1} \right)^{\vee}
\]
but this vanishes since
\[ H_{m}^{n+k}(R)_{-j-n-1} \cong H_{m}^{n+1}(R)_{-j-n-1} \]
by (2.2.1), and \( H_{m}^{n+1}(R) \) vanishes in degrees greater than \(-n-1\). This completes the proof in the case that \( F = \mathcal{O}_{\mathbb{P}^n}(j) \).

We now handle the general case where \( F \) is an arbitrary coherent sheaf on \( \mathbb{P}^n \) that is a vector bundle on a Zariski open neighborhood \( U \) of \( X \) in \( \mathbb{P}^n \). Let \( \mathcal{F}^\vee := \mathcal{H}om_{\mathcal{O}_{\mathbb{P}^n}}(F, \mathcal{O}_{\mathbb{P}^n}) \) be the dual of \( F \), and note that \( \mathcal{F}^\vee \) is also a coherent sheaf that is a vector bundle over \( U \). Let \( G^* \longrightarrow \mathcal{F}^\vee \) be a finite resolution of \( \mathcal{F}^\vee \) with each \( G^i \) being a finite direct sum of copies of twists of \( \mathcal{O}_{\mathbb{P}^n} \), and \( G^i = 0 \) for \( i > 0 \) or \( i < -N \) for some \( N \). Dualizing, we obtain a complex \( K^* := \mathcal{H}om_{\mathcal{O}_{\mathbb{P}^n}}(G^*, \mathcal{O}_{\mathbb{P}^n}) \) with the following properties:

(i) Each \( K^i \) is a finite direct sum of copies of twists of \( \mathcal{O}_{\mathbb{P}^n} \).
(ii) \( K^i = 0 \) for \( i < 0 \) or \( i > N \).
(iii) The complex \( K^* \) is quasi-isomorphic to \( R\mathcal{H}om_{\mathcal{O}_{\mathbb{P}^n}}(\mathcal{F}^\vee, \mathcal{O}_{\mathbb{P}^n}) \).

In particular, since \( \mathcal{F} \) and \( \mathcal{F}^\vee \) are vector bundles over \( U \), we have
\[ \mathcal{F}|_{U} \cong R\mathcal{H}om_{\mathcal{O}_{\mathbb{P}^n}}(\mathcal{F}^\vee, \mathcal{O}_{\mathbb{P}^n})|_{U}, \]
and thus
\[ K^* \otimes_{\mathcal{O}_{\mathbb{P}^n}} \mathcal{O}_{X_t} \cong \mathcal{F} \otimes_{\mathcal{O}_{\mathbb{P}^n}} \mathcal{O}_{X_t} =: \mathcal{F}_t \]
for all \( t \). Now (i) above and the previous case imply that
\[ \lim_{\leftarrow} H^i(X_t, K^a \otimes_{\mathcal{O}_{\mathbb{P}^n}} \mathcal{O}_{X_t}) \]
has finite rank for each \( a \) and each \( i < d \). By Lemma 2.3, this implies that the complex
\[ R\lim_{\leftarrow} R\Gamma(X_t, K^a \otimes_{\mathcal{O}_{\mathbb{P}^n}} \mathcal{O}_{X_t}) \]
has \( H^i \) of finite rank for \( i < d \). Using (ii) and a standard spectral sequence, this implies that
\[ R\lim_{\leftarrow} R\Gamma(X_t, K^* \otimes_{\mathcal{O}_{\mathbb{P}^n}} \mathcal{O}_{X_t}) \]
has a finite rank \( H^i \) for \( i < d \). Using (iii), we deduce that
\[ R\lim_{\leftarrow} R\Gamma(X_t, \mathcal{F}_t) \]
has a finite rank \( H^i \) for \( i < d \). By Lemma 2.3, this immediately shows that
\[ \lim_{\leftarrow} H^i(X_t, \mathcal{F}_t) \]
has finite rank for \( i < d \), completing the proof. \( \square \)
We used the following standard homological fact above:

**Lemma 2.3.** Fix a projective system \( \{L_t\} \) of complexes of vector spaces over a field, and a cohomological degree \( i \). Then there exists a Milnor exact sequence

\[
0 \to R^1 \lim_{\leftarrow} H^{i-1}(L_t) \to H^i(R \lim_{\leftarrow} L_t) \to \lim_{\leftarrow} H^i(L_t) \to 0.
\]

Moreover, if each \( H^{i-1}(L_t) \) is finite rank, then the projective system \( \{H^{i-1}(L_t)\} \) satisfies the Mittag-Leffler condition, and thus has a vanishing \( R^1 \lim_{\leftarrow} \).

The following result may be well known to experts; however, for lack of a reference, we include it here as a corollary of Theorem 2.2:

**Corollary 2.4.** Let \( X \) be a closed subscheme of \( \mathbb{P}^n \) over a field \( \mathbb{F} \), and let \( \mathcal{F} \) be a coherent sheaf on \( \mathbb{P}^n \) that is flat along \( X \). Set \( \mathcal{F}_t = \mathcal{O}_{X_t} \otimes_{\mathcal{O}_{\mathbb{P}^n}} \mathcal{F} \). Suppose that either:

1. the characteristic of \( \mathbb{F} \) is zero, and \( X \) is lci, or
2. the characteristic of \( \mathbb{F} \) is positive, and \( X \) is Cohen-Macaulay.

Then, for each integer \( k \) with \( k < \dim X \), the inverse limit

\[
\lim_{\leftarrow} H^k(X_t, \mathcal{F}_t)
\]

is a finite rank \( \mathbb{F} \)-vector space. If \( \mathcal{F} = \mathcal{O}_{\mathbb{P}^n}(j) \) for \( j < 0 \), this inverse limit vanishes.

The finite rank assertion need not hold even for \( X \) of characteristic zero with Gorenstein rational singularities; see Example 5.6.

**Proof.** Setting \( d = \dim X \) in the preceding theorem, it is enough to show that the local cohomology sheaves \( H^i_X(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}) \) vanish for \( i > n - d \). In case (1), this holds since for each homogeneous prime \( p \) with \( I \subseteq p \subseteq m \), the ideal \( I_p \) of \( R_p \) is generated by a regular sequence; in case (2), the ideal \( I_p \) is perfect, so the vanishing holds by [PS, Proposition III.4.1]. \( \square \)

**Remark 2.5.** In the case where \( \mathbb{F} \) is the field of complex numbers \( \mathbb{C} \), the integer \( \mu \) in (2.2.1) is the \( \mathbb{C} \)-rank of the singular cohomology group

\[
H_{\text{sing}}^{n+i}(\mathbb{C}^{n+1} \setminus V(I); \mathbb{C}),
\]

where \( V(I) \) is the affine cone over \( X \), see [LSW, Theorem 3.1]. When \( X \) is moreover smooth, the integer \( \mu \) may also be interpreted in terms of the ranks of the algebraic de Rham cohomology groups \( H^k_{\text{dR}}(X) \), see [Swi, Theorem 1.2].

We now work towards the proof of Theorem 1.1; we first treat the case of \( X \) smooth, and then turn to the more general case:
Smooth projective varieties. Let $X$ be a closed subscheme of $\mathbb{P}^n$, defined by a sheaf of ideals $I$, and let $X_t \subset \mathbb{P}^n$ be the thickening of $X$ defined by $I^t$. The normal sheaf of $X$ is the sheaf $\mathcal{N} = (I/I^2)^\vee$, where $(-)^\vee$ denotes $\text{Hom}_{\mathcal{O}_X}(-, \mathcal{O}_X)$; this is a vector bundle when the subscheme $X$ is lci.

Following [Ha1], a vector bundle $\mathcal{E}$ on $X$ is ample if $\mathcal{O}_\pi(1)$ is ample on the projective space bundle $\mathbb{P}(\mathcal{E})$, where

$$\pi : \mathbb{P}(\mathcal{E}) \to X$$

is the projection morphism, and $\mathbb{P}(\mathcal{E})$ parametrizes invertible quotients of $\mathcal{E}$, i.e., we follow Grothendieck’s convention regarding projective bundles. By the functoriality of projective space bundles, the property of being ample for a vector bundle passes to quotient bundles, [Ha2, Proposition III.1.7], as well as to restrictions of $\mathcal{E}$ to closed subschemes of $X$, [Ha2, Proposition III.1.3]. In the case where $\mathcal{E}$ is a line bundle, the map $\pi$ is an isomorphism with $\mathcal{O}_\pi(1)$ corresponding to $\mathcal{E}$, so the definition is consistent with that of an ample line bundle. The following example records the main source of ample bundles in our context:

Example 2.6. Let $X$ be a smooth projective subvariety of $\mathbb{P}^n$. Since the tangent bundle $T_{\mathbb{P}^n}$ of $\mathbb{P}^n$ is ample, the exact sequence

$$0 \to T_X \to T_{\mathbb{P}^n} \otimes \mathcal{O}_X \to \mathcal{N} \to 0$$

shows that the normal bundle $\mathcal{N}$ is ample, [Ha2, Proposition III.2.1].

Ample vector bundles satisfy the following analogue of the Serre vanishing theorem, as well as Serre’s cohomological criterion for ampleness:

Lemma 2.7. Let $X$ be a proper variety, and let $\mathcal{E}$ be a vector bundle on $X$. Then $\mathcal{E}$ is ample if and only if for each coherent sheaf $\mathcal{F}$ on $X$, and each $i > 0$, one has

$$H^i(X, \text{Sym}^t(\mathcal{E}) \otimes \mathcal{F}) = 0 \quad \text{for } t \gg 0.$$ 

Proof. This is [Ha1, Proposition 3.3].

In the case that $X$ is smooth, Theorem 1.1 says the following:

Theorem 2.8. (Hartshorne) Let $X$ be a smooth closed subvariety of $\mathbb{P}^n$ over a field of characteristic zero. Let $\mathcal{F}$ be a coherent sheaf on $\mathbb{P}^n$ that is flat along $X$. Then, for each integer $k$ with $k < \dim X$, the natural map

$$H^k(X_{t+1}, \mathcal{O}_{X_{t+1}} \otimes \mathcal{O}_{\mathbb{P}^n} \mathcal{F}) \to H^k(X_t, \mathcal{O}_{X_t} \otimes \mathcal{O}_{\mathbb{P}^n} \mathcal{F})$$

is an isomorphism for all $t \gg 0$. 

This appears in Hartshorne’s proof of [Ha1, Theorem 8.1(b)], though it is not explicit in the statement of that theorem. We provide an argument for the convenience of the reader and then, in the following subsection, work through the modifications necessary for the case of lci subvarieties.

**Proof.** The cohomology groups have finite rank, so it suffices to prove that the maps are injective for \( t \gg 0 \). In view of the cohomology exact sequence induced by

\[
0 \rightarrow \text{Sym}^t(I/I^2) \otimes F \rightarrow \mathcal{O}_{X_{t+1}} \otimes F \rightarrow \mathcal{O}_{X_t} \otimes F \rightarrow 0,
\]

it suffices to prove that for each \( k < \dim X \), one has

\[
H^k(X, \text{Sym}^t(I/I^2) \otimes F) = 0 \quad \text{for } t \gg 0.
\]

By Serre duality, this is equivalent to the vanishing of

\[
H^i(X, (\text{Sym}^t(I/I^2))^\vee \otimes F^\vee \otimes K_X) = 0 \quad \text{for } i > 0 \text{ and } t \gg 0.
\]

Using \( \Gamma^t \) for \( t \)-th divided powers, one has

\[
(\text{Sym}^t(I/I^2))^\vee = \Gamma^t(\mathcal{N}) = \text{Sym}^t(\mathcal{N}),
\]

where the second equality in the above display uses the characteristic zero assumption, see for example [Ei, Proposition A.2.7]. Thus, it suffices to prove that

\[
H^i(X, \text{Sym}^t(\mathcal{N}) \otimes F^\vee \otimes K_X) = 0 \quad \text{for } i > 0 \text{ and } t \gg 0,
\]

but this is immediate from Lemma 2.7, as \( \mathcal{N} \) is ample. \( \square \)

**Partially ample vector bundles, and local complete intersection singularities.** We now extend the previous results on smooth varieties to lci varieties. To carry this through, we need a weakening of the notion of an ample vector bundle that provides vanishing beyond a fixed cohomological degree, instead of vanishing in all positive cohomological degrees as in the smooth case. For line bundles, such a notion was studied in depth recently in [To]. In the general case, the following definition captures the features relevant to our application, and was first studied in [Ar]:

**Definition 2.9.** Let \( X \) be a projective scheme, and let \( \mathcal{E} \) be a vector bundle on \( X \). Fix an integer \( s \). We say that \( \mathcal{E} \) is \( s \)-ample if for each coherent sheaf \( F \) on \( X \), and each integer \( i \) with \( i > s \), the group \( H^i(X, \text{Sym}^t(\mathcal{E}) \otimes F) \) vanishes for \( t \gg 0 \).

Thus, every bundle is \( \dim X \)-ample; by Lemma 2.7, a bundle is 0-ample if and only if it is ample. It is also immediate that the restriction of an \( s \)-ample vector bundle to a closed subvariety remains \( s \)-ample. In the interest of keeping the paper self-contained, we spell out a few more elementary properties, even though they
may be extracted from [Ar]. First, we often use the following criterion to check $s$-ampleness:

**Lemma 2.10.** Let $X$ be a projective scheme, and let $E$ be a vector bundle on $X$. Fix an integer $s$, an ample line bundle $O_X(1)$ on $X$, and a line bundle $L$. Then $E$ is $s$-ample if and only if for each integer $j$, and each integer $i$ with $i > s$, one has

$$H^i(X, \text{Sym}^j(E)(j) \otimes L) = 0 \quad \text{for } t \gg 0.$$  

**Proof.** The “only if” direction is clear. For the converse, let $F$ be a coherent sheaf. We will show that $H^i(X, \text{Sym}^j(E) \otimes F) = 0$ for $i > s$ and $t \gg 0$ by descending induction on $i$. If $i > \dim X$, then the claim is clearly true as $X$ has cohomological dimension $\dim X$. For smaller $i$, pick a surjection

$$\bigoplus_r O_X(j_r) \otimes L \rightarrow F$$

and let $G$ be its kernel. Tensoring with $\text{Sym}^j(E)$ and taking the associated long exact cohomology sequence yields an exact sequence

$$H^i(X, \bigoplus \text{Sym}^j(E)(j_r) \otimes L) \rightarrow H^i(X, \text{Sym}^j(E) \otimes F) \rightarrow H^{i+1}(X, \text{Sym}^j(E) \otimes G).$$

By the (descending) induction hypothesis, the third term vanishes for $t \gg 0$. The assumption on $E$ shows that the first term vanishes for $t \gg 0$ as well; thus, the middle term vanishes for $t \gg 0$, as desired. \hfill \Box

Next, we relate $s$-ample vector bundles to the corresponding notion for line bundles from [To], justifying the name:

**Lemma 2.11.** Let $X$ be a projective scheme, $s$ a nonnegative integer, $E$ a vector bundle, and $\pi: \mathbb{P}(E) \rightarrow X$ the projection map. Then $E$ is an $s$-ample vector bundle if and only if $O_\pi(1)$ is an $s$-ample line bundle on $\mathbb{P}(E)$.

**Proof.** Assume first that $O_\pi(1)$ is $s$-ample on $\mathbb{P}(E)$. Let $F$ be a coherent sheaf on $X$. Then we must show that $H^i(X, \text{Sym}^j(E) \otimes F) = 0$ for $i > s$ and $t \gg 0$. But, if $t > 0$, then $\text{Sym}^j(E) = R^0\pi_*O_\pi(t)$ and $R^i\pi_*O_\pi(t) = 0$ for $i > 0$. Thus, by the projection formula, we are reduced to showing that $H^i(\mathbb{P}(E), \pi^*F(t)) = 0$ for $i > s$ and $t \gg 0$; this follows from the $s$-ampleness of $O_\pi(1)$.

Conversely, assume that $E$ is $s$-ample. Fix an ample line bundle $L$ on $X$ such that

$$M := \pi^*L \otimes O_\pi(1)$$

is ample on $\mathbb{P}(E)$. To show that $O_\pi(1)$ is $s$-ample on $\mathbb{P}(E)$, by Lemma 2.10, it suffices to show that for fixed $j$, we have

$$H^i(\mathbb{P}(E), M^\otimes j \otimes O_\pi(t)) = 0.$$
for \( i > s \) and \( t \gg 0 \). Now observe that

\[
\mathcal{M}^\otimes j \otimes \mathcal{O}_\pi(t) = \pi^* \mathcal{L}^\otimes j \otimes \mathcal{O}_\pi(t - j).
\]

Thus, by the projection formula, for \( t > j \), we can write

\[
H^i(P(\mathcal{E}), \mathcal{M}^\otimes j \otimes \mathcal{O}_\pi(t)) = H^i(X, \mathcal{L}^\otimes j \otimes \text{Sym}^{t-j}(\mathcal{E}))
\]

which vanishes for \( i > s \) and \( t \gg j \) by the \( s \)-ampleness of \( \mathcal{E} \). This completes the proof. \( \square \)

Using this, we can show that the property of \( s \)-ampleness passes to quotients:

**Lemma 2.12.** Let \( X \) be a projective scheme, \( s \geq 0 \) an integer, and \( \mathcal{E} \) an \( s \)-ample bundle on \( X \). Fix a quotient bundle \( \mathcal{E} \twoheadrightarrow \mathcal{G} \). Then \( \mathcal{G} \) is \( s \)-ample.

**Proof.** Write \( \pi_{\mathcal{E}} : P(\mathcal{E}) \to X \) and \( \pi_{\mathcal{G}} : P(\mathcal{G}) \to X \) for the projection morphisms. The quotient map \( \mathcal{E} \twoheadrightarrow \mathcal{G} \) induces a map \( i : P(\mathcal{G}) \to P(\mathcal{E}) \) that is a closed immersion satisfying \( i^* \mathcal{O}_{\pi_{\mathcal{G}}}(1) = \mathcal{O}_{\pi_{\mathcal{E}}}(1) \). Thus, the claim reduces to the trivial observation that the restriction of \( s \)-ample line bundles to closed subschemes remains \( s \)-ample. \( \square \)

In the sequel, it is useful to use the language of derived categories and derived tensor products to streamline proofs. Thus, from now on, for a scheme \( X \), write \( D(X) \) for the quasi-coherent derived category of \( X \). We first record the following derived categorical observation concerning \( s \)-ample bundles:

**Lemma 2.13.** Let \( X \) be a projective scheme, \( s \geq 0 \) an integer, and \( \mathcal{E} \) an \( s \)-ample bundle on \( X \). Fix \( K \in D^{\leq 0}(X) \). Then

\[
H^i(X, \text{Sym}^t(\mathcal{E}) \otimes K) = 0
\]

for \( i > s \) and \( t \gg 0 \).

**Proof.** Consider the triangle

\[
\tau^{\leq s-\dim X} K \to K \to \tau^{> s-\dim X}(K).
\]

Then \( M := \tau^{\leq s-\dim X} K \otimes \text{Sym}^t(\mathcal{E}) \in D^{\leq s-\dim X}(X) \), so \( R\Gamma(X, M) \in D^{\leq s}(\text{pt}) \) as \( X \) has cohomological dimension \( \dim X \), and thus \( H^i(X, M) = 0 \) for \( i > s \). Thus, we may assume that \( K \simeq \tau^{> s-\dim X} K \) is bounded, and in \( D^{\leq 0}(X) \). For such \( K \), the claim follows by induction on the number of nonzero cohomology sheaves and the definition of \( s \)-ampleness. \( \square \)

To complete the proof of Theorem 1.1, we need a criterion for an extension of complexes to satisfy the cohomological criterion underlying \( s \)-ampleness. For this, and the sequel, it is convenient to use the theory of symmetric powers (as well as
exterior and divided powers) for objects in $D(X)$. Such a theory was developed by Dold and Puppe via simplicial resolutions and the Dold-Kan correspondence as explained in, say, [II, Chapter 1, Section 4]; for our applications, which concern characteristic zero schemes, a more elementary construction, as outlined in the next paragraph, suffices.

**Remark 2.14.** For most of the results in this paper, we work in characteristic zero. In this case, symmetric powers can be defined directly. Recall that for any commutative ring $R$, there is a standard $\otimes$-structure defined on the category of complexes of $R$-modules as follows. If $K$ and $L$ are complexes, then $(K \otimes_R L)^n$ is the complex with

$$(K \otimes_R L)^n = \bigoplus_{i+j=n} (K^i \otimes_R L^j),$$

and the formula $d^n(x \otimes y) = d^i_K(x) \otimes y + (-1)^i x \otimes d^j_L(y)$ for $x \in K^i$ and $y \in L^j$ defines the differential $d^n : (K \otimes_R L)^n \to (K \otimes_R L)^{n+1}$. This $\otimes$-structure is symmetric, i.e., there is a canonical isomorphism

$$\sigma_{K,L} : K \otimes_R L \longrightarrow L \otimes_R K$$

given by $x \otimes y \mapsto (-1)^{ij} y \otimes x$ for $x \in K^i$ and $y \in L^j$, and this isomorphism satisfies the identities necessary to induce a symmetric monoidal structure. In particular, for a complex $K$ and integer $n \geq 0$, the $n$-fold tensor product $K^{\otimes_R n}$ acquires an $S_n$-action. Now if $R$ is a ring containing the rationals, then the (non-additive) functor $K \mapsto (K^{\otimes_R n})/S_n$ on chain complexes of free $R$-modules preserves quasi-isomorphisms (because if $M$ is an $R$-module with an $S_n$-action, then the natural map $M \to M/S_n$ admits a splitting, namely the image of the map $M \to M$ that sends $m \in M$ to

$$\frac{1}{n!} \sum_{\tau \in S_n} \tau(m) \in M$$

is mapped isomorphically to $M/S_n$ via the natural surjection $M \to M/S_n$), and thus passes to the derived category to induce the sought for functor $\text{Sym}^n : D(R) \to D(R)$. Likewise, there is a notion of exterior powers $\wedge^n : D(R) \to D(R)$, and one can directly show that $\text{Sym}^n(K[1]) \simeq \wedge^n K[n]$ for $K \in D(R)$.

Our promised criterion is the following:

**Lemma 2.15.** Let $X$ be a proper scheme, and let $K_1 \to K_2 \to K_3$ be an exact triangle in $D(X)$. Fix an integer $s \geq 0$. Assume the following:

1. $K_1$ is an $s$-ample vector bundle, viewed as a chain complex placed in degree 0.
2. $K_3 \in D^{\leq 0}(X)$, and the support of $H^0(K_3)$ has dimension at most $s$. 


If $\mathcal{F}$ is a vector bundle on $X$, then, for each $i > s$, one has

\[H^i(X, \text{Sym}^t(K_2) \otimes \mathcal{F}) = 0 \quad \text{for } t \gg 0.\]

We employ the following convention (as well as some obvious variants): given a triangulated category $\mathcal{C}$, an object $K \in \mathcal{C}$, and a set $S$ of objects of $\mathcal{C}$, we say that $K$ admits a finite filtration with graded pieces in $S$ if there exists a chain of maps

\[0 \simeq K_0 \longrightarrow K_1 \longrightarrow K_2 \longrightarrow \cdots \longrightarrow K_n \simeq K\]

in $\mathcal{C}$ such that the cone of each $K_i \to K_{i+1}$ is in $S$. The main relevant property for us is the following: if $H^*$ is a cohomological functor on $\mathcal{C}$, then to show that $H^i(K) = 0$ for some fixed $i$, it suffices to check that $H^i(F) = 0$ for all $F \in S$.

**Proof.** We claim $\text{Sym}^t(K_2)$ admits a finite filtration in $D(X)$ with graded pieces of the form

\[\text{Sym}^a(K_1) \otimes \text{Sym}^b(\mathcal{H}^0(K_3)) \otimes \text{Sym}^c(\tau^{<0}K_3),\]

where $a, b, c$ are nonnegative integers with $a + b + c = t$. To see this, we view the triangles $K_1 \to K_2 \to K_3$ and $\tau^{<0}(K_3) \to K_3 \to \mathcal{H}^0(K_3)$ as providing a lift $\widetilde{K}_2$ of $K_2$ to the filtered derived category with $\text{gr}^2(\widetilde{K}_2) = K_1$, $\text{gr}^1(\widetilde{K}_2) = \tau^{<0}(K_3)$, and $\text{gr}^0(\widetilde{K}_2) = \mathcal{H}^0(K_3)$. Applying the symmetric power functor on the filtered derived category then gives the induced filtration on $\text{Sym}^t(K_2)$ by [II, Lemma 4.2.5]. (Similar arguments will occur repeatedly in the sequel without further elaboration.)

Hence, it suffices to show that for any vector bundle $\mathcal{F}$ on $X$, and $i > s$, one has

\[H^i(X, \text{Sym}^a(K_1) \otimes \text{Sym}^b(\mathcal{H}^0(K_3)) \otimes \text{Sym}^c(\tau^{<0}K_3) \otimes \mathcal{F}) = 0\]

for $a + b + c \gg 0$. Note first that all complexes in sight lie in $D^{<0}(X)$. Hence, if $b > 0$, then the complex

\[\text{Sym}^a(K_1) \otimes \text{Sym}^b(\mathcal{H}^0(K_3)) \otimes \text{Sym}^c(\tau^{<0}K_3) \otimes \mathcal{F}\]

lies in $D^{<0}(X)$ and is supported on a closed subset of dimension $\leq s$; thus, it has vanishing cohomology in degree $> s$. We are therefore reduced to showing that for any vector bundle $\mathcal{F}$ on $X$, and $i > s$, one has

\[H^i(X, \text{Sym}^a(K_1) \otimes \text{Sym}^c(\tau^{<0}K_3) \otimes \mathcal{F}) = 0\]

for $a + c \gg 0$. Since $\tau^{<0}K_3 \in D^{<-1}(X)$, we have $\text{Sym}^c(\tau^{<0}K_3) \in D^{<-c}(X)$. Since $K_1$ and $\mathcal{F}$ are vector bundles, this shows that

\[\text{Sym}^a(K_1) \otimes \text{Sym}^c(\tau^{<0}K_3) \otimes \mathcal{F} \in D^{<-c}(X).\]
As $R\Gamma(X, -)$ carries $D^{\leq -c}(X)$ to $D^{\leq \dim X - c}(pt)$, there is nothing to prove for $c \geq \dim X$. Thus, we are reduced to showing that for any vector bundle $\mathcal{F}$ on $X$, and $i > s$, one has

$$H^i(X, \text{Sym}^a(K_1) \otimes \text{Sym}^c(\tau^{<0} K_3) \otimes \mathcal{F}) = 0$$

for $a + c \gg 0$ and $0 \leq c \leq \dim X$. As $\text{Sym}^c(\tau^{<0} K_3) \otimes \mathcal{F}$ runs through only finitely many values in $D^{<0}(X)$ for $0 \leq c \leq \dim X$, the claim follows from the $s$-ampleness in $K_1$. □

Using this criterion, we arrive at one of the main results of this section:

**Theorem 2.16.** Let $X$ be a closed lci subvariety of $\mathbb{P}^n$. If the singular locus of $X$ has dimension at most $s$, then the normal bundle $\mathcal{N}$ is $s$-ample.

**Proof.** If $X$ is non-reduced, there is nothing to prove as $s = \dim X$. Thus, we may assume that $X$ is reduced. We then have an exact sequence

$$0 \to \mathcal{I}/\mathcal{I}^2 \to \Omega^1_{\mathbb{P}^n}|_X \to \Omega^1_X \to 0.$$ 

It follows that $\Omega^1_X$ has projective dimension at most 1 locally on $X$, so $R\text{Hom}(\Omega^1_X, \mathcal{O}_X)$ lives in $D^{\leq 1}(X)$. Dualizing the previous sequence and shifting gives an exact triangle

$$\mathcal{T}_{\mathbb{P}^n}|_X \to \mathcal{N} \to R\text{Hom}(\Omega^1_X, \mathcal{O}_X)[1],$$

where $K_1 := \mathcal{T}_{\mathbb{P}^n}|_X$ is an ample vector bundle, and $K_3 := R\text{Hom}(\Omega^1_X, \mathcal{O}_X)[1]$ lies in $D^{<0}(X)$ with $\mathcal{H}^0(K_3)$ supported on the singular locus of $X$ (which has dimension $\leq s$). Applying Lemma 2.15 then completes the proof. □

**Proof of Theorem 1.1.** Using that the normal bundle is $s$-ample, the argument is the same as in the proof of Theorem 2.8. □

**Remark 2.17.** Theorem 2.16 yields a construction of ample vector bundles: if $X \subset \mathbb{P}^n$ has isolated lci singularities, then its normal bundle $\mathcal{N}$ is ample. If the singularities of $X$ are not isolated, one cannot expect ampleness of the normal bundle as Example 5.7 shows.

**Remark 2.18.** Fix an integer $j$, and a closed lci variety $X$ of dimension $d$ in $\mathbb{P}^n$ over a field of characteristic zero. Using the results proven in Section 3, one can find an explicit integer $t_0 = t_0(j)$ such that for all $t \geq t_0$, the map

$$H^k(X_{t+1}, \mathcal{O}_{X_{t+1}}(j)) \to H^k(X_t, \mathcal{O}_{X_t}(j))$$
as in Theorem 1.1 is an isomorphism (respectively, injective) if $k < \text{codim}(\text{Sing} \, X) - 1$ (respectively, if $k = \text{codim}(\text{Sing} \, X) - 1$). For this, following the proof of Theorem 2.8, we must find an integer $t_0$ such that

$$H^k(X, \text{Sym}^t(\mathcal{I}/\mathcal{I}^2)(j)) = 0$$

for $k < \text{codim}(\text{Sing} \, X)$ and $t \geq t_0$. Following the proof of Theorem 3.1 below, we see that the group above is filtered by groups that are subquotients of

$$H^{k-a}(X, \wedge^a L_X(-b+j)) \quad \text{and} \quad H^{k-a-1}(X, \wedge^a L_X(-b+1+j))$$

for $a, b \geq 0$ and $a + b = t$. By Lemma 3.8, these groups vanish for $a > d$: the corresponding groups on $U := X - \text{Sing} \, X$ vanish since $\Omega^a_U = 0$ for $a > d$ by the smoothness of $U$. By Theorem 3.2, these groups also vanish if $b > j + 1$ and $k < \text{codim}(\text{Sing} \, X)$. Thus, if we set

$$t_0 = d + j + 2,$$

then the pigeonhole principle shows that both the groups above vanish if $t \geq t_0$.

### 3. The Kodaira vanishing theorem for thickenings.

Our goal in this section is to prove the following version of Kodaira vanishing for thickenings of lci subvarieties of projective space:

**Theorem 3.1.** Let $X$ be a closed lci subvariety of $\mathbb{P}^n$ over a field of characteristic zero. Then for each $k$ with $k < \text{codim}(\text{Sing} \, X)$, and $j > 0$, we have

$$H^k(X_t, \mathcal{O}_{X_t}(-j)) = 0.$$  

For $t = 1$, this is exactly the Kodaira vanishing theorem; see [AJ] for more on the singular case, including an example illustrating the sharpness of the bound on cohomological degrees. We prove the statement for larger $t$, when $X$ is smooth, using the Kodaira-Akizuki-Nakano (KAN) vanishing theorem, see [EV, Section 6.4]; the relevance of the KAN vanishing theorem here is that the kernel $\mathcal{I}^t/\mathcal{I}^{t+1} \simeq \text{Sym}^t(\mathcal{I}/\mathcal{I}^2)$ of the map $\mathcal{O}_{X_{t+1}} \to \mathcal{O}_X$, receives a natural and cohomologically interesting map from $\Omega^t_X[-t]$ in $D(X)$.

To carry out the preceding strategy for potentially singular $X$, we must therefore establish a suitable extension of the KAN vanishing theorem to the singular case, and this extension is one of the key results of this section. To formulate this, we need a homologically well-behaved version of the sheaf of $t$-forms $\Omega^t_X$ in the singular case. One such version involves the Deligne-Du-Bois complexes $\Omega^t_X$ provided by Deligne’s mixed Hodge theory; the corresponding version of KAN vanishing was established by Kovács in [Ko]. However, this is not sufficient for our purposes as the relation between the complexes $\Omega^t_X$ and the bundles $\text{Sym}^t(\mathcal{I}/\mathcal{I}^2)$ seems rather weak. Instead, our strategy is to replace $\Omega^t_X$ with the derived exterior
power \( \wedge^t L_X \) of the cotangent complex. If \( X \) is reduced, then \( L_X \simeq \Omega^1_X \). Nevertheless, we need not have \( \wedge^b L_X \simeq \Omega^b_X \) (i.e., the left term may have cohomology in negative degrees), and thus we do not know if Theorem 3.2 is true with \( \Omega^b_X \) in place of \( \wedge^b L_X \). Replacing \( \Omega^b_X \) is quite natural, since \( \mathcal{I}/\mathcal{I}^2 \) is itself a shifted cotangent complex: \( L_{X/\mathbb{P}^n} \simeq \mathcal{I}/\mathcal{I}^2[1] \). With these changes, our version of KAN vanishing takes the following shape:

**Theorem 3.2.** Let \( X \) be a closed lci subvariety of \( \mathbb{P}^n \) over a field of characteristic zero. Then

\[
H^a(X, \wedge^b L_X(-j)) = 0
\]

for \( a + b < \text{codim}(\text{Sing } X) \) and \( j > 0 \).

If \( X \) is smooth, this result coincides with the original KAN vanishing theorem. Our strategy for proving Theorem 3.2 is to reduce to the smooth case by passage to a resolution; more precisely, we invoke Steenbrink vanishing on the resolution. To see that the pullback to the resolution is injective in the relevant range, we will check that the relevant cohomology survives on the nonsingular locus of \( X \), and thus a fortiori on a suitable resolution; this maneuver is ultimately the source of the “\( \text{codim}(\text{Sing } X) \)” term in Theorem 3.2.

**Remark 3.3.** Theorem 3.2 is valid even when \( X \) is not reduced: in this case, the singular locus has codimension 0, so the theorem says that \( H^a(X, \wedge^b L_X(-j)) = 0 \) for \( a + b < 0 \) and \( j > 0 \). Unlike in the smooth case, this assertion has content: the complex \( \wedge^b L_X \) may have cohomology sheaves in negative degree, and thus hypercohomology in negative degree as well. To prove this assertion, note that Lemma 3.6 ensures that \( \wedge^b L_X(-j) \in D^{\geq -b} \). Thus, if \( a + b < 0 \), then \( a < -b \), so \( H^a(X, \wedge^b L_X(-j)) = 0 \).

**Remark 3.4.** When \( X \) is smooth, using Serre duality, the KAN vanishing theorem can be formulated as follows: Set \( d = \dim X \). Then \( H^a(X, \wedge^b L_X(j)) = 0 \) for \( a + b > d \) and \( j > 0 \); this reformulation uses the identification \( \wedge^b L_X \simeq (\wedge^{d-b} L_X)^\vee \otimes K_X \), which is not available in the singular case (essentially because \( K_X \simeq \det(L_X) \) is not \( \wedge^d L_X \)). Due to this discrepancy, the preceding Serre dual formulation fails dramatically in the singular case, as the following example illustrates:

Let \( X \subset \mathbb{P}^n \) be a projective variety of dimension \( d > 0 \) with a single isolated lci singularity at \( x \). Then \( \wedge^{d+1} L_X \) is supported at \( x \) (since \( X - \{x\} \) is smooth of dimension \( d \)), and \( \mathcal{H}^0(\wedge^{d+1} L_X) \simeq \Omega^{d+1}_X \neq 0 \) (since \( \Omega^1_X \) is generated by \( \geq d + 1 \) elements near \( x \)). Thus, it follows that \( H^0(X, \wedge^{d+1} L_X(j)) \neq 0 \) for any \( j \), which gives the desired example.

**Remark 3.5.** The lci assumption in Theorem 3.2 is necessary. Indeed, if \( X \subset \mathbb{P}^n \) has an isolated singularity at \( x \in X \), and if \( X \) is not lci at \( x \), then \( \mathcal{H}^i(L_X) \neq 0 \)
for arbitrarily negative integers $i$, see [Av]. Since these sheaves are supported at $x$, we immediately deduce that for any $j$, we have $H^k(X, L_X(-j)) \neq 0$ for arbitrarily negative $k$.

For the rest of this section, we fix a closed lci subvariety $X \subset \mathbb{P}^n$ of dimension $d > 0$ over a field of characteristic 0. Let $Z$ be the singular locus of $X$, with complement $U := X - Z$, and set $s = \dim Z$. Write $j: U \to X$ for the resulting open immersion. As usual, we write $\mathcal{I}/\mathcal{I}^2$ for the conormal bundle of $X$, and $\mathcal{N} = (\mathcal{I}/\mathcal{I}^2)^\vee$ for the normal bundle.

Since $U$ is smooth, we have $L_X|U \simeq L_U \simeq \Omega^1_U$. Applying $- \otimes \wedge^b L_X$ to $\mathcal{O}_X \to Rj_* \mathcal{O}_U$ induces a canonical map $\wedge^b L_X \to Rj_* \Omega^b_U$ and consequently a canonical map

$$H^a(X, \wedge^b L_X(j)) \longrightarrow H^a(U, \Omega^b_U(j)).$$

One of the key ingredients of the proof of Theorem 3.2 is the injectivity of

$$H^a(X, \wedge^b L_X(j)) \longrightarrow H^a(U, \Omega^b_U(j))$$

which is proved in Lemma 3.8. Before proving Lemma 3.8, we record two lemmas.

**Lemma 3.6.** The complex $\wedge^b L_X$ has Tor-dimension $\leq b$ locally on $X$.

**Proof.** There is nothing to show for $b = 0$. The exact triangle

$$\Omega^1_{\mathbb{P}^n}|_X \longrightarrow L_X \longrightarrow \mathcal{I}/\mathcal{I}^2[1]$$

verifies the claim for $b = 1$. In general, taking wedge powers of the previous triangle, shows that $\wedge^b L_X$ admits a finite filtration in $D(X)$ with graded pieces of the form

$$\Omega^i_{\mathbb{P}^n}|_X \otimes \wedge^j (\mathcal{I}/\mathcal{I}^2[1]) \simeq \Omega^i_{\mathbb{P}^n}|_X \otimes \Gamma^j (\mathcal{I}/\mathcal{I}^2)[j]$$

for $i + j = b$ and $i, j \geq 0$. This immediately gives the claim. \qed

**Lemma 3.7.** We have $R\Gamma_Z(\mathcal{O}_X) \in D^{\geq d-s}(X)$.

**Proof.** Translating to local terms, and using that $X$ is Cohen-Macaulay, one needs to verify the following: if $R$ is a Cohen-Macaulay ring, and $I$ an ideal, then $H^j_I(R) = 0$ for integers $k$ with $k < \text{height } I$. But this is immediate from the Cohen-Macaulay property. \qed

Combining the previous lemmas, we obtain the promised injectivity:

**Lemma 3.8.** The homotopy-kernel $K$ of the canonical map

$$\wedge^b L_X \longrightarrow Rj_* \Omega^b_U$$
lies in $D^{>d-s-b}(X)$. Consequently, the canonical map

$$H^a(X, \wedge^b \mathcal{L}_X(j)) \to H^a(U, \Omega^b_U(j))$$

is injective for $a < d - s - b$ and any $j$.

**Proof.** The homotopy-kernel of $\mathcal{O}_X \to Rj_*\mathcal{O}_U$ is, by definition, the local cohomology complex $R\mathcal{L}_Z(\mathcal{O}_X)$, which lies in $D^{>d-s}(X)$ by Lemma 3.7. Hence, after tensoring with $\wedge^b \mathcal{L}_X$, we see that the homotopy-kernel $K$ in question is identified with $\wedge^b \mathcal{L}_X \otimes R\mathcal{L}_Z(\mathcal{O}_X)$; this lies in $D^{>d-s-b}(X)$ as $\wedge^b \mathcal{L}_X$ has Tor-dimension $\leq b$ by Lemma 3.6, proving the first part. The second part is immediate since the functor $K \mapsto R\mathcal{L}(X, K(j))$ carries $D^{\geq i}$ to $D^{\geq i}$ for each $i$ and any $j$. □

To proceed further along the lines sketched above, choose a resolution $\pi : Y \to X$, i.e., $\pi$ is a proper birational map with $Y$ smooth, $\pi^{-1}(U) \simeq U$, and $\pi^{-1}(Z) =: E$ is a simple normal crossings divisor. We need the following form of Steenbrink vanishing:

**Theorem 3.9.** (Steenbrink) We have

$$H^a(Y, \Omega^b_Y(\log E) \otimes \pi^*\mathcal{O}_X(-j)) = 0$$

for $a + b < d$ and $j > 0$.

This result is remarkable for the following reason: it is known that, unlike the Kodaira vanishing theorem, the KAN vanishing theorem fails for line bundles that are merely semiample and big (like $\pi^*\mathcal{O}_X(1)$). The previous theorem thus says that the introduction of log poles gets around this problem. This is proven in [St, Theorem 2(a')] or alternatively, it may be deduced from Esnault-Viehweg’s logarithmic KAN vanishing theorem as follows:

**Proof.** We apply [EV, Theorem 6.7] with the following notational changes: the roles of $X$ and $Y$ are reversed, and $A = \mathcal{O}_X(j)$. To get our desired conclusion, we need the quantity $r(\tau|_{Y-E})$ in loc. cit. to be 0. However, this is immediate from the definition of $r$ (see [EV, Section 4.10]) and the fact that the induced map $Y-E \to X-E$ is an isomorphism. □

We can now complete the proof of Theorem 3.2 as follows:

**Proof of Theorem 3.2.** The open immersion $j : U \to X$ factors as $U \xrightarrow{h} Y \xrightarrow{\pi} X$ by construction. As the divisor $E$ on $Y$ restricts to the trivial divisor on $U$, since $E \cap U = \emptyset$, we obtain induced maps

$$\wedge^b \mathcal{L}_X \to R\pi_*(\Omega^b_Y(\log E)) \to Rj_*\Omega^b_U,$$
and hence also maps
\[ \wedge^b L_X(-j) \longrightarrow R\pi_* (\Omega^b_Y (\log E))(-j) \longrightarrow Rj_* \Omega^b_U(-j) \]
by twisting. Now, if \( j > 0 \), the composite map is injective on \( H^a(X, -) \) for \( a + b < d - s \) by Lemma 3.8, and hence the same is true for the first map. On the other hand,
\[ H^a(X, R\pi_* \Omega^b_Y (\log E)(-j)) \simeq H^a(Y, \Omega^b_Y (\log E) \otimes \pi^* O_X(-j)), \]
by the projection formula. The latter vanishes for \( j > 0 \) and \( a + b < d \) by Theorem 3.9. Combining these facts, we obtain the conclusion. \( \square \)

To move from Theorem 3.2 to Theorem 3.1, it is convenient to use the following:

**Lemma 3.10.** For each \( t \geq 1 \), there exists an exact triangle
\[ \mathcal{O}_\mathbb{P}^n(-t + 1)^{\oplus r}[-1] \longrightarrow \text{Sym}^t(\Omega^1_{\mathbb{P}^n}) \longrightarrow \mathcal{O}_\mathbb{P}^n(-t)^{\oplus s} \]
for suitable integers \( r, s \geq 1 \).

**Proof.** The shifted Euler sequence on \( \mathbb{P}^n \) is given by
\[ \mathcal{O}_\mathbb{P}^n[-1] \longrightarrow \Omega^1_{\mathbb{P}^n} \longrightarrow \mathcal{O}_\mathbb{P}^n(-1)^{\oplus (n+1)}. \]
Taking symmetric powers, and observing that \( \text{Sym}^t(\mathcal{O}_\mathbb{P}^n[-1]) \simeq \wedge^t \mathcal{O}_\mathbb{P}^n[-t] \) vanishes for integers \( t \geq 2 \), we obtain an exact triangle
\[ \text{Sym}^{t-1}(\mathcal{O}_\mathbb{P}^n(-1)^{\oplus (n+1)})[-1] \longrightarrow \text{Sym}^t(\Omega^1_{\mathbb{P}^n}) \longrightarrow \text{Sym}^t(\mathcal{O}_\mathbb{P}^n(-1)^{\oplus (n+1)}). \]
The lemma now follows immediately from the behavior of Sym under direct sums. \( \square \)

**Proof of Theorem 3.1.** The kernel of the surjection \( \mathcal{O}_{\mathcal{X}_{t+1}} \rightarrow \mathcal{O}_{\mathcal{X}_t} \) is given by \( \text{Sym}^t(\mathcal{I}/\mathcal{I}^2) \), so it suffices to show that
\[ H^k(X, \text{Sym}^t(\mathcal{I}/\mathcal{I}^2)(-j)) = 0 \]
for \( k < d - s \) and \( j, t > 0 \). The shifted transitivity triangle for \( X \hookrightarrow \mathbb{P}^n \) takes the form
\[ L_X[-1] \longrightarrow \mathcal{I}/\mathcal{I}^2 \longrightarrow \Omega^1_{\mathbb{P}^n}|_X. \]
Thus, \( \text{Sym}^t(\mathcal{I}/\mathcal{I}^2) \) admits a finite filtration in \( D(X) \) with graded pieces given by
\[ M_{a,b} := \text{Sym}^a(\Omega^1_{\mathbb{P}^n}|_X) \otimes \text{Sym}^b(L_X[-1]) \simeq \text{Sym}^a(\Omega^1_{\mathbb{P}^n}|_X) \otimes \wedge^b L_X[-b] \]
for $a, b \geq 0$ and $a + b = t > 0$. It suffices to show that for each such pair $(a, b)$, we have

$$H^k(X, M_{a,b}(-j)) = 0$$

for $k < d - s$ and $j > 0$. If $a = 0$, then $b > 0$, and then the claim follows from Theorem 3.2. For $a > 0$, by Lemma 3.10, we obtain an exact triangle

$$O_X(-(a+1)r-1) \otimes^b L_X[-b](-j) \rightarrow M_{a,b}(-j) \rightarrow O_X(-a) \otimes^b L_X[-b](-j)$$

for suitable integers $r, s > 0$. This simplifies to

$$(\wedge^b L_X(-j-a+1))^{\oplus r}[-b-1] \rightarrow M_{a,b}(-j) \rightarrow (\wedge^b L_X(-j-a))^{\oplus s}[-b].$$

The outer terms have no $k$-th cohomology for $k < d - s$ by Theorem 3.2, so neither does the middle term. □

Remark 3.11. It is not reasonable to expect Kodaira vanishing for arbitrary thickenings, even in the smooth case; see Examples 5.2 and 5.3.

4. Injectivity of maps on $\Ext$ modules. Let $I$ be an ideal of a commutative noetherian ring $R$. Since the local cohomology module $H^k_I(R)$ can be expressed as the direct limit

$$\lim_{\rightarrow t} \Ext^k_R(R/I_t, R),$$

it follows immediately that $H^k_I(R)$ equals $\lim_{\rightarrow t} \Ext^k_R(R/I_t, R)$, where $\{I_t\}$ is any decreasing chain of ideals that is cofinal with the chain $\{I^t\}$. In this context, Eisenbud, Mustaţă, and Stillman raised the following:

**Question 4.1.** [EMS, Question 6.1] Let $R$ be a polynomial ring. For which ideals $I$ of $R$ does there exist a chain $\{I_t\}$ as above, such that for each $k, t$, the natural map

$$\Ext^k_R(R/I_t, R) \rightarrow H^k_I(R)$$

is injective?

**Question 4.2.** [EMS, Question 6.2] Let $R$ be a polynomial ring. For which ideals $I$ of $R$ is the natural map $\Ext^k_R(R/I, R) \rightarrow H^k_I(R)$ an inclusion?

Question 4.1 is motivated by the fact that $H^k_I(R)$ is typically not finitely generated as an $R$-module, whereas the modules $\Ext^k_R(R/I_t, R)$ are finitely generated; consequently, an affirmative answer to Question 4.1 yields a filtration of $H^k_I(R)$ by the readily computable modules $\Ext^k_R(R/I_t, R)$. We record some partial results:
(i) If $k$ equals the length of a maximal $R$-regular sequence in $I$, then the natural map

$$\text{Ext}^k_R(R/I, R) \longrightarrow H^k_I(R)$$

is injective. This is readily proved using a minimal injective resolution of $R$, see for example [SW, Remark 1.4].

(ii) Suppose $I$ is a set-theoretic complete intersection, i.e., $f_1, \ldots, f_n$ is a regular sequence generating $I$ up to radical, then the ideals $I_t = (f_1^t, \ldots, f_n^t)$ form a descending chain, cofinal with $\{I^t\}$, such that the natural maps

$$\text{Ext}^k_R(R/I_t, R) \longrightarrow H^k_I(R)$$

are injective for each $k \geq 0$ and $t \geq 1$: when $k = n$, this follows from (i), whereas if $k \neq n$, then $\text{Ext}^k_R(R/I_t, R) = 0 = H^k_I(R)$.

(iii) Let $R$ be a polynomial ring over a field. Suppose an ideal $I$ is generated by square-free monomials $m_1, \ldots, m_r$, set $I^{[t]} = (m_1^t, \ldots, m_r^t)$ for $t \geq 1$. Then, by [Ly1, Theorem 1(i)], the natural maps

$$\text{Ext}^k_R(R/I^{[t]}, R) \longrightarrow H^k_I(R)$$

are injective for each $k \geq 0$ and $t \geq 1$; see also [Mu, Theorem 1.1].

(iv) Suppose $R$ is a regular ring containing a field of characteristic $p > 0$, and $I$ is an ideal such that $R/I$ is $F$-pure. Set $I^{[p^t]} = (a^{p^t} \mid a \in I)$. Then the natural maps

$$\text{Ext}^k_R(R/I^{[p^t]}, R) \longrightarrow H^k_I(R)$$

are injective for each $k \geq 0$ and $t \geq 0$; this is [SW, Theorem 1.3].

(v) Let $R$ be a regular ring and $I$ an ideal of $R$. Suppose $R$ has a flat endomorphism $\varphi$ such that $\{\varphi^t(I)R\}_{t \geq 0}$ is a decreasing chain of ideals cofinal with $\{I^t\}_{t \geq 0}$, and the induced endomorphism $\overline{\varphi}: R/I \to R/I$ is pure. Then, for all $k \geq 0$ and $t \geq 0$, the natural map

$$\text{Ext}^k_R(R/\varphi^t(I)R, R) \longrightarrow H^k_I(R)$$

is injective, [SW, Theorem 2.8]. This recovers (iv) by taking $\varphi$ to be the Frobenius endomorphism of $R$, and (iii) by taking the endomorphism of the polynomial ring that raises each variable to a power.

(vi) Let $X = (x_{ij})$ be an $m \times n$ matrix of indeterminates with $m \leq n$, and $R$ be the ring of polynomials in $x_{ij}$ with coefficients in a field of characteristic zero. Let $I$ be the ideal generated by the size $m$ minors of $X$, i.e., the maximal minors. Then the natural map

$$\text{Ext}^k_R(R/I^t, R) \longrightarrow H^k_I(R)$$
is injective for each $k \geq 0$ and $t \geq 1$ by [RWW, Section 4], see also [RW, Theorem 4.2]. The injectivity may fail for non-maximal minors, Example 5.4, and in the case of positive characteristic, Example 5.5. The recent paper [Ra] contains further injectivity results as well as a Kodaira vanishing theorem for thickenings of determinantal ideals.

(vii) Corollary 1.2 of the present paper provides a partial answer to Question 4.2 after restricting to an arbitrary but fixed graded component.

5. Examples. In this section, we record examples illustrating our results, and primarily their sharpness. We first begin with an example illustrating Theorem 1.1; the main purpose of this example is to record some calculations that will be useful later.

Example 5.1. Let $R$ be the polynomial ring in a $2 \times 3$ matrix of indeterminates over a field $\mathbb{F}$ of characteristic zero, and consider the ideal $I$ generated by the size two minors of the matrix. Note that $X = \text{Proj } R/I$ equals $\mathbb{P}^1 \times \mathbb{P}^2$ under the Segre embedding in $\mathbb{P}^5$.

The local cohomology module $H^3_j(R)$ is isomorphic, as a graded module, to $H^5_n(R)$, see for example [LSW, Theorem 1.2]. It follows that it has Hilbert series

$$
\sum_j \text{rank } H^3_j(R) z^j = \frac{z^{-6}}{(1 - z^{-1})^6} = z^{-6} + 6z^{-7} + 21z^{-8} + 56z^{-9} + 126z^{-10} + \cdots.
$$

The vector space ranks

$$
\text{rank Ext}^3_R(R/I_t, R) = \text{rank } H^2(X_t, \mathcal{O}_{X_t}(-6 - j)),
$$

as computed by Macaulay2, [GS], are recorded in Table 1; entries that are 0 are omitted. The last row records the stable value attained along each column, namely the rank of $H^3_j(R)$, as computed from the Hilbert series displayed above.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$1$</th>
<th>$2$</th>
<th>$3$</th>
<th>$4$</th>
<th>$5$</th>
<th>$6$</th>
<th>$7$</th>
<th>$\lim_{t \to \infty}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j$</td>
<td>$-6$</td>
<td>$-7$</td>
<td>$-8$</td>
<td>$-9$</td>
<td>$-10$</td>
<td>$-11$</td>
<td>$-12$</td>
<td>$126$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td></td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$6$</td>
<td>$6$</td>
<td>$6$</td>
<td>$6$</td>
<td>$6$</td>
<td>$6$</td>
<td>$6$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$56$</td>
<td>$56$</td>
<td>$56$</td>
<td>$56$</td>
<td>$56$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$752$</td>
<td>$252$</td>
<td>$16$</td>
<td>$16$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$216$</td>
<td>$141$</td>
<td>$70$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$1287$</td>
<td>$3003$</td>
</tr>
</tbody>
</table>

Table 1.
Since $I$ is the ideal of maximal sized minors, [RWW, Section 4] implies that the map
\[
\Ext^3_R(R/I^t, R) \rightarrow \Ext^3_R(R/I^{t+1}, R)
\]
is injective for each $t \geq 1$. Thus, for a fixed integer $j$, if the rank of $\Ext^3_R(R/I^{t_0}, R)_j$ equals that of $H^3_I(R)_j$ for some $t_0$, then the displayed map is an isomorphism for each $t \geq t_0$.

The injectivity may fail for non-maximal minors, see Example 5.4.

Next, we show that the Kodaira vanishing theorem fails for arbitrary infinitesimal thickenings of smooth varieties. First, we give such an example that is not lci; in this case, the vanishing fails in all negative degrees.

**Example 5.2.** Let $R$ and $I$ as in Example 5.1, e.g., set $R = \mathbb{F}[u, v, w, x, y, z]$ where $\mathbb{F}$ has characteristic zero, and $I = (\Delta_1, \Delta_2, \Delta_3)$ where
\[
\Delta_1 = vz - wy, \quad \Delta_2 = wx - uz, \quad \Delta_3 = uy - vx.
\]
The ideal $J = (\Delta_2^\ast, \Delta_2, \Delta_3)$ has the same radical as $I$, i.e., $X = \Proj R/J$ has the same reduced structure as $\Proj R/I = \mathbb{P}^1 \times \mathbb{P}^2$. We claim that
\[
H^2(X, \mathcal{O}_X(j)) \neq 0 \quad \text{for each} \quad j \leq 0.
\]
The projective resolution of $R/J$ is readily computed to be
\[
0 \leftarrow R \leftarrow \left( \begin{array}{ccc}
\Delta_1^2 & \Delta_2 & \Delta_3 \\
-x & u & -x \\
1 & y \Delta_1 & y \Delta_1 \\
\end{array} \right) \left( \begin{array}{c}
0 \\
\Delta_3 \\
v \Delta_1 \\
1 \\
\end{array} \right) \left( \begin{array}{c}
(-x) \\
z \Delta_1 \\
-\Delta_3 \\
u \\
\end{array} \right) \left( \begin{array}{c}
\Delta_1 \\
-x \\
v \Delta_1 \\
u \\
\end{array} \right) \left( \begin{array}{c}
0 \\
\Delta_3 \\
v \Delta_1 \\
u \\
\end{array} \right) \left( \begin{array}{c}
1 \\
-\Delta_3 \\
x \\
-\Delta_3 \\
\end{array} \right) R^3 \leftarrow R^1 \leftarrow 0,
\]
from which it follows that
\[
\Ext^3_R(R/J, R) \cong (R/(\Delta_1, u, x)R)(6).
\]
Thus, $\Ext^3_R(R/J, R)$ has Hilbert series
\[
\sum_j \text{rank} \Ext^3_R(R/J, R)_j z^j = \frac{z^{-6} + z^{-5}}{(1 - z)^3},
\]
specifically, $\Ext^3_R(R/J, R)_j \neq 0$ for each $j \geq -6$. The claim follows using Serre duality.

Next, we give an example of an lci thickening of an abelian variety where Kodaira vanishing also fails:

**Example 5.3.** Let $A$ be an abelian variety, and let $\mathcal{L} \in \text{Pic}(A)$ be an ample line bundle. Then $\mathcal{O}_A \oplus \mathcal{L}$ is an augmented $\mathcal{O}_A$-algebra with $\mathcal{L}$ given the structure of
an ideal whose square is zero. Let $X := \text{Spec} A$. The $\mathcal{O}_A$-algebra maps

$$\mathcal{O}_A \rightarrow \mathcal{O}_A \oplus \mathcal{L} \quad \text{and} \quad \mathcal{O}_A \oplus \mathcal{L} \rightarrow \mathcal{O}_A$$

give a thickening $i: A \hookrightarrow X$ that admits a (finite) retraction $r: X \rightarrow A$ with $r_* \mathcal{O}_X = \mathcal{O}_A \oplus \mathcal{L}$. It is immediate that $X$ has lci singularities. Moreover, $\mathcal{M} = r^* \mathcal{L}$ is an ample line bundle on $X$, and one checks that $H^k(X, \mathcal{M}^{-1}) \neq 0$ for $0 \leq k \leq \text{dim} A$.

Recall that one of our motivations was Question 4.1 raised in [EMS]; in the context covered by Theorem 1.1, we obtained a partial positive answer to this question: for suitable $k$, the map $\text{Ext}^k_R(R/I_t, R) \rightarrow H^k_I(R)_j$ is injective for $t \gg 0$, once we fix a degree $j$. The next example shows that one cannot expect to do better, i.e., one cannot expect uniformity in $j$. Thus, our answer to Question 4.1, in the context of standard graded rings covered by Theorem 1.1, is optimal.

**Example 5.4.** Let $R$ be the ring of polynomials in a $3 \times 3$ matrix of indeterminates over a field $\mathbb{F}$ of characteristic zero; set $I$ to be the ideal generated by the size two minors of the matrix. Then $X = \text{Proj} R/I$ equals $\mathbb{P}^2 \times \mathbb{P}^2$ under the Segre embedding in $\mathbb{P}^8$. The ideal $I$ has cohomological dimension 6; in particular, $H^9_I(R) = 0$.

We claim that $\text{Ext}^9_R(R/I^t, R)$ is nonzero for each $t \geq 2$. The primary decomposition of powers of determinantal ideals is given by [DEP, Corollary 7.3]; in our case, for each $t \geq 2$, this provides the irredundant primary decomposition of $I^t$ as

$$I^t = I^{(t)} \cap \mathfrak{m}^{2t},$$

where $\mathfrak{m}$ is the homogeneous maximal ideal of $R$. It follows that for each $t \geq 2$, the maximal ideal is an associated prime of $R/I^t$, and hence that $\text{pd}_R R/I^t = 9$ by the Auslander-Buchsbaum formula, which proves the claim. The ranks of the vector spaces

$$\text{Ext}^9_R(R/I^t, R)_j$$

are recorded in Table 2.

<table>
<thead>
<tr>
<th>$j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>9</td>
<td>45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>1</td>
<td></td>
<td>9</td>
<td>165</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>9</td>
<td>165</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>1</td>
<td>45</td>
<td>495</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td>9</td>
<td>165</td>
<td>1287</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.
The table bears out the two facts that we have proved:

(i) each row other than the first is nonzero, since \( \text{Ext}^9_R(R/I^t, R) \neq 0 \) for \( t \geq 2 \), and

(ii) each column is eventually zero since the stable value, i.e., \( H^9_I(R) \), is zero, and each column is eventually constant by Theorem 1.1.

The next example illustrates why Theorem 1.1 is limited to characteristic zero:

**Example 5.5.** Consider the analog of Example 5.1 in characteristic \( p > 0 \), i.e., \( X \) is the Segre embedding of \( \mathbb{P}^1 \times \mathbb{P}^2 \) in \( \mathbb{P}^5 \), working over the field \( \mathbb{F}_p \). We claim that \( H^2(X_t, \mathcal{O}_{X_t}) \) is nonzero for each \( t \geq 2 \), though the map

\[
H^2(X_t', \mathcal{O}_{X_t'}) \to H^2(X_t, \mathcal{O}_{X_t}) \tag{5.5.1}
\]

is zero for all \( t' \gg t \geq 1 \).

Let \( R \) be the ring of polynomials over \( \mathbb{Z} \) in a \( 2 \times 3 \) matrix of indeterminates; set \( I \) to be the ideal generated by the size two minors of the matrix, and \( m \) to be the ideal generated by the indeterminates. The \( \mathbb{Z} \)-module \( H^3_m(R/I^t)_0 \) is finitely generated, see, for example, [Ha3, Theorem III.5.2]. Moreover, for \( t \geq 2 \), it is a rank one \( \mathbb{Z} \)-module, since

\[
H^3_m(R/I^t)_0 \otimes \mathbb{Q} = \mathbb{Q}
\]

by Example 5.1. It follows that multiplication by \( p \) is not surjective on \( H^3_m(R/I^t)_0 \). The exact sequence

\[
H^3_m(R/I^t)_0 \xrightarrow{p} H^3_m(R/I^t)_0 \to H^3_m(R/(pR + I^t))_0
\]

then shows that

\[
H^3_m(R/(pR + I^t))_0 = H^2(X_t, \mathcal{O}_{X_t})
\]

is nonzero, as claimed.

The determinantal ring \( R/(pR + I) \) is Cohen-Macaulay, and of dimension 4. It follows by the flatness of the Frobenius endomorphism of \( R/pR \) that \( R/(pR + I^{[p^e]}) \) is Cohen-Macaulay for each \( e \geq 1 \), and so

\[
H^3_m(R/(pR + I^{[p^e]})) = 0.
\]

For \( t' \gg t \geq 1 \), the map (5.5.1) factors through the degree zero component of this module, and hence must be zero.

Likewise, Theorem 1.1 may fail for singular projective varieties:
Example 5.6. Take \( Y \subset \mathbb{P}^6 \) to be the projective cone over \( \mathbb{P}^1 \times \mathbb{P}^2 \subset \mathbb{P}^5 \), working over a field of characteristic zero, i.e., the projective cone over \( X \) as in Example 5.1. Then \( Y_t \) is the projective cone over \( X_t \), and it follows that

\[
\lim_{t \to 0} H^3(Y_t, \mathcal{O}_{Y_t}) = \sum_{j \geq 1} \lim_{t \to 0} H^2(X_t, \mathcal{O}_{X_t}(j)).
\]

The Serre dual of this is

\[
\lim_{t \to 0} \text{Ext}^3(R/I^t, R)^{\leq 7} = H^3(R)_{\leq 7} \cong H^6_m(R)_{\leq 7},
\]

which has infinite rank.

The variety \( Y \) has an isolated singular point that is Cohen-Macaulay but not Gorenstein; for a similar example with an isolated rational singularity that is Gorenstein, take the projective cone over \( \mathbb{P}^2 \times \mathbb{P}^2 \subset \mathbb{P}^8 \).

Theorem 2.16 shows that if \( X \subset \mathbb{P}^n \) is lci with a singular locus of dimension \( s \), then the normal bundle is \( s \)-ample. We now give examples illustrating that one cannot do better. We first give an example in the case \( s = \dim X \):

Example 5.7. Let \( \mathbb{P}^s \subset \mathbb{P}^N \) be a linear subspace of codimension \( c = N - s \) defined by an ideal \( \mathcal{I} \subset \mathcal{O}_{\mathbb{P}^N} \), so \( \mathcal{I}/\mathcal{I}^2 \cong \mathcal{O}_{\mathbb{P}^s}(-1)^c \). Choose a rank \( c - 1 \) subbundle \( \mathcal{E} \subset \mathcal{I}/\mathcal{I}^2 \) so that the quotient line bundle \( Q = (\mathcal{I}/\mathcal{I}^2)/\mathcal{E} \) has positive degree; this can be done if \( c \gg 0 \) by repeated use of the Euler sequence. Then the inverse image of \( \mathcal{E} \) in \( \mathcal{I} \) defines an ideal \( \mathcal{J} \subset \mathcal{O}_{\mathbb{P}^N} \) with \( \mathcal{I}/\mathcal{I}^2 \subset \mathcal{J} \subset \mathcal{I} \), and \( \mathcal{J}/\mathcal{I}^2 = \mathcal{E} \), and \( \mathcal{J}/\mathcal{J} = Q \). Set \( X \) to be the closed subscheme of \( \mathbb{P}^N \) defined by \( \mathcal{J} \). Thus, \( X \) is an infinitesimal thickening of \( \mathbb{P}^s \).

We first claim that \( X \) is lci. Indeed, locally on \( X \), we can choose generators \( f_1, \ldots, f_c \) in \( \mathcal{I} \), generating \( \mathcal{I}/\mathcal{I}^2 \) as a free module, such that \( f_1, \ldots, f_{c-1} \) give a basis for \( \mathcal{E} \), and \( f_c \) maps to a basis vector for \( Q \). But then the ideal \( \mathcal{J} \) is generated by \( f_1, \ldots, f_{c-1}, f_c^2 \); this is a regular sequence, so \( X \) is lci.

Next, we show that \( Q \otimes \mathcal{E} \) occurs as a subbundle of \( (\mathcal{J}/\mathcal{J}^2)_{\mid \mathbb{P}^s} \). For this, note that

\[
(\mathcal{J}/\mathcal{J}^2)_{\mid \mathbb{P}^s} = \mathcal{J}/\mathcal{I} \mathcal{J}
\]

since \( \mathcal{J} \subset \mathcal{I} \). The multiplication map \( \mathcal{E} \otimes \mathcal{I} \subset \mathcal{I}^2 \subset \mathcal{J} \) then gives a map

\[
Q \otimes \mathcal{E} = (\mathcal{I}/\mathcal{J}) \otimes \mathcal{E} \longrightarrow \mathcal{J}/\mathcal{I} \mathcal{J}.
\]

On the other hand, \( \mathcal{J}/\mathcal{I} \mathcal{J} \) is an extension of \( \mathcal{J}/\mathcal{J}^2 \cong \mathcal{E} \) by \( \mathcal{I}^2/\mathcal{I} \mathcal{J} \); the reader may then check that the previous map gives an isomorphism \( Q \otimes \mathcal{E} \cong \mathcal{I}^2/\mathcal{I} \mathcal{J} \), and hence the desired subbundle \( Q \otimes \mathcal{E} \subset \mathcal{J}/\mathcal{I} \mathcal{J} \).

Finally, we show that \( \mathcal{N} \) is \( s \)-ample, but not \( (s - 1) \)-ample. Since \( \dim X = s \), the \( s \)-ampleness is clear. For the rest, assume towards contradiction that \( \mathcal{N} \) is
(s − 1)-ample. Then, by Lemma 2.12, any quotient of $N|_{\mathbb{P}^s}$ is (s − 1)-ample. On the other hand, our construction shows that the negative degree line bundle $Q^{s−2}$ occurs as a quotient of $N|_{\mathbb{P}^s}$. Thus, $Q^{s−2}$ must be (s − 1)-ample, which is clearly absurd: $H^s(\mathbb{P}^s, \text{Sym}^t(O^{s−2}))$ is nonzero for all $t \gg 0$.

We make the above construction explicit in the case $s = 1$ and $N = 4$: Consider the polynomial ring $R = \mathbb{F}[x, y, u, v, w]$ with the linear subspace $\mathbb{P}^1$ defined by $I = (u, v, w)$ and its infinitesimal thickening $X := \text{Proj} R/J$ defined by $J = I^2 + (uy - vx, vy - wx)$. It is easily seen that $X$ is lci. The rank of $H^0(X_t, \mathcal{O}_{X_t})$ increases with $t$, so the maps

$$H^0(X_{t+1}, \mathcal{O}_{X_{t+1}}) \rightarrow H^0(X_t, \mathcal{O}_{X_t})$$

cannot be isomorphisms for $t \gg 0$. Nonetheless, as $X$ is lci, Corollary 2.4 guarantees that $\lim\limits_{t \rightarrow 0} H^0(X_t, \mathcal{O}_{X_t})$ has finite rank; indeed, it is rank one.

Next, we construct a class of examples for each $0 \leq s < \dim X$.

**Example 5.8.** Let $Z$ be a normal projective variety of positive dimension, with an isolated singularity at $z \in Z$, such that $\text{Ext}^1(\Omega^1_Z, \mathcal{O}_Z)$ is non-trivial and killed by the maximal ideal $m_z \subset \mathcal{O}_X$; for example, we may take $Z$ to be the projective cone over the smooth quadric surface in $\mathbb{P}^3$. Let $Y$ be a smooth projective variety of dimension $s$. Let $X = Z \times Y$, so $X$ is lci and $\text{Sing}(X) = \{z\} \times Y$ has dimension $s$. Choose a projective embedding $X \hookrightarrow \mathbb{P}^n$, and let $N$ be the normal bundle of $X$ in this embedding. Then $N$ is $s$-ample by Theorem 2.16. We claim that one cannot do better, i.e., $N$ is not $(s − 1)$-ample. Assume towards contradiction that $N$ is $(s − 1)$-ample. Then the same is true for $N|_{\text{Sing}(X)}$.

On the other hand, the dual of the transitivity triangle for $X \hookrightarrow \mathbb{P}^n$ gives, as in the proof of Theorem 2.16, an exact triangle

$$\mathcal{T}_{\mathbb{P}^n}|_X \rightarrow N \rightarrow \text{RHom}(\Omega^1_X, \mathcal{O}_X)[1].$$

In particular, on $\mathcal{H}^0$, we obtain a quotient map

$$N \twoheadrightarrow \text{Ext}^1(\Omega^1_X, \mathcal{O}_X) =: \mathcal{F}.$$ 

On the other hand, since $X$ is a product and $Y$ is smooth, it is easy to see that

$$\mathcal{F} = \text{Ext}^1(\Omega^1_X, \mathcal{O}_X) \simeq p_1^*\text{Ext}^1(\Omega^1_Y, \mathcal{O}_Y).$$

By our assumption on $Z$, it follows that $\mathcal{F} \simeq \mathcal{O}_{\text{Sing}(X)}$ is a trivial vector bundle supported on $\text{Sing}(X)$. Thus, we can find a surjective map

$$N|_{\text{Sing}(X)} \twoheadrightarrow \mathcal{O}_{\text{Sing}(X)}.$$ 

Since $N|_{\text{Sing}(X)}$ is assumed to be $(s − 1)$-ample, the same is then true for $\mathcal{O}_{\text{Sing}(X)}$ by Lemma 2.12. Since $\text{Sym}^t(\mathcal{O}_{\text{Sing}(X)}) \simeq \mathcal{O}_{\text{Sing}(X)}$, it follows that for each integer
Table 3.

\[
\begin{array}{cccccccc}
  1 & & & & & & & & & & \\
  2 & 2 & & & & & & & & & \\
  3 & 2 & 16 & 9 & & & & & & & \\
  4 & 2 & 16 & 72 & 64 & 15 & & & & & \\
  5 & 2 & 16 & 72 & 240 & 260 & 120 & 21 & & & \\
  6 & 2 & 16 & 72 & 240 & 660 & 792 & 498 & 168 & 27 & \\
  7 & 2 & 16 & 72 & 240 & 660 & 1584 & 2011 & 1512 & 735 & \\
  \lim_{t \to \infty} & 1 & 8 & 36 & 120 & 330 & 792 & 1716 & 3432 & 6435 & \\
\end{array}
\]

\[H^s(\text{Sing}(X), \mathcal{O}_{\text{Sing}(X)}(j)) = 0.\]

However, this is clearly absurd: since \(s\) equals the dimension of \(\text{Sing}(X)\), this group is nonzero for \(j \ll 0\) by Serre duality.

We record some computations in the case \(s = 1\). Take \(R\) to be a polynomial ring in 8 variables, and \(I\) an ideal such that \(R/I\) is isomorphic to the Segre product

\[\mathbb{P}[x_0, x_1, x_2, x_3]/(x_1^2 - x_2 x_3) \# \mathbb{P}[y_0, y_1].\]

The ideal \(I\) has height 4, and the singular locus of \(X := \text{Proj} R/I\) has dimension 1, so Corollary 1.2 implies that the maps \(\text{Ext}_R^k(R/I^t, R)_j \to H_I^k(R)_j\) must be injective for \(k > 5\) and \(t \gg 0\). However, the injectivity fails when \(k = 5\). Table 3 records the numbers

\[\text{rank} \text{Ext}_R^5(R/I^t, R)_j = \text{rank} H^2(X_t, \mathcal{O}_{X_t}(-8 - j)).\]

A singular cohomology calculation shows that \(H^5_I(R) = H^8_m(R)\), which gives the last row.

As a corollary, we see that the bound \(\text{codim}(\text{Sing} X)\) occurring in Theorem 1.1 is sharp:

**Example 5.9.** Fix integers \(0 \leq s \leq d\). Over a field of characteristic zero, choose an lci subscheme \(X \subset \mathbb{P}^n\) of dimension \(d\) as in Example 5.8 if \(s < d\), and as in Example 5.7 if \(s = d\). The normal bundle \(\mathcal{N}\) is \(s\)-ample but not \((s - 1)\)-ample by construction. Thus, by Lemma 2.10, we may choose an integer \(j\) such that

\[H^s(X, \text{Sym}^t(\mathcal{N})(-j) \otimes K_X) \neq 0.\]
for infinitely many integers \( t \gg 0 \). We claim that the projective system 
\[
\{ H^{d-s}(X_t, \mathcal{O}_{X_t}(j)) \}
\]
does not stabilize, i.e., the conclusion of Theorem 1.1 fails for \( k = d - s \). To see this, fix some \( t_0 \gg 0 \) such that for all \( t \geq t_0 \), the maps
\[
H^{d-s-1}(X_{t+1}, \mathcal{O}_{X_{t+1}}(j)) \rightarrow H^{d-s-1}(X_t, \mathcal{O}_{X_t}(j))
\]
are isomorphisms; the existence of such a \( t_0 \) is ensured by Theorem 1.1. This ensures injectivity on the left in the following standard exact sequence
\[
0 \rightarrow H^s(X, \text{Sym}^t(N^\vee)(j)) \rightarrow H^s(X_{t+1}, \mathcal{O}_{X_{t+1}}(j)) \xrightarrow{a_t} H^s(X_t, \mathcal{O}_{X_t}(j)).
\]
Now the term on the left is dual to \( H^s(X, \text{Sym}^t(N)(-j) \otimes K_X) \) by Serre duality (and the identification of divided and symmetric powers in characteristic zero). By construction, this term is nonzero for infinitely many \( t \gg t_0 \). Thus, the map \( a_t \) is not an isomorphism for infinitely many \( t \gg t_0 \), as wanted.
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