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0.1. Fedder’s Lemma on p−e-linear maps. We begin with the following:

Notation 0.1. Throughout the rest of the section, k is an F -finite field and S =
k[x1, . . . , xn], or a localization thereof, or S = kJx1, . . . , xnK.

Some of the facts below we have proven previously, but we recall them for ease of
reference.

Example 0.2. Consider the polynomial ring S = k[x1, . . . , xn] for k an F -finite field.
Then S is also F -finite and of course F e

∗S is a free S-module with basis {F∗aix
λ} where

the F e
∗ai are a basis for F e

∗k over k and xλ denotes the monomials of the form xλ11 . . . xλnn
such that 0 ≤ λ ≤ pe − 1.

Lemma 0.3. Suppose that k is an F -finite finite field, then Homk(F
e
∗k, k) ∼= F∗k as

F∗k-modules.

Proof. Suppose that m = [F e
∗k : k]. Obviously Homk(F

e
∗k, k) has rank m as a k-module

since it is the dual of a rank m vector space. On the other hand, if an F e
∗k-module has rank

m as a k-module, it clearly has rank 1 as an F e
∗k-module, and so the result follows. �

Lemma 0.4. Suppose that k is an F -finite field, S = k[x1, . . . , xn], (or its localization
at the origin, or S = kJx1, . . . , xnK). Then HomS(F e

∗S, S) is isomorphic to F e
∗S as an

F e
∗S-module with generator equal to the following map:

ΦS(F e
∗x

λ) =

{
1 if λ1 = · · · = λn = pe − 1
0 otherwise

}
defined on the a basis {aixλ} where the ai form a basis for F e

∗k over k, a1 = 1 and
λ = (λ1, . . . , λn) satisfies 0 ≤ λi ≤ pe − 1.

Proof. We first do the case where k is perfect. To see that it is cyclic, it is sufficient to show
that each of the projections ρxλ : F e

∗S −→ S onto the F e
∗x

λ-summand is an F∗S-multiple
of ΦS with xλ defined as in Example 0.2. But simply observe that

ρxλ(F e
∗ ) = ΦR((F e

∗x
pe−1−λ) · F e

∗ ).

On the other hand HomS(F e
∗S, S) is certainly torsion free and the lemma is proven when

k is perfect and S is a polynomial ring.
Now assume that k is not perfect, choose a basis {F∗ai}mi=1 of F∗k over k with a1 = 1.

Note that {aixλ | λj = 0, . . . , pe − 1, i = 1, . . . ,m} form a basis for F e
∗S over S. Choose

maps µi : F∗k −→ k which project onto the ai. For each m ≥ i > 1, choose bj ∈ k such
that µ1(F

e
∗ bi ) = µi( ). On the other hand each F∗k −→ k induces

νi : (F e
∗k)[x1, . . . , xn] −→ k[x1, . . . , xn]
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by acting as the identity on the xi. On the other hand, using the same argument we made
in the perfect case, we can find maps

ρλ : F e
∗k[x1, . . . , xn] −→ (F e

∗k)[x1, . . . , xn]

projecting onto xλ as above. Composing ρλ with νi gives us all the projections onto
our basis. On the other hand, it is easy to see that those maps can all be obtained by
properly pre-multiplying by appropriate bix

pe−1−λ. This proves the lemma in the case of
a polynomial ring. The other cases are the same. �

With S as above, we next suppose that I = 〈f1, . . . , fm〉 ⊆ S is an ideal and set
R = S/I. We want to relate the maps HomR(F e

∗R,R) to the maps HomS(F e
∗S, S). We

begin with an easy observation in slightly greater generality.
Fix another ideal J ⊆ S, choose φ ∈ HomS(F e

∗S, S) and pick u ∈ I [pe] : J ⊆ S. Consider
the map ψ : F e

∗S −→ S defined by ψ(F e
∗ z) = φ(F e

∗ (u · z)), frequently in the future we will
write ψ = (F e

∗u) · φ in this situation. We claim that ψ((F e
∗J)) ⊆ I (this has nothing to

do with S being regular). To see this claim, choose z ∈ J and notice that uz ∈ I [pe] can

be written uz = a1f
pe

1 + · · ·+ amf
pe

m . Then

ψ(F e
∗ z) = φ(F e

∗ (uz)) = φ(F e
∗ (a1f

pe

1 + · · ·+ amf
pe

m )) =
m∑
i=1

φ(F e
∗ai)fi ∈ I

as claimed. In fact, linearity implies that any ψ ∈
(
F e
∗
(
I [p

e] : J
))
·HomS(F e

∗S, S) satisfies

ψ(F e
∗J) ⊆ I.

Remark 0.5. The notation
(
F e
∗
(
I [p

e] : J
))
·HomS(F e

∗S, S) has been known to cause some

confusion. The point is that HomS(F e
∗S, S) is an S-module (with S acting on either the

source or target of a homomorphism) and simultaneously it is an F e
∗S-module, where an

element F e
∗ z acts on α : F e

∗S −→ S by forming the composition

F e
∗S

·F e∗ z−−→ F e
∗S

α−→ S.

Our previous observation about ψ is very useful in the case that J = I, consider the
following diagram for any ψ satisfying ψ(F e

∗ I) ⊆ I:

F e
∗ I� _

��

// I � _

��

F e
∗S

����

ψ
// S

����

F e
∗R ψR

// R

In particular, each ψ determines an element of HomR(F e
∗R,R). We have just shown that:

Lemma 0.6. There exists an F e
∗S-module homomorphism

ρ :
(
F e
∗
(
I [p

e] : I
))
· HomS(F e

∗S, S) −→ HomR(F e
∗R,R).
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We will study this map extensively (and in fact prove it is surjective and identify its
kernel). First we make the following observations which help show what was described
above.

Lemma 0.7. With notation as above,

(i) Suppose that φ(F e
∗J) ⊆ I for all φ ∈ HomS(F e

∗S, S), then J ⊆ I [p
e].

(ii) (
F e
∗
(
I [p

e] : J
))
· HomS(F e

∗S, S) = {ψ ∈ HomS(F e
∗S, S) | ψ(F e

∗J) ⊆ I}.

Proof. With our notations for this section, F e
∗S is a free S-module. Write F e

∗S
∼= S⊕d with

basis elements {F e
∗ gi}di=1 ⊆ F e

∗S. Let π1, . . . , πd denote the corresponding projections.
Observe that under the isomorphism F e

∗S
∼= S⊕d we have F e

∗ I
[pe] = I · F e

∗S
∼= I⊕d. Now,

suppose that φ(F e
∗J) ⊆ I for all φ ∈ HomS(F e

∗S, S). In particular, πi(F
e
∗J) ⊆ I for each

π1, . . . , πd. Thus F e
∗J is identified with a subset of I⊕d which proves that J ⊆ I [p

e]. This
proves the first statement.

The argument before the lemma yields the containment ⊆. Fix ψ ∈ HomS(F e
∗S, S) such

that ψ(F e
∗J) ⊆ I. Choose a F e

∗S-module generator Φ ∈ HomS(F e
∗S, S) by Lemma 0.4.

Write ψ = (F e
∗u) · Φ and observe that Φ(F e

∗ (uJ)) ⊆ I. Since Φ generates HomS(F e
∗S, S),

we see that uJ ⊆ I [p
e] from part (i). Thus u ∈ I [pe] : J and hence

ψ = (F e
∗u)Φ ∈

(
F e
∗
(
I [p

e] : J
))
· HomS(F e

∗S, S)

as claimed. �

Remark 0.8. The previous lemma absolutely does not hold for non-regular rings, as we
shall see shortly.

Theorem 0.9 (Fedder’s Lemma). With notation as above

ρ :
(
F e
∗
(
I [p

e] : I
))
· HomS(F e

∗S, S) −→ HomR(F e
∗R,R)

is surjective and ker ρ is isomorphic to
(
F e
∗ I

[pe]
)
· HomS(F e

∗S, S). In particular

HomR(F e
∗R,R) ∼=

(
F e
∗
(
I [p

e] : I
))
· HomS(F e

∗S, S)(
F e
∗ I

[pe]
)
· HomS(F e

∗S, S)
.
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