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Abstract. Maximizing entropy has proven to be a very successful approach
in statistical physics. Its use has led to accurate descriptions of a wide variety
of physical phenomena in terms of Gibbs measures. When considering binary
dielectric systems, the advantage of this approach is two fold. First, the sys-
tem may be described in terms of the Hamiltonian (the energy associated with
the dielectric body) and the corresponding Helmholtz potential (free energy).
This analysis is facilitated by a reduced system energy representation used in
homogenization theory, which allows one to express the Hamiltonian in terms
of a Stieltjes transform of the measure associated with geometric resonances
of the system. The description of the system using this approach parallels
that of the Ising model. Numerical simulations modeling a two dimensional
dielectric ElectroRheological fluid, demonstrate how the ground state of di-
electric ER fluids might be predicted using this approach. Alternatively, one
may use techniques of random matrix theory. The geometric resonances of the
system are the eigenvalues of a random operator that lies at the very heart of
two phase homogenization theory. Numerical simulations of the level spacing
statistics, associated with this random operator, gives clear evidence that this
system is described by a class of exactly solvable random matrix ensembles,
which describe disordered mesoscopic conductors quite well. It is hoped that
this approach may lead to the description of ER fluid ground states via mini-
mization of a logarithmic potential. It is also hoped that it may characterize
the conductor/insulator transition of percolating two phase conductors, as the
closing of spectral gaps about the endpoints of the spectral interval.
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1. Preface

In the hope to make this work accessible to the mathematicians and physicists
in our research group, I have tried to make it as self contained as possible. Because
of the diverse backgrounds of the workers in our group, I have included details
regarding the mathematics and relevant physics of the system discussed. Some
sections may be review for some and necessary information for others, therefore I
have included a table of contents to make navigation of this work easier. The layout
is as follows.

Section 2 is a short review of the information theoretic approach to statistical
mechanics. The key points are, the complete generality of the First Law of Sta-
tistical Mechanics and its differential form, under the maximum Shannon entropy
Ansatz, and the connection of system energy to the Gibbs-Boltzmann distribution.
Section 3 defines the infinite two component dielectric system of interest, the rele-
vant form of Maxwell’s equations, and physical quantities thereof. Section 4 briefly
discusses a variational approach that leads to the orthogonal decomposition of the
total electric field into its curl free and divergence free counterparts. This decompo-
sition leads to: the resolvent representation of the electric field in terms of random
operators that lie at the heart of homogenization theory, a reduced Hamiltonian
which is essential to a thermodynamic description of the system, and the Bergman-
Milton representation of the effective permittivity in terms of spectral measures
associated with the random operators. Section 5 introduces the ER fluid and mo-
tivates the statistical mechanics approach to the problem. The introduction given
in section 5.1 may be omitted on first reading. Section 5.2 goes through a detailed
analysis of the general form of system energy and its decomposition into external,
internal, and interactional components. Arriving at the First Law’s electric work
term and spectral representation of the Hamiltonian, for an infinite two component
dielectric system. Sections 5.2.1, 5.2.2, and 5.2.3 discuss important special and ex-
tremal cases of the general framework and can be omitted on first reading. Section
5.3 discusses the analytic properties of the Hamiltonian, which permits a factor-
ization of the partition function that appears to allow the Helmholtz free energy
to be expressed as a logarithmic potential, relative to a measure independent of
the contrast parameter. In order to understand variations in Hamiltonian and free
energy, associated with changes in applied field strength and dielectric contrast,
section 5.4 is devoted to a perturbation analysis. Arriving at a PDE that relates
changes in free energy, corresponding to changes in applied field strength, to that of
changes in dielectric contrast. An equation relating dielectric contrast derivatives of
the logarithmic potential relative to the Bergman-Milton spectral measure (Golden
potential) and applied field strength derivatives of the free energy, arises naturally
in this discussion. At this point we have key components that permit a standard
thermodynamic analysis including: consequences of Maxwell’s relations, stability
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analysis, and relationships between important empirical quantities. The details of
these topics are given in section 5.5. The introduction given in the beginning of
section 6 reviews the Ising model and may be omitted upon first reading. Section
6.1 introduces the abstract Hilbert space notation used in section 7.1 and proves
the Lee-Yang theorem. This section should be omitted on first reading and used
as reference. In section 7 the numerical results of a three parameter generalization
of a dipole ER fluid model are discussed. The relevant details in modeling the ER
fluid is discussed in the introduction of this section and can be omitted on first
reading. The numerical results of this dipole model, a discussion of the associated
large deviation principle, and future related numerical work is discussed in section
7.1. Numerical simulations of eigenvalue statistics, of the mentioned random oper-
ator, resemble that of a class of exactly solvable random matrix ensembles (RMEs),
which describes the metal/insulator transition in MC quite well. This is introduced
in the beginning of section 8 and the properties of the RME is outlined in section
8.1. The results of eigenvalue statistics, corresponding to binary materials, are
given in section 8.2.

2. Review of the Information Theoretic Approach to Statistical

Mechanics

In statistical physics, one is faced with the problem of assigning probabilities to
events based on a few significant bits of information. In practice this information is
far from sufficient to obtain objective, nor unique probabilities. It is common to use
the concept of entropy in order to develop a theoretical description of the macro-
scopic properties, of such a system, based on its underlying microscopic properties,
which are often not precisely known. Prediction of the macroscopic system behav-
iors, based on insufficient or incomplete data, is part of information theory. The
ideas of information theory form a solid foundation for statistical thermophysics [26]
and have been extended to systems where thermal fluctuations are not of primary
importance.

An entropy function S is a measure of the amount of uncertainty in a statistical
model. The idea behind entropy, is that one is not entitled to assume more knowl-
edge, less uncertainty, than that given by subsidiary conditions, such as average
values, unity measure of the probability space, etc. Furthermore, any assignment
of probabilities that satisfy these conditions but yield a value of S other than its
maximum is unjustified on the basis of known data. Therefore, the common attitude
is to use probability measures which maximize the entropy, thereby maximizing the
uncertainty of a system, subject to known information.

The analysis done by Shannon [1948] provides a remarkably clear quantitative
measure of the uncertainty inherent in a set of probabilities [26]. In this analysis
he derived the following expression widely known as the Shannon entropy

S({pi}) = −k
∑

i

pi ln pi, k > 0 arbitrary.(1)

A common method for maximizing functions with given constraints is the method
of Lagrange multipliers. When one only knows the average of some quantity, say
U ≡

∑

i piUi, and that
∑

i pi = 1, the resultant probability distribution is known
as the canonical ensemble. It is found by maximizing S/k − α

∑

i pi − β
∑

i piUi,
where α and β are Lagrange multipliers. Regarding the pi as independent variables,
one arrives at pi = exp (−βUi)/Z, Z ≡ eα+1 =

∑

i e
−βUi [26]. The normalization
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function Z and the probability distribution pi of event i are widely known as the
partition function and Gibbs–Boltzmann distribution respectively. This implies
〈Ui〉 = −∂ lnZ/∂β. While this can in principle be solved for β, other procedures
are used for discovering the nature of β as the solution by this method is extremely
difficult [26]. What these procedures are, is of key interest for the system considered
in this work. Using the definition A ≡ −β−1 lnZ, widely known as the Helmholtz
potential or free energy, allows one to write the entropy as [26]

S/kβ = U −A = −β−1
∑

i

pi[−βUi − lnZ] =
∂(βA)

∂β

∣

∣

∣

∣

U

− A.(2)

Equation (2) suggests that the Helmholtz potential A = −β−1(α+ 1), contains the
same amount of information as the entropy. Indeed we will show that every result
which can be calculated from one, can be calculated from the other. Using the chain
rule one can also show that the variance of U can be expressed as 〈U2

i 〉 − 〈Ui〉2 =
∂2 lnZ/∂β2 [26].

If other subsidiary conditions are known, say the averages 〈fn〉 = cn of func-
tions fn(Ui) (one always has the constraint f0 = 1, c0 = 1), the Gibbs-Boltzmann
distribution becomes pi = exp (−

∑

n βn〈fn(Ui)〉)/Z with partition function given
by Z =

∑

i exp (−
∑

n βn〈fn(Ui)〉)[26]. It then follows that 〈fn〉 = −∂ lnZ/∂βn.
Equation (2) becomes S/k = lnZ +

∑

n βn〈fn〉 showing that S/k and lnZ are
Legendre transformations of one another [26]. If we regard S as a function of the
{〈fn〉} we have βn = ∂(S/k)/∂〈fn〉 giving the {βn} in terms of the {cn}. From
this, we have that the symmetric matrices defined by ∂2(S/k)/∂〈fn〉∂〈fm〉 = Bn,m

and −∂2 lnZ/∂βr∂βj = Ar,j are inverses of one another: A = B−1 [26].
Quantum theory identifies the {Ui} as energy states of Hamiltonian systems and

the {pi} as equilibrium distributions [26]. This identification has been generalized to
Hamiltonian systems with a continuum of energy states, identifying the equilibrium
probability (Gibbs) measure as P (dω) = Z−1 exp (−βH(ω))dω, where the space of
all statistical configurations ω is denoted Ω. The macroscopic energy is given by
the Hamiltonian H and Z =

∫

Ω P (dω) exp (−βH(ω)) is the corresponding partition
function. To simplify notation we will continue to use that of a discrete probability
space, as its generalization is clear.

The relation (2), U = S/kβ + A, was obtained without making any assump-
tions regarding the nature of the system and is therefore a fundamental relation of
statistical mechanics. It is a statement of conservation of energy and is therefore
a constraint imposed on the system [4]. In order to see this, we look at the ex-
tremely useful differential form of this equation called the First Law of Statistical
Mechanics [26]: dU = dS/kβ −

∑

i pidUi ≡ δQ + δW . Neither δQ nor δW are
exact differentials [32][4]. The symbols δQ and δW are used to indicate the linear
differential forms or pfaffins of these functions [4]. Even though neither are exact
differentials their sum dU as well as dS are exact [32]. The term δW = −

∑

i pidUi

(notice the minus sign) represents the differential of work done by the surroundings
on the system changing the characteristic energy states {Ui} [26]. Conservation of
energy in Hamiltonian systems then identifies −δW as the work done by the system
on the surroundings [32] [9]. Various work terms may be identified by examining
the physical relevance of terms, ∂Ui/∂zk, in the expansion of the differential dUi.
Where {zk} are the state variables which determine the eigen–energy levels Ui [26].
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In the derivation of the First Law, no assumptions were made about the nature of
the system or its evolutions. Therefore, it is valid for reversible, irreversible, quasi–
static, and even non-quasi–static evolutions, during which the thermodynamic state
cannot be defined at all [4]. For a detailed discussion of thermodynamic state,
reversibility and other related concepts see [4] [32] [26].

3. Infinite Two Component Dielectric Systems

When studying the statistical mechanics of two component dielectrics, it is ad-
vantageous to use techniques of homogenization theory that lead to the effective
permittivity. It is natural to consider an infinite stationary medium and work with
it directly as the effective dielectric tensor, defined in section 4, is a local quantity
that has nothing to do with macroscopic boundaries. The ergodicity of the frame-
work [11] allows one to do so and puts the statistical mechanics of two component
dielectrics in a natural setting.

Consider an infinite two component composite consisting of ideal (perfect elec-
trical insulators [25]), linear, homogeneous, ideal heat conducting, incompressible,
electrically neutral dielectrics of permittivity ǫ1 and ǫ2, ǫ2 > ǫ1, at constant room
temperature, with uniform density. The closed boundaries separating the two
phases are defined by the characteristic functions χi of each phase. Where χ1(x) = 1
for x ∈ S1 ≡ {x ∈ Rd| ǫ(x) = ǫ1}, the set S2 is defined similarly, χ2 = 1 − χ1,
and d is the dimension of the system. Define the contrast ratio h = ǫ1/ǫ2 and
s = 1/(1 − h) so that 0 < h < 1 and 1 < s < ∞. The system is influenced by a
uniform electric field E0 created by an infinite parallel plate capacitor at infinity.
Initially the field strength is zero and increases quasi-statically to a nonzero value.

The equations governing the equilibrium system are that of Maxwell [16] [15]:

∇× E = 0, ∇ ·D = 0,(3)

ǫ0∇ ·E = ρt = ρf + ρb = ∇ ·D −∇ ·P0.

By the linearity of each material component P0 ≡ ǫ0χ
eE and D ≡ ǫE [15]. By

equations (3), Gauss’s theorem, and regularity of the Lebesgue measure, for every
x ∈ S1

⋃

S2 we have ǫ0E(x) = D(x)−P0(x). Therefore, ǫ = ǫ0(1+χe) where ǫ is the
permittivity and χe is the electric susceptibility of the dielectric. Both are tensors
in general but may be considered scalar functions of position by homogeneity of
the individual phases. The total electric field is denoted E while the displacement
and polarization fields are denoted D and P0 respectively. For slow oscillatory
fields the same equations hold with ǫ considered a complex function of position
[16]. The electric neutrality of the system requires that the free charge density ρf

be identically zero, as well as the bound charge density ρb, on S1

⋃

S2 as they are
proportional to each other there [26]. Therefore the interior of the two component
composite dielectric may be thought of as free space partitioned by a surface charge
density σ = P2 · n, where n is the outward normal to the boundaries separating
the two phases [26].

Even when the applied field strength is zero, there exists a local, non–zero,
macroscopic field Es due to charge distributions created by the contrast of permit-
tivities. Linearity of equations (3) imply E = E0 + Es. It is important to note
that, although Es may be expressed as Es = E − E0, it is actually independent
of E0. For it is, by definition, the macroscopic field present in the dielectric body
in the absence of an external field. The existence and uniqueness of Es is given
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in section 4. The assumption of macroscopic electric neutrality requires that the
volume average of Es is zero, 〈Es〉V = 0. This suggests that this field is randomly
oriented.

The astute reader may be wondering why the behavior of this infinite system
should depend on the permittivity of free space ǫ0 when the entire space is filled
with materials of permittivity ǫ1 and ǫ2. The reason for the appearance of ǫ0
in equations (3) is that it was derived under the assumption that the material
was localized in free space [16] [26] [15] [4]. This apparent inconsistency is easily
lifted once one notices, as soon as we assume linearity of the material, we have the
following identities

ǫ0E = D − P0 ≡ ǫE− (ǫ− ǫ0)E ⇐⇒ ǫ2E = D − P2 ≡ ǫE− (ǫ− ǫ2)E.(4)

Therefore ǫ2 can be used in place of ǫ0 without physical nor mathematical incon-
sistencies, given the assumptions made about the system.

4. Bergman–Milton Spectral Representations of the Effective

Permittivity for Two Component Dielectrics

In this section we introduce the effective permittivity tensor and briefly discuss
its origins and properties. By definition, it is the permittivity of a one component
material, that stores the same amount of energy as the two component material.
This definition gives a natural way of describing two component dielectrics, via
statistical mechanics, as the system is modeled entirely by this energy.

Consider the Hilbert space of stationary random fields, H ⊂ L2(Ω,F , P ), and
the associated Hilbert space of stationary, curl free, random fields [11]H ≡ {f(ω) ∈ H | ∇ × f = 0 weakly and 〈f〉Ω = 0} ⊂ H,

where 〈·〉Ω is a suitably chosen ensemble average. Now consider the following vari-
ational problem: find G ∈H such that

〈ǫ(E0 + G) · f〉Ω = 0 ∀ f ∈H .(5)

Under certain assumptions on ǫ(x, ω) ≡ ǫ1χ1(x, ω)+ǫ2χ2(x, ω) = ǫ2(1−χ1(x, ω)/s),
this problem has the unique solution Es satisfying [11]

∇× E = 0, ∇ ·D = 0,(6)

D = ǫE, E = E0 + Es, 〈E〉Ω = E0.

In view of (5) (6), we define the effective permittivity ǫ∗ for a two component
dielectric by

ǫ∗E0 ≡ 〈D〉Ω ⇐⇒ ǫ∗E0 · E0 = 〈D · E〉Ω(7)

since equation (5) implies 〈D · Es〉Ω = 0 therefore 〈D · E〉Ω = 〈D · E0〉Ω. This
can also be understood by recalling that divergence free and curl free fields are
orthogonal spaces. Manipulation of (6) yields

Ek = sRs(E0)k(8)

where Rs ≡ (s + Γχ1)
−1 is the resolvent of the random operator −Γχ1, which

is self adjoint with respect to the inner product weighted by χ1. The integro-
differential operator Γ = −∇

(

(−∆)−1∇·
)

is a projection onto curl free fields and Ek

is the kth direction of the electric field. Here we have concentrated on the diagonal
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components of the symmetric tensor ǫ∗ (see [11] for more details). Application of
equation (8) yields

F (s) ≡ 1 − ǫ∗/ǫ2 = 〈χ1Ek/s〉Ω = 〈χ1Rs(E0)k · (E0)k〉Ω.(9)

The spectral theorem then gives the Bergman–Milton representation of the effective
dielectric constant [11]:

F (s) =

∫ 1

0

dµ(λ)

s− λ
.(10)

Equation (10) represents the effective dielectric constant through a Stieltjes trans-
formation of the positive spectral measure µ, associated with the random operator
Γχ1 [11]. It is well known [29] that the Bergman–Milton representation attains the
following lower (upper) bounds

p1

s
= inf

ω∈Ω
F (s) ≤ F (s) ≤ max

ω∈Ω
F (s) =

p1

s− p2
(11)

for laminates parallel (perpendicular) to the applied field respectively (see sections
5.2.2 and 5.2.3). Of course by definition, 0 ≤ F (s) ≤ 1 for real s. This continues
to hold for |F (s)| when s 6∈ [0, 1] is considered a complex variable [11].

It is worth mentioning that, through a similar analysis, the function defined
by G(s) = 1 − ǫ1

(

ǫ−1
)∗

= 〈χ2Dk/s〉, where
(

ǫ−1
)∗

≡ 〈(χ1/ǫ1 + χ2/ǫ2)Dk〉, also
has a representation of the form (9) (10), using (Dk)0 in lieu of (Ek)0 and inter-
changing (ǫ2, χ1) with (ǫ1, χ2). Alternatively, the same formalism can be used

to generate integral representations (10) for ǫ∗ and
(

ǫ−1
)∗

using the operator

Γ̃ = ∇ ×
(

(−∆)−1∇×
)

in lieu of Γ. The operator Γ̃ is a projection onto diver-
gence free fields of Coulomb gauge. It is also worth mentioning that equations
(6) govern the theory of conductors, dielectrics, magneto-statics, heat flow, and
elasticity. Therefore, the effective parameter (10) is quite general. Note, through-
out this paper the Euclidean norm of vectors, indicated in boldface, will be the
corresponding non–bold italic symbols (e.g. |E0| ≡ E0).

5. Statistical Mechanics of Binary Dielectrics and the ER Fluid

5.1. Introduction. It has long been speculated [13] [14] [11] [7] that the binary
structure of the Ising model, or equivalently the two phase lattice gas [36] [37],
may be generalized to describe the behavior of binary dielectric systems under the
influence of an external electric field. Evidence that this may very well be true was
indicated in a result by Golden [14]. There he showed that the Ising model two
parameter critical exponent scaling relations, for the Stieltjes representation of the
effective magnetization [9], are identical to that of the Bergman–Milton represen-
tation of the effective dielectric constant in the contrast variable h = 1− 1/s and a
new spectral variable y = λ/(1 − λ). Thus, showing that the analytic structure of
the two systems are identical. The generality of the information theoretic approach
to statistical mechanics, reviewed in section 2, further indicates that the techniques
of this beautiful theory may be applied to two component composites in a way that
parallels the Ising model.

The purpose of this section is to further explore these connections by providing a
rigorous derivation of the system Hamiltonian for a binary dielectric, in the presence
of an external field. We show that the structure of the Hamiltonian and Helmholtz
potential of this system and that of the Ising model are extremely similar, thus the
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thermodynamic structure is also similar. We hope to extend the techniques that
have been so successful in describing phase transitions in thermodynamic systems
to ElectroRheological (ER) fluids.

ER fluids are examples of two component dielectrics, which exhibit an electri-
cally induced liquid to solid phase transition. At a critical electric field strength,
the solid spheres, immersed in the background fluid, form structures which increase
the viscosity of the composite by several orders of magnitude, leading to a solid
phase [33]. To study the phase transitions occurring in an ER fluid, consider an
infinite statistically stationary emulsion of two dielectrics subject to an external
electric field E0. The continuous phase a dielectric liquid of permittivity ǫ1, while
the dispersed phase consists of dielectric suspensions of permittivity ǫ2, with fixed
geometry such as spheres. The force on each particle in the suspension is due to
the multipole–multipole interactions induced by the applied field and dielectric con-
trast between the solid particles and liquid. When the inclusions are impenetrable
spheres, increasing the applied field strength causes the particles to aggregate, form-
ing chains then body centered tetragonal columns, along the applied field direction
[33]. The formation of columns cause the ER fluid to exhibit increased viscosity or
even solid–like behavior, able to sustain shear in the direction perpendicular to the
applied electric field. The sharp increase in viscosity to a glass like solid happens
in a few milliseconds after the external field surpasses a critical strength Ec. The
rheological variation is reversed when the field strength is reduced below Ec [33].
If sensors are used to trigger the applied electric field, one can turn many devices
such as clutches, valves, dampers etc. into active mechanical elements capable of
responding to environmental variations [33].

5.2. Distribution and Spectral Representations of System Energies. When
modeling a system using statistical mechanics, it is very important to understand
the various associated energies. As the system is modeled entirely by these en-
ergetic contributions. There are many different kinds of energy associated with
the infinite polarized binary dielectric being considered. First, there is the energy
associated with the macroscopic field Es of the dielectric body in the absence of
the applied field E0. Second, there is the energy associated with the transducer in
the absence of the two component medium, i.e. in free space. Finally, there is the
energy associated with the interaction of the external field and the dielectric body.
A further decomposition could identify “material energies” like ǫ2〈χ1E ·E0〉V where
the geometry, given by χ1, appears explicitly in the volume average 〈·〉V . We could
also identify “pure field energies” like ǫ2〈E · E0〉V where geometric contributions
are given implicitly in the total electric field E. We will see that the framework
used in homogenization theory gives a detailed account of all such energies in terms
of the Bergman-Milton spectral measure.

The key to a useful representation of the system Hamiltonian is the resolvent
representation of the electric field found by Golden (8) [11]: E ≡ E0sRse0, where
e0 ≡ E0/E0. The analysis done in section 4 and the ergodicity of the system [11]
yields the following important relations:

E0 = 〈E〉Ω = 〈E〉V ≡ lim
V →∞

1

|V |

∫

V

E(x)ddx,(12)

where 〈·〉Ω denotes an appropriate ensemble average and V ⊂ Rd. An important
consequence of the variational formulation of equations (6) is the following well
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known result [11]. The minimum of the variational form (5), hence 〈1
2D · E〉V ,

satisfies ∇ · (ǫ∇φ) = 0 weakly. Therefore, we will use this as the system energy
per-unit-volume (puv) [16]. A beautiful consequence the electric field’s resolvent
representation is that it decouples the geometric information of the system, con-
tained in the operator Γχ1, from the dielectric contrast parameter s and the applied
field strength E0. This, and equation (7), allows one to write the system energy
puv in an especially simple form:

〈

1

2
D ·E

〉

V

=

〈

1

2
D ·E0

〉

V

=
1

2
ǫ2E

2
0 (1 − F (s, ω)) =

1

2
ǫ2E

2
0ǫ

∗(s, ω),(13)

weakly for every ω ∈ Ω. Here F (s, ω) = 〈χ1Rse0 · e0〉V has integral representation
(10), whereby use of the volume average and the explicit dependence on the random
operator χ1, the spectral measure dµ(λ, ω) now depends explicitly on ω ∈ Ω.

Using the functional form of the spectral theorem [24] we have, for any Borel

measurable function G, 〈χ1G(Γχ1)e0 · e0〉V =
∫ 1

0
G(λ)dµ(λ, ω). Using this and

〈D ·Es〉V = 0, one can find Stieltjes integral representations for all material and
pure field energies, e.g.

〈

χ2E
2
s

〉

V
/E2

0 =
〈

χ2‖(sRs − I)e0‖
2
〉

V
=
p2

s
+

∫ 1

0

λ(1 − λ)dµ(λ, ω)

(s− λ)2
.(14)

Integral representations for all other variants, (e.g. 〈ǫ2E2〉V ), can also be derived.
The consequences of this detailed information on the partitions of energy is unclear,
but it should facilitate a detailed description and concise representation of what is
considered work, internal energy, etc.

In this spirit, we follow the suggestive analysis done by Robertson on homoge-
neous dielectrics [26]. First, write the energy puv as

〈

1

2
ǫ
(

E2
0 + 2Es · E0 + E2

s

)

〉

V

≡ W0 + Wint + Ws = W0 +
1

2
Wint,(15)

since 〈D · Es〉V = 0 implies 1
2Wint + Ws = 0. Using the resolvent representation

of the electric field (8), recalling 〈Es〉V = 〈E − E0〉V = 0 and ǫ = ǫ2(1 − χ1/s), we
find

W0 +
1

2
Wint =

1

2
ǫ2E

2
0

(

1 −
p1

s
−
(

F (s, ω) −
p1

s

))

.(16)

In order to make natural connections to physics, make the following definitions

χ∗(s, ω) = F (s, ω) −
p1

s
, χ‖(s) =

p1

s
,(17)

P ∗(s, ω) = ǫ2χ
∗(s, ω)E0, P ∗

‖ (s) = ǫ2χ
∗
‖(s)E0,

where χ∗ ≥ 0 denotes the effective permeability and P ∗ the effective polarization
of the binary dielectric. Using equations (17), equation (15) may be physically
summarized by

W0 +
1

2
Wint =

1

2
ǫ2E

2
0

(

1 + χ∗
‖(s) − χ∗(s, ω)

)

(18)

=
1

2
E0

(

ǫ2E0 + P ∗
‖ (s) − P ∗(s, ω)

)

.

Each term in equations (15) must be analyzed in order to correctly obtain the
electric work term, to be inserted in the First Law for binary dielectrics, and Hamil-
tonian. By the linearity of Maxwell’s equations, the Hamiltonian is the sum of
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Coulomb potential energy terms, representing the potential energy of the charged
particles within the system, in the fields of all charged particles both within the sys-
tem and in the surroundings. The mutual energies of the particles within the system
are macroscopically regarded as part of the internal energy [26]. More specifically,
for a zero external field strength there still exists a nonzero microscopic field energy
density. The question is, how is this energy accounted for in the macroscopic con-
tinuum description? This energy cannot be viewed as a mere shift in the zero level
of internal energy because it is dependent on inter-particle distances and is there-
fore, in general, density and temperature dependent. Thus, this energy effectively
contributes to internal energy changes and must be included in the thermodynamic
internal energy of the system [4]. The mutual energies of the external particles are
not part of the Hamiltonian as these interactions are no more of interest than that
of the heat bath in thermal systems. Therefore, when considering the electric work
done on a binary dielectric, the important energies to understand are the mutual
energies of the external/internal interactions. Where do these external/internal
energies belong? The surprising answer is that the microscopic Hamiltonian places
the entire energy within the system! Therefore the macroscopic treatment must
also do so in order to be compatible [26].

The term W0 represents the mutual energy puv of the external charges in the
presence of a two component dielectric composite of laminates parallel to the applied
field. The analysis done in section 5.2.2 shows that this interaction is independent
of the surface charge distribution within the dielectric. Therefore, this term is not
included in the Hamiltonian. The term Ws, analogous to the self interaction term
of the Ising model, is the self–energy puv of the dielectric in its state of polarization,
independent of the external charges. Therefore it is regarded as part of the inter-
nal energy and is included in the system Hamiltonian. The term Wint represents
the external charges interacting with and polarizing a homogeneous dielectric with
susceptibility χ∗(s, ω). One may be inclined to partition this energy between the
the system and surroundings but the previous discussion already indicated that it
must be regarded as part of the system energy [26].

Therefore, the term that is to be inserted into the First Law for binary dielectrics
is, 〈Hint〉Ω ≡ 〈−Wint〉Ω ≡ P ∗(s)E0, which has Stieltjes integral representation

〈Hint〉Ω = ǫ2E
2
0

〈∫ 1

0

dµ(λ, ω)

s− λ
−
p1

s

〉

Ω

= ǫ2E
2
0

(∫ 1

0

〈dµ(λ, ω)〉Ω
s− λ

−
p1

s

)

(19)

by a Fubini theorem, where 〈·〉Ω denotes the Gibbs ensemble average. The Hamil-
tonian puv in the absence of externally produced electric fields is given by 〈Hs〉Ω ≡
〈−Ws〉Ω, which has a Stieltjes integral representation that can be found using equa-
tion (14) and its variants. If one did so, after a little algebra one would find, as
expected, Hs(ω) = −Hint/2. Thus, the Hamiltonian puv of the system is

H(ω) = Hint(ω) + Hs(ω) =
1

2
ǫ2E

2
0

(

F (s, ω) −
p1

s

)

=
1

2
P ∗(s, ω)E0(20)

This analysis demonstrates the competition between the work done on the system
and geometric affects. This form of the Hamiltonian makes physical sense as we
want to maximize ǫ∗ [33], or equivalently minimize F (s, ω); minimizing F (s, ω)
increases the Gibbs factor exp(−βǫ2E2

0F (s, ω)/2).
The appearance of E0 in Stieltjes integral representations of self energies (14)

is due to the use of linearity of Maxwell’s equations. Again, by definition, these
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energies are independent of the applied field. Remarkably, the orthogonality of
divergence free and curl free fields, leading to 〈D · Es〉V = 0, requires that exactly
half of the external/internal interaction energy is counteracted by the internal
interactions of the system, independent of both the external field strength and
configuration ω ∈ Ω. This suggests that the resultant charge density that forms on
the contrast boundaries, as a consequence of the applied field, does so in a way that
conserves the equality Ws + 1

2Wint = 0 for every configuration ω ∈ Ω and external
field strength, weakly. This integral constraint seems to impose some sort of energy
conservation on the system. This conservation is mathematically summarized by
the integral equation (14) and its variants.

The following sections give a detailed analysis of some important extremal cases
of the above framework. Extremal cases are central to the theory of two compo-
nent composites as they are the building blocks of all composites [21]. It is also
illustrative to see how the reduced Hamiltonian follows directly from boundary con-
ditions and 〈E〉V = E0 in these cases. In these sections we will use the notation
〈χi〉V = pi for the volume fraction of material component i. Not to be confused
with the probability of event i use elsewhere in the text.

5.2.1. Homogeneous system. For a homogeneous system ǫ ≡ ǫ2. Therefore equation
(12) implies the system energy puv is given by H = (1/2)ǫ2E

2
0 , which is the inter-

action energy puv of the external charges in the presence of an infinite dielectric
of uniform permittivity ǫ2. This this can be understood by noticing ǫ2 contains
no geometric information and it is assumed ρf and ρb are identically zero on the
interior of S2 (see the introduction to section 3). Therefore, the interaction of an
infinite ideal dielectric of permittivity ǫ2, is the same as interaction with free space,
other than the use of ǫ0. As expected, equation (12) indicates Wint = 0 = Ws which
makes sense as there are no internal/internal nor external/internal interactions as-
sociated with empty space. It is important to note that this follows directly from
equation (6) and thus requires that we neglect the interaction with the boundary
at infinity. This practice is equivalent to placing the energy of the surface integral
terms, which are usually thrown away in the derivation of electric energy densities
[15], as a part of the internal energy.

5.2.2. Laminates Parallel to the Applied Field. This two component system, shown
in figure 1, is known [29] to have effective permittivity ǫ∗ = p1ǫ1 + p2ǫ2 and
Bergman–Milton representation F (s) = p1/s (see section 4). The total electric
field being curl free (6) causes the tangential component of the electric field to be
continuous [16], (Ei − Ei+1) × n = 0, where n is the unit normal to the contrast
boundaries. This and symmetry implies Ei = Ei+1 for all i, therefore Ei = Ej for
all i, j. Thus, set E1 ≡ E(x) for x ∈ {x| ǫ(x) = ǫ1} ≡ S1. Equation (12) then
implies

E0 = 〈E〉V =
∑

i

piEi = E1

∑

i

pi = E1.

Therefore, there is no surface charge distribution between the different regions
induced by E0 [16]. The total field being identified with the applied field along
with equation (8) implies Rs = I/s, therefore Γχ1 = 0.

The following result is not limited to two component materials. Therefore using
the general definitions ǫ =

∑

i ǫiχi, ǫ∗‖ =
∑

i ǫipi, and that E ≡ E0 yields the
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system energy puv:

〈

1

2
D · E

〉

V

≡

〈

1

2

(

∑

i

ǫiχi

)

E2
0

〉

V

=
1

2
ǫ∗‖E

2
0 =

1

2
ǫ2E

2
0

(

1 −
p1

s

)

,(21)

in accordance with the general theory, where the last equality is true for two com-
ponent materials. Equation (15) implies Ws = Wint = 0 therefore the Hamiltonian
is identically zero. Thus, the Helmholtz potential can be considered constant.

E2 E1

ε
2

ε
2

E2

ε
1

(a) Laminates parallel to
the applied field

ε
1

E2

E2
ε

2

ε
2

σ21

σ12

σ12

EσE1

σ21> 0

> 0

< 0

< 0b

b

b

b

(b) Laminates perpendicular to
the applied field

Figure 1. Extremal Geometries of the Effective Permittivity

5.2.3. Laminates Perpendicular to the Applied Field. For the two component sys-
tem of laminates perpendicular to the applied field, shown in figure 1, it is known
that the effective permittivity is ǫ∗ = 1/(p1/ǫ1 + p2/ǫ2) with Bergman–Milton rep-
resentation F (s) = p1/(s− p2) [29] (see section 4). It turns out the results here, as
with parallel laminates, are not limited to two component materials.

The Displacement field being divergence free (6) causes the normal component
of the displacement field to be continuous: (ǫiEi − ǫi+1Ei+1) · n = 0 for all i,
where n is the unit normal to the boundaries [16]. This and symmetry implies
ǫiEi = ǫi+1Ei+1 for all i, thus ǫiEi = ǫjEj for all i, j. Therefore, set E1 ≡ E(x) for
x ∈ {x| ǫ(x) = ǫ1} ≡ S1 then Ei = (ǫ1/ǫi)E1 for all i. Equation (12) then yields

E0 = 〈E〉V =
∑

i

piEi = ǫ1E1

∑

i

pi

ǫi
≡
ǫ1
ǫ∗⊥

E1(22)

so that Ei = (ǫ∗⊥/ǫi)E0. This imposes a global continuity equation for the displace-
ment field:

(D − D0) · n ≡ ǫiχiEi − ǫ∗⊥E0 = 0.(23)

Thus, the system energy puv is
〈

1

2
D ·E

〉

V

≡
1

2

∑

i

ǫipiE
2
i =

1

2

∑

i

ǫipi ((ǫ∗⊥/ǫi)E0)
2

=
1

2
ǫ∗⊥E

2
0 .(24)

in accordance with the general theory.
It is illustrative to see how the boundary condition and the orthonormality of

the χi, χiχj = χiδij , gives

〈E− E0〉V = 0 ⇐⇒ ǫiχiEi − ǫ∗⊥E0 = 0 ⇐⇒ 〈D · Es〉V = 0.
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and the partition of system energy. Indeed, if equation (23) holds then 〈Es〉V = 0
as can easily be seen by using the orthonormality of the χi, χiχj = χiδij , to write

〈Es〉V = 〈E− E0〉V =

〈

∑

i

χi(Ei − E0)

〉

V

= E0

∑

i

(ǫ∗⊥/ǫi − 1)pi = 0.

The orthornormality χiχj = δijχi and equation (23) yields

〈ǫE2
s 〉V =

〈(

∑

i

ǫiχi

)(

∑

i

χi

(

ǫ∗⊥
ǫi

− 1

)2
)

E2
0

〉

V

= (ǫ∗‖ − ǫ∗⊥)E2
0(25)

〈ǫEs ·E0〉V = E0

〈

∑

i

χi(ǫ
∗
⊥ − ǫi)E0

〉

V

= (ǫ∗⊥ − ǫ∗‖)E
2
0

〈ǫE2
0〉V =

〈

∑

i

ǫiχiE
2
0

〉

V

= ǫ∗‖E
2
0

so that 〈D · Es〉V = 0. Conversely,

0 = 〈D · Es〉V =

〈

∑

i

χiǫi(E0(Ei − E0) + (Ei − E0)
2)

〉

V

= ǫ1E1

(

ǫ1
ǫ∗⊥
E1 − E0

)

which, with the boundary condition Ei = (ǫ1/ǫi)E1, yields equation (23). It is
worth noting, as in the general setting (14), all variants of material and pure field
energies (25) may be calculated for the case of laminates perpendicular to the field.

By the discussion in section 5 and equation (25), the system Hamiltonian puv is
given by

−H = Wint + Ws = 〈ǫEs · E0〉V +
1

2
〈ǫE2

s 〉V =
1

2
(ǫ∗⊥ − ǫ∗‖)E

2
0 = −

1

2
P ∗(s)E0.

in accordance to the general theory, where P ∗(s) = ǫ2(p1/(s − p2) − p1/s)E0 for
two component materials. The configuration independence of the Hamiltonian and
the E0 independence of Ws implies.

A = −β−1|Ω| +
1

2
P ∗(s)E0,

∂A

∂E0
= P ∗(s),

∂2A

∂E2
0

= ǫ2χ
∗(s) ≥ 0.(26)

There seems to be a sign problem here. We know that the ER fluid maximizes ǫ∗

[33] so we want the Gibbs factor to be proportional to exp(−αF (s, ω)) but stability
requires ∂2A/∂E2

0 ≤ 0 (see section 5.5). This seems to be contradictory. The
negative sign introduced in the free energy in ([33] equation 2) would alleviate this
but I don’t understand where this comes from.

5.3. Analytic Structure of the Partition Function and Helmholtz Poten-

tial. In this section we explore the analytic structure of the partition function and
Helmholtz potential. It is our hope to uncover properties thereof that parallel the
Lee–Yang structure of the Ising model Helmholtz potential (see section 6.1) [9]
[27] [36] [37]. Ultimately, we would like to obtain, from first principles in physics,
a logarithmic potential representation of the Helmholtz potential. Whereby the
employment of variational principles, its minimization may determine the ground
states of ER fluids.
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The analysis done in the introduction of section 5 demonstrated that the parti-
tion function of a two component composites is

Z =
∑

ω∈Ω

exp (α(p1/s− F (s, ω))) ≡ zp1/s
∑

ω∈Ω

z−F (s,ω)(27)

where z ≡ exp (α) and α ≡ βǫ2E
2
0/2. The configuration independence of p1/s

allows us to define a statistically equivalent partition function Z̃ ≡ Z/zp1/s with
Helmholtz potential puv

A = −β−1 ln

(

∑

ω∈Ω

z−F (s,ω)

)

.(28)

Recall [10] [2] that for finite, |Ω| <∞, random capacitor networks

Fn(s, ω) =

∫ 1

0

dµn(λ, ω)

s− λ
=

n
∑

i=1

µi

s− λi
=
Qn(s, ω)

Pn(s, ω)
,(29)

where {Pn(s, ω)}, {Qn(s, ω)} are the polynomials, of order n and n − 1 respec-
tively, orthogonal to the measure µn(λ, ω). Furthermore, the zeros of {Pn(s, ω)}
and {Qn(s, ω)} are precisely the poles and zeros of Fn(s, ω), in the interval [0, 1],
respectively. Therefore, for s outside this interval, which we will assume throughout
this section, the Hamiltonian is an analytic function of its parameters [11]. In the
limit n→ ∞, these sets of polynomials are complete in L2(µ, ω), for each ω ∈ Ω [2].
We have exp (−αFn(s, ω)) ∈ L2(µ, ω) for all n by, the triangle inequality for Radon-

Stieltjes integrals [31], the positivity of µn(ω), and that
∫ 1

0 dµ(λ) = p1, the volume
fraction of type 1 capacitors. Therefore, starting with a large finite system, repre-
sent each of the finite number |Ω| of terms, in equation (28) as a finite, truncated,
sum in the denominator basis up to order M(n) < n, limn→∞M(n) = ∞:

Z =

|Ω|
∑

ω=1

exp (−αFn(s, ω)) =

|Ω|
∑

ω=1





M(n)
∑

j=1

aj,nPj(s, ω) +O
(

M(n)−δn,ω
)



(30)

≡

M(n)
∏

i=1

(s− si) +O
(

M(n)−δn
)

,

aj,n =

∫ 1

0

Pj(λ
′, ω) exp (−αFn(λ′, ω))dµ(λ′, ω),

for some δn = infω δn,ω > 0, which exists by the completeness of L2(µ, ω) and in
general depends on s. Thus, it appears the Weierstrass theorem allows one to write
the Helmholtz potential, up to statistical equivalence, as

Aβ = − ln





M(n)
∏

i=1

(s− si) +O
(

M(n)−δn
)



 = −

M(n)
∑

i=1

ln(s− si) +O
(

M(n)−η
)

(31)

for some η > 0. The {si} are determined by the {aj,n} which depend only on
α = βǫ2E

2
0/2 and the geometric resonances of the system and are independent of

contrast parameter s. Thus, up to statistical equivalence,

Aβ → −

∫ 1

0

ln(s− λ)dν(λ) as n→ ∞(32)
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where ν is the contrast independent measure corresponding to the distribution of
the {sj} as n→ ∞.

In the canonical ensemble, it is not the average total energy that is minimized at
equilibrium, but rather the Helmholtz potential [6]. Therefore, if the above anal-
ysis can be put in a rigorous mathematical language, equilibrium is synonymous
with minimization of the above logarithmic potential over measures ν. It is well
known [2] that the empirical measures associated with the zeros of these orthogo-
nal polynomials minimize logarithmic potentials over supp(µn(λ)). Thus, it would
be natural that the measure ν(λ) also does, subject to certain constraints. The
relationship between ν(λ) and µ(λ) is a central question.

It is worth mentioning that for non-oscillatory fields, each term in the partition
function is real and positive. Therefore, away from a phase transition, the real zeros
thereof are in one-to-one correspondence with the geometric resonances. Whether
or not these constitute all roots of the partition function is a central question.
Furthermore, as α → ∞ the aj,n → 0 for all j, n, by the positivity of F (s, ω).
This would cause a singularity in the Helmholtz potential which would indicate an
electrically induced phase transition.

5.4. Perturbation and Asymptotic Analysis. In section 5.3 it was demon-
strated how the statistically equivalent Helmholtz potential (28) might be expressed
as a logarithmic potential with respect to a contrast independent measure ν(λ). By
construction, this measure is determined by α = βǫ2E0/2 and the geometric reso-
nances of the system. Hence the measures µ(λ, ω), each of which are determined
by configurational, ω ∈ Ω, geometric resonances. The measure µ(λ) = 〈µ(λ, ω)〉Ω
is determined by geometric resonances, and by α and s through the use of the
Gibbs ensemble average 〈·〉Ω. Using this logarithmic representation and the statis-
tically equivalent Helmholtz potential (28) we get the following formal relationships
between the measures ν and µ.

A = −β−1

∫

supp(ν)

ln(s− λ)dν[α](λ) = −β−1 ln
∑

ω∈Ω

exp

(

−
β

2
ǫ2E

2
0F (s, ω)

)

(33)

∂A

∂s
= −β−1

∫

supp(ν)

dν[α](λ)

s− λ
= −

1

2
ǫ2E

2
0

∫ 1

0

〈dµ(λ, ω)〉Ω
(s− λ)2

∂A

∂E0
= −β−1

∫

supp(ν)

ln(s− λ) d

[

∂ν[α]

∂E0

]

(λ) = ǫ2E0

∫ 1

0

〈dµ(λ, ω)〉Ω
s− λ

where supp(µ) ⊆ [0, 1]. In order to hopefully shed some light on these relationships,
this section is devoted to a perturbation and asymptotic analysis of the system. In
this section we will always use the statistically equivalent Hamiltonian and associ-
ated partition function and Helmholtz potential (28).

It is important to note that for s 6∈ [0, 1], which we will assume throughout this
section, the Hamiltonian is an analytic function of its parameters [11]. Therefore,
when a parameter in the Hamiltonian is perturbed, ξ 7→ ξ + δξ, δξ ≪ 1, the affect
on the system Hamiltonian can be represented generally as H(ω) 7→ H(ω)+ δH(ω),
δH(ω) ≪ 1, given the uniform boundedness of all parameters. Denoting the Gibbs
probability distribution and its perturbation by P (dω) and δP (dω) respectively one
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finds [5]

δP (dω) = P (dω)(1 − β (δH(ω) − 〈δH(ω)〉Ω) +O[(βδH(ω))2])(34)

δZ = Z(1 − β〈δH〉Ω +O[〈(βδH(ω))2〉Ω])

δA = A+ 〈δH〉Ω +O[〈β(δH(ω))2〉Ω]).

The Hamiltonian of the binary dielectric is (20) H = −ǫ2E2
0F (s, ω)/2. Therefore

δsH(ω) = −
1

2
ǫ2E

2
0

∂F (s, ω)

∂s
δs+O[(δs)2](35)

δE0
H(ω) = −ǫ2E0F (s, ω)δE0 +O[(δE0)

2].

It is important to note that the especially simple representation of the system
Hamiltonian, with respect to its parameters, will facilitate a perturbation analysis
of all orders. For brevity we only consider the first order expansion here.

A question of interest is: given δE0 what δs results in the same change in system
energy δH(ω), to first order. By equation (35) and the positivity of F (s, ω) for all
ω ∈ Ω, the answer is given by the following relation

δE0

δs
=
E0

2

∂

∂s
lnF (s, ω)(36)

One could also ask: given δE0 what δs results in the same average change in
system energy to first order (equivalently Helmholtz potential or partition function
by equation (34)). By equations (34) (35) (43) and the positivity of F (s, ω) one
can show that the following statements are equivalent

δE0

δs
=

E0

2F (s)

〈

∂F (s, ω)

∂s

〉

Ω

≡ γ(s, E0)(37)

〈δsH(ω) − δE0
H(ω)〉Ω = O[(δE0)

2 + (δs)2]

∂A

∂s
δs−

∂A

∂E0
δE0 = O[β

(

(δE0)
2 + (δs)2

)

]

δsA− δE0
A = O[β

(

(δE0)
2 + (δs)2

)

],

where F (s) ≡ 〈F (s, ω)〉Ω. For notational simplicity denote partial derivatives in s
by a prime, e.g. F ′(s) = ∂F (s)/∂s. The following property of the Gibbs-Boltzmann
distribution

P ′(dω) ≡ (exp (−αF (s, ω))/Z)′ = −α(F ′(s, ω) − 〈F ′(s, ω)〉Ω)P (dω)(38)

yields a commutator

〈F (s, ω)〉′Ω − 〈F ′(s, ω)〉Ω = −αCov(F (s, ω), F ′(s, ω))(39)

allowing equation (37) to be written, up to first order, as

δA

δs
= γ(s, E0)

δA

δE0
, γ(s, E0) =

E0

2
(lnF (s))′ −

E0α

2F (s)
Cov(F (s, ω), F ′(s, ω)).

(40)

By equations (34) (35), as δE0, δs→ 0 the variational derivatives of the Helmholtz
potential converge to the partial derivatives. If δE0, δs→ 0 in a way that preserves
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the relationships of equations (37). In this limit, if it exists, equation (40) defines
a PDE relating the change of Helmholtz potential in s to that in E0:

∂A

∂s
= γ(s, E0)

∂A

∂E0
(41)

Equation (39) shows that as “thermal” energy dominates (α≪ 1) long rang corre-
lations are not present, the commutator is zero, and the s dependence of 〈µ(λ, ω)〉Ω
is negligible. Although, for α ≫ 1 correlations become significant suggesting that
there is long range correlations in the material.

We conclude this section with a brief discussion to hopefully illuminate a connec-
tion between the response function F (s) and a corresponding logarithmic potential.

To do so, make the definitions φ(s, ω) =
∫ 1

0
ln(s− λ)dµ(λ, ω), φ(s) ≡ 〈φ(s, ω)〉Ω =

∫ 1

0 ln(s − λ)〈dµ(λ, ω)〉Ω so that F (s, ω) = φ′(s, ω). Repeated use of equation (39)
yields

φ′(s) −
1

ǫ2E0

∂A

∂E0
= φ′(s) − F (s) = − α (〈φ(s, ω)F ′(s, ω)〉Ω − φ(s)F ′(s))

+ α2φ(s)Cov (F (s, ω), F ′(s, ω)) .

If some of these terms can be shown to be small and/or approximately indepen-
dent, this may give us φ′(s) − 1

ǫ2E0
(∂A/∂E0) ≈ 0 which would support that the

Helmholtz potential may have a logarithmic potential representation with respect
to the Bergman-Milton spectral measure.

5.5. Stability Analysis, Maxwell’s Relations, and Fundamental Empirical

Relations. As mentioned before, the key to an explicit statistical mechanics model
of binary dielectrics, is the explicit decoupling of the applied field strength E0 and
contrast parameter s from complicated geometric affects, provided by the resolvent
representation of the electric field (8). This permits the following standard “thermo-
dynamic” analysis of the system. For notational simplicity we make the following
definitions P ∗ = 〈P ∗(s, ω)〉Ω, χ∗ = 〈χ∗(s, ω)〉Ω, F (s) = 〈F (s, ω)〉Ω, T = (kβ)−1,
Cr = T (∂S/∂T )r, αr = (∂P ∗/∂T )r, and χe

r = (∂P ∗/∂E0)r/ǫ2 where T is the
“temperature,” Cr is the specific heat at constant r, αr is a quantity analogous
to the volume expansivity, χe

S is the isentropic susceptibility, χe
T is the isothermal

susceptibility, and 〈·〉Ω denotes the Gibbs ensemble average. The quantities αr,
χe

S , and χe
T are examples of response functions which are extremely important in

thermodynamics due to their use in the fluctuation dissipation theorem [5].
In section 2 it was argued that the First Law dU = dS/kβ −

∑

i pidUi is a
fundamental relation of statistical mechanics; we will denote the probability space
as discrete for notational simplicity. It was also mentioned that various work terms
can be identified by expanding the exact differential dUi in terms of its parameters.
From the analysis done in section 5.2 we see that the electric energy of binary
dielectric systems depends only on two parameters: the external field E0 and the
dielectric contrast s. Expanding dUi in these variables we have

dUi =
∂Ui

∂E0

∣

∣

∣

∣

s

dE0 +
∂Ui

∂s

∣

∣

∣

∣

E0

ds.(42)

The first term (∂Ui/∂E0)s has units of polarization. It can be argued since the
average 〈(∂Ui/∂E0)sdE0〉Ω can be understood only as the work done by the exter-
nal field to change the energy levels of the system, thus polarizing the dielectric
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body, this term must be the polarization. The analysis done in section 5.2 thus
identifies this term as P ∗dE0. The second term has units of energy. We will denote
the average of this term by ψ. The Helmholtz potential, and various other ther-
modynamic potentials are obtained via Legendre transformations of the internal
energy: A(T,E0, s) = U(T,E0, s)−TS(T,E0, s), etc. [4]. Since all thermodynamic
potentials can be obtained from one another [9] we focus on the Helmholtz and
Gibbs potential, A and G respectively. The following equation gives the differential
forms of these equations:

dA(T,E0, s) = −S(T,E0, s)dT − P ∗(T,E0, s)dE0 − ψ(T,E0, s)ds,(43)

dG(T, P ∗, s) = −S(T, P ∗, s)dT + E0(T, P
∗, s)dP ∗ − ψ(T,E0, s)ds.

The functions of state are obtained by obvious differentiations of thermodynamic
potentials (e.g. (∂A/∂E0)T,s = −P ∗(T,E0, s) ≤ 0). Maxwell’s relations are ob-
tained under the assumption that derivatives of thermodynamic potentials com-
mute, e.g.

−
∂2A

∂E0∂s

∣

∣

∣

∣

T

=
∂P ∗

∂s

∣

∣

∣

∣

T

=
∂ψ

∂E0

∣

∣

∣

∣

T

.(44)

∂2G

∂P ∗∂s

∣

∣

∣

∣

T

=
∂E0

∂s

∣

∣

∣

∣

T

= −
∂ψ

∂P ∗

∣

∣

∣

∣

T

.

By equations (17) and (44) we have

∂P ∗

∂s

∣

∣

∣

∣

T

= −ǫ2E0

(∫ 1

0

〈dµ(λ, µ)〉Ω
(s− λ)2

−
p1

s2

)

(45)

so that

ψ = −
∂A

∂s

∣

∣

∣

∣

T

= −
1

2
ǫ2E

2
0

(∫ 1

0

〈dµ(λ, µ)〉Ω
(s− λ)2

−
p1

s2

)

(46)

plus some function g(T, s) which is zero since for E0 = 0 the system is assumed
electrically neutral, macroscopically, which suggests that for E0 ≪ 1 we have ψ =
〈(∂Ui/∂s)E0,T ≪ 1 thus g(T, s) ≪ 1 which implies g(T, s) = 0 as it is independent
of E0. Equations (44) (17), and properties of partial differentiation, also gives

∂E0

∂s

∣

∣

∣

∣

T

= −
∂ψ

∂E0

∣

∣

∣

∣

T

(

∂P ∗

∂E0

)−1

T

= −
∂P ∗

∂s

∣

∣

∣

∣

T

(

∂P ∗

∂E0

)−1

T

(47)

= −E0
∂

∂s
ln(χ∗(s)),

where we have used P ∗(s) = ǫ2χ
∗(s)E0, making connection to equation (40) since:

∂A

∂s

∣

∣

∣

∣

T

=
∂A

∂E0

∣

∣

∣

∣

T

∂E0

∂s

∣

∣

∣

∣

T

= −E0
∂

∂s
ln(χ∗(s))

∂A

∂E0

∣

∣

∣

∣

T

.(48)

Thermodynamic equilibrium is a state of minima of thermodynamic potentials,
subject to appropriate constraints. Its origin may be understood through the Le
Chatelier Principle, which may be stated quite generally as follows [26]: Any lo-
cal departures from equilibrium (fluctuations) that arise in a stable system induce
changes in the intensive parameters that diminish these fluctuations. Equilibrium
of fluctuating systems can also be understood through The Fluctuation Dissipation
Theorem [5]. The general result is that thermodynamic potentials are convex func-
tions of their extensive variables and concave functions of their intensive variables.
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These conditions, restricted by a differential–based analysis, apply only to the local
shape of the potential surfaces [26]. Thus, for stability, it is necessary that the
Helmholtz potential be, locally, a concave function of its intensive parameters and
a convex function of its extensive parameters. This means that [26] [9]

∂2A

∂T 2

∣

∣

∣

∣

E0,s

= −
∂S

∂T

∣

∣

∣

∣

E0,s

= −
CP∗

T
≤ 0(49)

or CP∗ ≥ 0. Since P ∗ = ǫ2E0χ
∗,

∂2A

∂E2
0

∣

∣

∣

∣

T,s

= −
∂P ∗

∂E0

∣

∣

∣

∣

T,s

= −ǫ2χ
∗ = −ǫ2

(

F (s) −
p1

s

)

≤ 0(50)

which, by equation (11), is always true. Equation (50) simply states that the
effective polarization should increase as the applied field strength increases. This
equation also yields the identification χe

T = χ∗ showing that F (s) is a response
function and therefore has a connection to the fluctuation dissipation theorem [5].
By equation (46) we have

∂2A

∂s2

∣

∣

∣

∣

T,E0

= −
∂ψ

∂s

∣

∣

∣

∣

T,E0

= −
1

2
ǫ2E

2
0

(∫ 1

0

〈dµ(λ, µ)〉Ω
(s− λ)3

−
p1

s3

)

≤ 0(51)

or
∫ 1

0
〈dµ(λ, µ)〉Ω/(s− λ)3 ≥ p1/s

3.
By the definitions made in the introduction of this section and the rules of partial

differentiation, we have the following relations between empirical parameters and
response functions, for fixed contrast s [26]:

CE0
− CP∗ =

Tα2
E0

ǫ2χe
T

= ǫ2Tχ
e
Tα

2
P∗(52)

χe
T − χe

S =
α2

E0
T

ǫ2CE0

χe
S

χe
T

=
CP∗

CE0

.

Relationships of empirical functions involving the contrast parameter will be ex-
plored in a later version of this paper.

6. Magnetic Spin Systems–The Ising Model

For magnetic systems the microscopic objects are spins, rather than particles.
This stems from the fact that magnetic monopoles do not exist [15]. The simplest
possible model of a spin system is the Ising model. A general Ising lattice is a
regular array of elements, each of which can interact with other elements in the
lattice and with an external field. The non-kinetic part of the Hamiltonian is [26]

H = −
∑

i

Vi(σi) −
1

2

∑′

i,j

Ui,j(σi, σj).(53)

The symbol
∑′

denotes the omission of the self energy (i = j terms), the 1/2
factor allows for both Ui,j = Uj,i terms in the sum, and Vi(σi) is a non-interaction
term that may represent the effect of an external field or its equivalent [26]. As
a simplification, the spins may be thought of as vectors occupying fixed points in
space.
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Consider a system Λ ⊂ Zd that consists of N such spins {σi}i=1:N , where the
spin variables are rescaled so that ‖σi‖ = 1, in the presence of a uniform exter-
nal magnetic field H . The classical Ising model simplifies things even further by
requiring σi ∈ {−1, 1}. The Hamiltonian and partition function for the resultant
configuration space, Ω = {−1, 1}N , are

HΛ(H,β) = −H
∑

i∈Λ

σi −
1

2

∑′

i,j∈Λ

Jijσiσj(54)

ZΛ(H,β) = CN

∫

ω∈Ω

dω exp (−βHΛ)

where where the constant CN is chosen to make the thermodynamics extensive [32],
m(Λ) =

∑

i∈Λ σi is the magnetization of the configuration, and Jij = J for the i, j
nearest neighbors, zero otherwise. The interaction strength J > 0 for ferromagnets
and J < 0 for antiferromagnets. The magnetization is found through the Helmholtz
potential: m(Λ) = −∂A/∂H , A = −β−1 lnZ.

In 1952 T. D. Lee and C. N. Yang showed that the root distribution of the grand
partition function completely determines the equation of state in statistical phase
transition theory [36]. In particular, the properties of the system, in relation to
phase transitions, are determined by the behavior of the roots near the positive
real axis. Furthermore, the problem of the ferromagnetic Ising model in a magnetic
field is mathematically identical with that of a “lattice gas” [37]. It was also shown
that the equation of state of the condensed phases as well as the gas phase can be
correctly obtained from a knowledge of the distribution of roots [36] [37]. Section
6.1 places the Ising model in the language of abstract Hilbert space and proves the
Lee–Yang theorem. It is within this abstract setting that we will study the phase
transitions of the dipole ER fluid discussed in section 7.

6.1. Abstract Lattice Systems and the Lee–Yang Theorem. The following
construction of lattice systems and the proof of the Lee–Yang theorem is due to
Ruelle [27]. Consider a d dimensional lattice Λ ⊂ Zd. Associated with a lattice site
x ∈ Λ is an occupation number, or equivalently a lattice site state number, nx =
0, . . . , N . Let there be V sites and consider the set of all possible configurations of
the system within Λ ≡ {xi}

V
i=1, xi ∈ Zd. There are (N + 1)V such configurations

parameterized by the V –tuples (nx1
, . . . , nxV

) where
∑V

i=1 nxi
= n. The set of

“admissible functions” {fα} on x ∈ Λ,Hx, defines a Hilbert space [27] of dimension
N + 1. A natural definition of the Hilbert space on Λ is given by HΛ ≡

⊗

x∈ΛHx

of dimension (N + 1)V . Each fα ∈ HΛ is a self adjoint operator, bounded below,
with spectrum consisting of isolated eigen–values of finite multiplicity [27].

Typically a potential energy acts on the particles which is independent of mo-
mentum. In this case the Hamiltonian is HΛ =

∑n
i=1 p

2
i /2m + UΛ(x1, . . . , xn),

where pi and m, are the momentum and mass of particle i respectively. In systems
such as this, the statistical weight due to kinetics trivially cancels in all calculations
[32][27]. Therefore, we may make the identification HΛ ≡ UΛ where UΛ summarizes
all interactions of the system with the environment and within the system itself.

To further develop the binary structure of the classical ferromagnetic Ising model,
consider a lattice gas with site state number N = 1 so that each site x ∈ Λ is in
state zero or one, e.g. corresponding to spin down and spin up respectively. The
canonical ensemble is a measure, Z−1

Λ exp (−βHΛ)dτ , on the set of all possible
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configurations of the system within Λ, where τ is the measure corresponding to the
Bernoulli random variable on Λ. Since the mutual site interaction locations are
uniquely determined by the boundary of the system ∂Λ and the state one particles,
the potential energy may be written [27]

UΦ(X) ≡ UΛ(X) ≡
∑

Y ⊂X

Φ(Y ), X ≡ {x ∈ Λ|nx = 1}.(55)

Theorem 6.1. [27] Define ‖Φ‖ ≡
∑

0∈X |Φ(X)|/N(X) where N(X) is the cardi-
nality of X.

(i) The set B of potentials Φ : X → R such that ‖Φ‖ <∞ is a Banach Space.
(ii) B0 ≡ {Φ ∈ B| Φ(X) 6= 0 only for a finite number of sets 0 ∈ X}, is dense

in B
Definition 6.1. A potential Φ ∈ Bk ⊂ B satisfying Φ(X) = 0 unless N(X) = k,
k ≥ 1 is known as a k body potential.

A potential Φ ∈ B0 is said to have finite range. In the infinite volume limit,
translational invariance is an important property of the system, defined as: for
all a ∈ Zd, UΦ(X + a) = UΦ(X) implies Φ(X + a) = Φ(X) where Φ(∅) ≡ 0.
Translational invariance implies B1 is one dimensional, in fact it is easy to see thatB1 is isometrically isomorphic to R.

Definition 6.2. A potential Φ ∈ B is a pair interaction if N(X) > 2 implies
Φ(X) = 0, i.e. Φ = (Φ1,Φ2) ∈ B1 ⊕B2.

Let Φ be a pair interaction with finite range, i.e. Φ ∈ B1
0⊕B2

0 . Therefore, under
this decomposition of B we have UΦ(X) = N(X)Φ1(X) + UΦ2(X) [27]. Therefore

UΦ(X) = N(X)Φ1 +
∑

{x,y}⊂X

Φ2({x, y})(56)

= N(X)Φ1 +
1

2

∑

x∈X







∑

y∈Λ

y 6=x

−
∑

y∈Λ−X






Φ2({x, y})

≡ N(X)(Φ1 + CΦ2 ) −
1

2

∑

x∈X

∑

y∈Xc

Φ2({x, y}).

Note that translational invariance of the system implies Φ2{(x, y)} = Φ2(|x − y|))
so that Φ2{(x, y)} = Φ2{(y, x)}.

To clarify the connection with spin systems and, in particular, the classical Ising
model with Hamiltonian given in equation (54), it is necessary to remark on the
two terms in the last line of equation (56). The 1/2 factor accounts for the double
counting performed in the sum decomposition. The term N(X)(Φ1 + CΦ2 ) is,
apart from the negligible constant 1

2V (Φ1 +CΦ2 ), the interaction of the spins with
a magnetic field [27]. The last term is the state 1 ↔ 2 mutual interactions or “spin
up–spin down” {↑↓} interactions.
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With this abstraction of the Ising model, the partition function takes a useful
form:

ZΛ(Φ) =
∑

X⊂Λ

exp (−βΦ(X))(57)

=
∑

X⊂Λ

exp
(

−βN(X)(Φ1 + CΦ2)
)

exp





β

2

∑

x∈X

∑

y∈Xc

Φ2({x, y})





≡
∑

X⊂Λ

zN(X)
∏

x∈X

∏

y∈Xc

e
β
2
Φ({x,y}) ≡

∑

X⊂Λ

zN(X)
∏

x∈X

∏

y∈Xc

Ax,y

≡ Pn(z)

Theorem 6.2. [27] Let {Aij}i6=j be a family of real numbers such that Aij = Aji

and −1 ≤ Aij ≤ 1 for i, j = 1, . . . , n. We define a polynomial Pn of n variables by

Pn(z1, . . . , zn) ≡
∑

S

zS
∏

i∈S

∏

j∈Sc

Aij

where the summation runs over all subsets S ≡ {i1, . . . , is} of {1, . . . , n}, zS ≡
∏s

m=1 zim
, and Sc = {j1, . . . , jn−s} is the complement of S in {1, . . . , n}. Then

Pn(z1, . . . , zn) = 0 and |zm| ≥ 1 for m = 1, . . . , n− 1 implies |zn| ≤ 1.

Corollary 6.1. (Lee–Yang) With the notations and assumptions of theorem 6.2
we define a polynomial Pn of degree n in z by

Pn(z) = Pn(z, . . . , z) =
∑

S

zN(S)
∏

i∈S

∏

j∈Sc

Aij

where N(S) is the number of elements in S. Then the zeros of Pn all lie on the
circle {z : |z| = 1}

Proof. In the classical ferromagnetic Ising model Hamiltonian, the {↑↓} interaction
term is positive, Jij ≥ 0, therefore Φ(2) ≤ 0. Thus, exp (βΦ(2)({x, y})/2) = Ax,y ∈
(0, 1]. Translational invariance implies Φ({x, y}) = Φ({y, x}) thus Ax,y = Ay,x.
Applying theorem 6.2 to Pn(z) = 0 thus implies |z| ≤ 1 and |z| ≥ 1. Therefore
|z| = 1. ˜

Remark 6.1. It should be noted that in theorem 6.1 no assumptions about

• the range of the interaction Φ2,
• the dimensionality of the lattice,
• or the size and structure of the lattice,

are made. Furthermore, the coefficients Ax,y do not explicitly dependent on Φ1,
hence the magnetic field H. This implies the distribution of zeros of the partition
function is not explicitly dependent on H. Rather, dependent on the nature of the
mutual spin interactions.

The following theorem and its corollary [28] provides an extension of the classical
Lee–Yang theorem.

Theorem 6.3. (Ruelle) Let P be a complex polynomial of several variables, which
is of degree one with respect to each, i.e. let Λ be a finite set and

P (zΛ) =
∑

X⊂Λ

cXz
X ,
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where zΛ = (zx)x∈Λ, zX =
∏

x∈X zx, and cX ∈ C. Let Λα be a finite covering of Λ,
and for every x ∈ Λα let Mα,x be a closed subset of C such that 0 6∈Mα,x.
Assume, for each α, that

Pα(zΛα
) =

∑

X⊂Λα

cα,Xz
X 6= 0, for all zx 6∈Mα,x, x ∈ Λ.

Then the polynomial

P (zΛ) =
∑

X⊂Λ

zX
∏

α

cα,(Λα

T

X) 6= 0, for all zx 6∈ −
∏

α

(−Mα,x), x ∈ Λ.

Corollary 6.2. (Ruelle)

(i) Lee–Yang Theorem: Let Λα be the two–point subsets of Λ: Λα = {x, y}
and cα,X = Axy, defined in theorem 6.2, when X = {x} or X = {y},
cα,X = 1 when X = ∅ or X = {x, y}. For real Axy and −1 ≤ Axy ≤ 1 we
may take Mα,x = {z ∈ C : |z| ≥ 1}; hence

Q(ξ) =
∑

X⊂Λ

ξN(X)
∏

x∈X

∏

y∈Xc

Axy

does not vanish when |ξ| < 1. By symmetry Q(ξ) does not vanish when
ξ > 1, hence the zeros of Q have absolute value 1; this is the Lee–Yang
circle theorem.

(ii) Zero Free Region: Let Φ be a real function on the d-tuples of integers
mod m, the “periodic lattice” (Zm)d, with Φ(x) = Φ(−x), and take Λ =
(Zm)d. Let Λα be the two–point subsets of Λ : Λα = {x, y}, and write
cα,X = exp [−βΦ(x− y)] when X = {x, y} and cα,X = 1 when X = ∅, {x},
or {y}. Take Mα,x = ∆β

xy where

∆β
xy = {z ∈ C : |z + 1| ≤ (1 − eβΦ(x−y))1/2} for Φ(x− y) ≤ 0,

∆β
xy = {z ∈ C : |ze−βΦ(x−y) + 1 ≤ (1 − e−βΦ(x−y))1/2} for Φ(x− y) ≥ 0,

Then

Q(ξ) =
∑

X⊂Λ

ξN(X) exp [−β
∑

{x,y}⊂X

Φ(x− y)]

can vanish only when

ξeΓβ = −
∏

y∈Zd
m

(−∆β
0y).

For small β, Γβ does not intersect the positive real axis.

The Lee-Yang theorem implies the partition function and Helmholtz potential
can be written in the form

Z =
N
∏

i=1

(z − zi), zi = eiθi , A = −β−1
N
∑

i=1

ln |z − zi|(58)

Theorem 6.3 is an extension of the Lee–Yang theorem and can be used to define
a region free of zeros on the real axis for temperatures greater than some critical
value Tc. This theorem can also be used to show [28] that the zeros Z remain close
to the unit circle even when a small perturbation (possibly many body) is added
to the original pairwise interaction. In the infinite volume limit the set of zeros
of the partition function are more general than mere point sets [13]. As N → ∞



24 N. BENJAMIN MURPHY

the average density converges to an analytic function in z both inside and outside
the unit circle [36] [27]. Furthermore, Z ⊂ ∂D(0, 1) in this limit [37] [1]. The
distribution of zeros is given by an analytic density function g(θ) on the unit circle
[9]. Theorem 6.3 implies there exists a critical angle θ0(Tc) s.t. z = eiθ, θ ∈ [−θ0, θ0]
implies Z(z) 6= 0 for T > Tc. Therefore [9],

βA = −

∫ 2π−θ0

θ0

ln(z − eiθ)dg(θ).

So that the system equilibrium is given by the minimization of a logarithmic po-
tential over measures g(θ).

7. A Two Parameter Dipole Model of the ER Fluid

When a dielectric ER fluid is in the presence of an external field, the contrast
of permittivities between the background fluid and solid particles causes each par-
ticle to become polarized with dipole moment aligning with the field [16]. When
the particles are far apart, the dipole–dipole interactions dominate. The lowest
energy state of two interacting dipoles is one where the separation vector r and the
dipole moments align [16] [15]. This causes the spheres to align, forming chain like
structures in the direction of the applied field. Although, as the particles aggre-
gate and touch, higher order multipole–multipole interactions begin to dominate,
making local field effects significant. When the applied field is oscillatory, conduc-
tivity and/or relaxational effects, influenced by the imaginary part of the contrast
parameter, may also be significant [33]. These complications make modeling the
ER fluid increasingly difficult.

One of the advantages of using the Bergman–Milton representation (10), is that
all of the complicated multi-body interactions are encapsulated in the spectral
measure. Although this simplifies things considerably from a theoretical point of
view, it does not simplify the analysis of the system, as the spectral measure is in
general, incredibly hard to calculate.

The Ising model oversimplifies interactions present in magnetic systems. Yet it
captures enough of the behavior that it has become a powerful tool in understand-
ing phase transitions thereof. In this section we present numerical results of a three
parameter extension of a two dimensional, square lattice, dipole model, with pair-
wise interactions. Monte Carlo simulated annealing of the model, illustrates how
the body centered tetragonal ground state in three dimensions, might be predicted
by a generalization of this two dimensional model.

7.1. The Model and Results. Consider a square lattice assembly of solid dielec-
tric spheres of radius rs and permittivity ǫs, immersed in a background fluid of
permittivity ǫf < ǫs, subject to an applied field E0 in the z-direction. To simplify
things, each sphere is modeled by a dipole with dipole moment equal to that of a
single sphere, in an infinite background, subject to the uniform field ([16] page 159):
p = [4πr3sǫf/3(s− 2/3)]E0. The interaction energy associated with two dipoles, at
a distance r, is (p1 ·p2−3(p1 · r̂)(p2 · r̂))/(4πǫfr3)[16] [15]. Therefore the interaction
of the modeled dipoles is

1

2
ǫfE

2
0φij = φ0Gij , Gij =

1 − 3 cos2 θij

r3ij
, φ0 =

8πr6s/9

(s− 2/3)2
(59)



STATISTICAL PHYSICS OF TWO COMPONENT DIELECTRICS 25

where θij is the angle between the dipole moment and the separation vector rij .
The interaction energy of a single dipole, aligned in the external field, is [15]

U = −E0 · p = −
1

2
ǫfE

2
0U0, U0 =

8πr3s/3

s− 2/3
(60)

For reasons mentioned above, this is not an accurate model of the dielectric ER
fluid. Although, the geometric factor Gij is negative for −54.7◦ / θij / 54.7◦ which
creates a bound state, thus giving the correct qualitative behavior. Our model is
a three parameter generalization of the above structure, which divides the spatial
interactions into three categories, vertical (θij = 0◦), horizontal (θij = 90◦), and
other interactions. The system Hamiltonian can be expressed symbolically by

1

2
ǫfE

2
0H =

∑

isolated

U0 + a
∑

vertical

φi,j + b
∑

horizontal

φi,j + c
∑

other

φi,j(61)

where a, b, and c are positive parameters used to balance interactions. The summa-
tions run over dipole pairs within an interaction range R defined by the condition
‖xi − xj‖∞ ≤ R. For large R the contribution of of isolated interactions (60) is
minimal. The parameter ratios a = c/43, b = c/1.9 and R = 4 generated the
sequence of states that lead to the multi-columnar structures shown in figures 2.
In these figures, the white squares are the locations of the occupied sites while the
black represents the background fluid.

The Monte carlo simulated annealing of this system was performed as follows.
The Hamiltonian H0 is calculated for the initial configuration which has a Gibbs
weight of exp(−αH0) where α = βǫfE

2
0/2. The initial value of the phase transition

parameter α is chosen to be 0.01/H0, well below a phase transition value. A random
occupied site is chosen and the energy of configurations associated with this site
shifted to unoccupied nearest neighbor sites, i.e. ‖xi−xj‖∞ = 1, is calculated. The
probability that the system evolves to one of these shifted configurations is given
by the associated Gibbs factor. After the system evolves, allowing the possibility of
staying in the current configuration, another random site is chosen for the shifting
procedure. This continues until half of the occupied sites have a possibility of
being chosen. The value of α is subsequently increased to α(1 + 2 × 10−10) and
the procedure repeats. As α increases configurations of lower energy become more
probable. The system thus tends to the most probable ground state determined by
the Gibbs factor.

It is worth mentioning that this four parameter model can be reduced to an
equivalent two parameter model by the following argument. The term in the Hamil-
tonian which describes the energy associated with isolated dipoles can be omitted.
This is because the geometric factor (59) creates a bound state. Therefore, setting
U = 0 amounts to isolated dipoles undergoing an unbiased random walk on a ran-
dom environment until coming within interaction range of other dipoles, eventually
forming a bound state for α ≫ 1. Furthermore, numerical fitting of the model
shows that only the ratios of a and b to c are significant. Therefore the parameter
c can be absorbed into α leaving the Hamiltonian

1

2
ǫfE

2
0H = ã

∑

vertical

φi,j + b̃
∑

horizontal

φi,j +
∑

other

φi,j(62)
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where parameter values ã = b̃ = 1 produce laminate chain-like structures parallel
to the field and parameter values ã = 1/43, b̃ = 1.9 produce the structures shown
in figures 2.
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Figure 2. Various states of the dipole ER fluid as α increases
(System size is 35×35, Interaction range is 4).

Let us briefly recall the classical Ising model, discussed in detail in section 6.
The reference measure on the configuration space, Ω = {−1, 1}|Λ|, associated with
the system Λ ⊂ Zd is the measure corresponding to the Bernoulli random variable,
τ = (1/2)|Λ|, as spin-up and spin-down states are equally likely, where d is the
dimension, and | · | denotes the cardinality of a set. Therefore, the probability
measure for the Ising model is, (see section 6.1):

P (dω) = Z−1
Λ (β,H) exp

(

−β
∑

A⊂Λ

ΦA(σ)

)

dτ,(63)

ΦA(σ) =











Ji,jσiσj , ‖i− j‖ = 1 for A = {i, j},

Hσi, for A = {i},

0, otherwise

where H is the magnetic filed strength, the pairwise interaction strength Ji,j > 0
(Ji,j < 0) for a Ferromagnet (Anti-ferromagnet), σi is the standard spin variable
(+1 for site i being spin-up and -1 for spin-down), and ZΛ(β, h) is the partition
function [27]. It is important to note that many of the results related to the
Ising model, including the Lee Yang theorem, do not require the nearest neighbor
assumption, rather only require finite range interactions (see section 6.1) [27].

For the two parameter dipole ER fluid model, define lattice gas spin variables:
µi = 1 for occupied sites, µi = 0 for unoccupied sites, and

∑

i∈Λ µi
∼= |Λ|p where

p is the volume fraction of occupied sites (equality in the infinite volume limit by
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the law of large numbers). The reference measure for this system is given by

p
P

i∈Λ
µi(1 − p)

P

i∈Λ
(1−µi) = exp

(

−hp

∑

i

µi

)

(2(1 − p))|Λ|(1/2)|Λ|(64)

where hp = ln((1 − p)/p). The term (2(1 − p))|Λ| may be absorbed into the par-
tition function as it is independent of configuration. Therefore, the probability
distribution for the dioplar ER fluid model is

P (dω) = Z−1
Λ (β, hp) exp

(

−β
∑

A⊂Λ

ΦA(µ)

)

dτ,(65)

ΦA(µ) =











1
2ǫfE

2
0 φ̃i,jµiµj ‖i− j‖ ≤ R, for A = {i, j},

hpµi, for A = {i},

0, otherwise

where φ̃i,j = ãφi,j , b̃φi,j for θi,j = 0, π/2 respectively (see equation (62)) and φi,j

is given in equation (59). This model incorporates both ferromagnetic and anti-
ferromagnetic interactions depending on θi,j . Furthermore, this model has charac-
teristics of a continuous spin Ising model [9].

The potentials ΦA for both the Ising model and dipole ER fluid model are
absolutely summable, translationally invariant, and continuous. These are sufficient
conditions to ensure [23]: the probability measures are Gibbs measures, the models
have infinite volume limits, an explicit formula for the corresponding infinite volume
Helmholtz potential, that the Gibbs measures satisfy a large deviation principle. It
is hoped that this abstract framework may give detailed information on ER fluid
phase transitions in a similar way as it has for the Ising model (see section 6.1) [23]
[27]. If a factorization of the associated partition function can be found, through
perhaps a Lee-Yang type theorem, it may also shed light on the nature of these
phenomena.

Future numerical work will use the Bergman-Milton representation of the Hamil-
tonian (see section 5.2) to study the associated simulated annealing. Work done
by Dobson, has shown that simulations minimizing the logarithmic potential, cor-
responding to the Bergman-Milton spectral measure, (the Golden potential), gives
chain like structures for dielectrics, and fractal net structures for metals (s = 0). In
these simulations, the strength of the electric field was neglected. Therefore, this
approach is promising.

8. Random Matrix Theory of Disordered Systems

Random matrices have been used to accurately describe a number of physical
phenomena including quantum chaos and disordered mesoscopic conductors (MC)
[20]. The mentioned systems have common universal features. Most well known
is the result that the probability distribution of level spacings between nearest
neighbor eigenvalues in the bulk of the spectrum, demonstrates a transition from a
highly correlated Wigner distribution to a Poisson distribution as a function of a
parameter that describes the disorder of the system [17]. For disordered MC, the
universality of the spacing distribution manifests itself as the universal conductance
fluctuation known to exist in the metallic regime. Although, for sufficiently strong
disorder, there is a transition from metal to insulator, and the universal conductance
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fluctuation, in the insulating regime, is expected to be very different [17]. Why the
spectral statistics of these very different systems should be the same is not clear, but
there seems to be some kind of Law of Large Numbers hiding in the background.

Numerical simulations of level spacing statistics of the random matrix χ1Γχ1, at
the heart of two component composites (see section 4), exhibits a similar behavior
to that of MC, as a function of inclusion volume fraction which determines the
disorder of the binary composite. In order to illuminate techniques that might be
applied to binary composites, section 8.1 briefly reviews the random matrix theory
(RMT) associated with disordered MC. Section 8.2 discusses the results for two
component composites, and future research directions.

8.1. Random Matrix Theory of Mesoscopic Conductors. Since the discov-
ery of the universal conductance fluctuation in MC it has become clear that the
conductance is not a self averaging quantity. Therefore, the transport properties
of this disordered system should be expressed in terms of the probability distri-
bution of conductance rather than its ensemble average. In particular, due to the
fluctuations in the size and shape of the metallic particles, the disorder-induced
Anderson transition from a metal to insulator exhibits fluctuations that cannot be
explained in terms of the ensemble averaged conductance [17] [34] [35]. One ap-
proach which provides a possible framework, for such a system, is based on random
transfer matrices T . This matrix gives the flux amplitudes to the right of the con-
ductor in terms of the incoming and outgoing fluxes on the left. In terms of the
N non-degenerate eigenvalues xn ≥ 0 of the matrix X = (T ∗T + (T ∗T )−1 − 2)/4,
the conductance is given by g =

∑

n 1/(1 + xn) [34] [35]. Using theories of random
matrices, the distribution of eigenvalues and its corresponding spacing distribution
can be calculated, given the symmetries of X [20]. Such models provide a simple
explanation of the universal conductance fluctuations observed in MC in terms of
the well-known spectral rigidity characteristic of random matrix ensembles (RME).
This approach is especially appealing as it incorporates various symmetries, such
as time reversal symmetry breaking in the presence of a magnetic field, in a simple
way [17] [34] [35] [20]. The excellent numerical agreement of this approach with the
tight-binding Anderson model, and experiments, implicate the general validity of
the random matrix model ([35] and references within).

The RME can be derived using a maximum entropy Ansatz of matrices [8] [3].
This method is based on the assumption that a sufficiently complicated system is
better described by a matrix which is as random as possible, subject to certain
symmetry requirements. To illustrate the general framework, consider a system
that may be described by an N × N matrix X with eigenvalues a ≤ xi ≤ b,
i = 0, . . . , N − 1. The RME of all random matrices X , subject to some physical
constraint (e.g., given the average density of eigenvalues) and consistent with given
symmetries (Hermiticity, time reversal, etc.), has a distribution of eigenvalues that
can be written quite generally in the form [17] [20]

P{x0, . . . , xN−1} ≡ P{xi} = Z−1
N−1
∏

m>n=0

|xm − xn|
β

N−1
∏

k=0

exp (−V (xk)) .(66)

Here β is a parameter depending only on the symmetries of X and is equal to 1, 2,
or 4 for orthogonal, unitary, and symplectic symmetries, and Z is the normaliza-
tion constant. One can think of equation (66) as an exponential of some effective
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“Hamiltonian” H for the eigenvalues by writing P = Z−1 exp(−βH), where

H{x0, . . . , xN−1} = β−1
N−1
∑

k=0

V (xk) −
N−1
∑

m>n=0

ln |xm − xn|.(67)

The first term corresponds to a single-particle confining potential which keeps the
eigenvalues from moving out to infinity. This competes against the second term
which corresponds to a logarithmic repulsion between the eigenvalues which try to
keep them far apart from each other. Different models within the same symmetry
class correspond to different forms of the single particle potential V while keeping
the interaction term the same. In the language of the maximum entropy Ansatz,
the single particle potential is a Lagrange multiplier function that fixes, e.g., the
eigenvalue density (corresponding, e.g., to a given mean value of conductance) [17].

The distribution of conductance g can be obtained from P{xi} as follows [34]
[35]:

P (g) =

〈

δ

(

g −
N−1
∑

n=0

1

1 + xn

)〉

,(68)

where δ(x) denotes the Dirac delta distribution. Respectively, the average and
partition function is given by

〈(· · · )〉 = Z−1

∫

[a,b]N

(

N−1
∏

n=0

dxn

)

P{xi}(· · · ), Z =

∫

[a,b]N

(

N−1
∏

n=0

dxn

)

P{xi}.

(69)

For an explicit form of V , we define a family of polynomials Pn(x) orthogonal
to the weight exp(−V ):

∫ b

a

dx e−V (λ)Pn(x)Pm(x) = δn,mhn.(70)

If the polynomials are known explicitly, it is possible to calculate any n-point corre-
lation function for this distribution exactly, for any given N [20]. The corresponding
two-point kernel KN(x, y) is defined as

KN(x, y) = e−(V (x)+V (y))/2
N−1
∑

n=0

Pn(x)Pn(y)/hn.(71)

The eigenvalue density and spacing distribution can then be calculated in terms
of this kernel. Indeed, for translationally invariant kernels, the spacing t between
nearest eigenvalues, in units of average local spacing, for large N, has the spacing
distribution p(t) given by [20]

p(t) =
d2E(t)

dt2
, E(t) = det(1 − K̄t)(72)

where K̄t is the kernel divided by the local density and restricted to an interval of
length t [17].

The transition of the level spacing distribution, from Poisson to Wigner, has
been accurately described numerically by a single particle potential V that has the
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following asymptotic behavior: V (x) ∼ (lnx)2 for x ≫ 1 and V (x) ∼ x for x ≪ 1
[34] [35]. Consider the potential given by

w(s; q) = exp(−V (x; q)) = xα/(−(1 − q)tx; q)∞(73)

(a; q) =

∞
∏

n=0

(1 − aqn), 0 < q < 1, α > −1.

It can be shown that V (x; q) has a power series expansion in x for x ≪ 1, α = 0
and as q → 1−, w → e−x giving the Wigner level spacing distribution. On the
other hand, for x ≫ 1, q ≪ 1 the single particle potential V (x) ∼ (ln x)2 giving
the Poisson level spacing distribution. Therefore, the single particle potential (73)
has the required asymptotic behavior to accurately describe the metal/insulator
transition observed in MC. It is to be expected that in general, t, α, and q will
depend on physical parameters such as disorder, size, and dimension. The model is
exactly solvable because, for the potential given in equation (73), the polynomials
are known explicitly for the entire parameter range [34]. They are the q-Laguerre

polynomials L
(α)
N (x; q). In terms of these polynomials, the normalized eigenvalue

density is [34]

σN (x; q)

N
= w(x; q)

N−1
∑

k=0

[L
(0)
k (x; q)]2

hk
, hk = ln(1/q)/(1 − q)qk.(74)

In the limit q → 1−, L(0)(x; q) reduces to the ordinary Laguerre polynomials [17].
In this limit, the confining potential dominates the logarithmic interaction term,
at large x, thereby forcing the eigenvalues towards the origin. This gives the large
number of near zero spacings seen in the Poisson distribution. Using properties of
Laguerre polynomials, it is known that the variance of g is independent of N and t,
giving rise to the universal conductance fluctuation. Asymptotic analysis of the case
q = 1 describes the metallic regime quite well [34] [35]. For t → ∞ all eigenvalues
are compressed at the origin giving 〈g〉 = N ≫ 1. In the large N limit and for
Nt ≫ 1 the asymptotics reproduce Ohm’s law and gives the leading “quantum”
correction in 3D. On the other hand, for q ≪ 1, the large-x single particle potential,
being essentially logarithmic, is very weakly confining, allowing the eigenvalues to
spread out to the point that the density becomes discrete near the origin even in
the thermodynamic limit [35]. In this regime, the q-Laguerre polynomials have an
asymptotic expansion qualitatively different from that of q = 1. Furthermore, for
q < 1 the measure w is not unique. In this case there exist many different but
equivalent measures with the same polynomials and moments. The classic moment
problem shows that the extreme measure, associated with this equivalence class
of measures, is discrete and is supported at the zeros of an entire function. The
explicit from for a representative measure is wdis(x; q) =

∑∞
n=0 wnδ(x− τn), where

τn are the zeros of L
(α)
∞ (x; q) and the {wn} can be explicitly determined in terms of

x derivatives of L
(α)
∞ (x; q)L

(α)
∞ (x/q; q) evaluated at x = τn [35]. Asymptotic analysis

shows that the eigenvalue density for α = 0 is given by

σ∞(x; q) =
1 − q

ln(1/q)

∞
∑

n=0

δ(x− τn) ≈

{

0, x(1 − q) ≤ 1/q

(1 − q)/(2γ) x(1 − q) > 1/q
.(75)

where γ = (− ln q)x is the measure of disorder [35]. This shows that the appearance
of a gap is a clear indicator of an insulator. Indeed, from the definition of 〈g〉 one
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can show, for q ≪ 1, the mean conductance is exponentially small. Specifically, as
the localization length becomes smaller than the system size, q changes from 1 to
a value smaller than 1 and the eigenvalue density at the origin gets depressed. A
gap opens up, at sufficiently small q, indicating a metal to insulator transition. It
is important to note, that although the discrete measure wdis is quite distinct form
the continuum measure w, their asymptotics are essentially the same and both give
identical results [34].

8.2. Random Matrix Theory of Two Component Conductors. In order to
parallel the discussion of MC and appeal to intuition associated with conductors
we discuss our results in terms of the metal/insulator transition of percolating two
component random resistor networks (RRNs). The mathematical equivalence of
this system to random capacitor networks (RCN) [11] (see section 4) requires that
the discussion of RRN has a natural analogue for RCN.

To briefly put the system discussed in section 4 in the language of RRNs, consider
a two component bond lattice RRN with conductance σ = σ1χ1 + σ2χ2 where
σ1 < σ2, χ1 is the characteristic function of component one, χ2 = 1 − χ1. A given
resistor has probability p = 〈χ2〉V of being a type two resistor and probability 1−p
of being the other type, where 〈·〉V denote the volume average. Thus, the geometric
aspects of the system, in particular the disorder, is completely determined by the
volume fraction p. When the contrast ratio h = σ1/σ2 is zero (s = 1) we can view
the conductivity zero bonds as being vacant. In this case, the underlying percolation
problem is described in terms of P∞(p), the probability that the origin is connected
to an infinite cluster of occupied sites. For p below some critical probability pc,
called the percolation threshold, P∞(p) = 0 while for p > pc, P∞(p) > 0. The
effective conductivity has a similar behavior: σ∗(p) = 0 for p < pc and σ∗(p) > 0
for p > pc [12].

The percolation aspects of this system are determined by the spectral measure
of the real symmetric random matrix χ1Γχ1 which depends only on the volume
fraction p, the dimension, the topology of the underlying lattice, and boundary
conditions for finite systems. The same analysis done in section 4 can be applied
to two component RRNs [12] giving the effective conductance σ∗ in terms of the
eigenvalues of this matrix. The result is the Bergman-Milton representation of the
effective conductance.

σ∗(p)

σ2
= 1 −

∑

i

µi

s− λi
.(76)

Hence the discrete spectral measure is given by dµ(λ) =
∑

i µiδ(λ − λi)dλ where
{λi} ≡ {λ0, . . . , λn−1} are the eigenvalues of the random matrix and {µi} are the
masses of the measure.

8.2.1. Statistical Mechanics Approach. When viewing the figures discussed in sec-
tion 8.2.2, one can see that the RME associated with the n × n real symmetric
random matrix χ1Γχ1 closely parallels that of MC for p < pc. Therefore, assum-
ing that there exists a mapping from one system to the other, we may write the
eigenvalue distribution for this random matrix as Pn{λi} = Z−1

n exp(−βHn)dnλ
with Hamiltonian Hn{λi} = β−1

∑n
k=1 V (λk)− n−1

∑n
m>k=0 ln |λm −λk| and par-

tition function Zn = −n
∑n

k=1 V (λk), where β plays the role of a coupling constant
for the n-particle system which is determined by symmetries associated with the
system and dnλ = dλ1 · · · dλn is the Lebesgue product measure on [0, 1] [22]. By
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assumption the potential V is related to that given in (73) through a change in
variables. The parameter q, related to disorder, must be a function of volume frac-
tion q = q(p), and the scaling n−1 plays the role of temperature and leads to a
non-random infinite volume limit. This section is devoted to the exploration of the
statistical mechanics structure of this RME.

A quantity that is of considerable interest in RMT is the normalized counting

measure (NCM) [22] corresponding to the eigenvalues λ
(n)
1 ≤ λ

(n)
2 ≤ . . . ≤ λ

(n)
n of

χ1Γχ1: Nn(∆) = n−1|{λi : λi ∈ ∆ ⊂ [0, 1]}| =
∫

[0,1]n

∑

i n
−1δλi

dnλ, where | · |

denotes the cardinality of a set and δλ is the Dirac measure centered at λ. Two
related quantities of interest are its expectation value, E{Nn(∆)}, and its variance,
Dn = E{N2

n(∆)} − E2{Nn(∆)} [22]. The NCM is related to the Bergman-Milton
spectral measure since µ(λ) =

∑

i µiδλi
and therefore have identical supports.

Theorem 8.1. Let the potential V satisfy the following conditions

V (λ) ≥ (2 + δ) ln |λ|

for |λ| ≥ L, δ > 0, and L <∞. Furthermore let

|V (λ1) − V (λ2)| ≤ K|λ1 − λ2|
γ(77)

for |λ1|, |λ2| ≤ L, γ > 0, K <∞, L ≤ ∞. Then the NCM of this RME converges in
probability to the non-random, i.e. Dn → 0, absolutely continuous integrated density
of states (IDS): N(∆) = limn→∞ E{Nn(∆)} =

∫

∆
ρ(λ)dλ. The density of states

(DOS) ρ(λ) is uniquely determined by the conditions ρ(λ) ≥ 0,
∫ 1

0 ρ(λ)dλ = 1, such

that −
∫ 1

0

∫ 1

0
ln |λ− λ′|ρ(λ)ρ(λ′)dλdλ′ ≡ −

∫ 1

0
U(λ)ρ(λ)dλ <∞, where the function

u(λ) = U(λ) − V (λ) must be bounded from above, and we must have the support
property supp(ρ) ⊂ {λ : u(λ) = supλ′ u(λ′)} [22].

This result can be used to show that the ground state energy of the statistical
mechanics model, i.e. E = limn→∞ n−2 lnZn, has the following form [22]:

E =
β

2

∫ 1

0

∫ 1

0

ln |λ− λ′|ρ(λ)ρ(λ′)dλdλ′ +

∫ 1

0

V (λ)ρ(λ)dλ,(78)

where ρ(λ) is the DOS given in theorem 8.1. Moreover, in total agreement with
statistical mechanics, the ground state is obtained by the minimum value of the
“electrostatic” energy of two dimensional (line) charges whose distribution on [0, 1]
is described by the probability measure ν given by

E [ν] = inf
η

{

−
β

2

∫ 1

0

∫ 1

0

ln |λ− λ′|dη(λ)dη(λ′) +

∫ 1

0

V (λ)dη(λ)

}

.(79)

Theorem 8.1 then implies [22] that, under its conditions, a minimizing measure has
a density satisfying the conditions of this theorem [22]. Therefore, by uniqueness,
this density is equal to the DOS ρ(λ). The minimizing measure in equation (79) is
also the unique solution of the extremum equation of the variational problem

β

∫

supp(ρ)

ln |λ− λ′|ν(λ′)dλ′ = V (λ) + c, λ ∈ supp(ρ) = supp(µ).(80)

where c is a constant [22]. Differentiation of equation (80) with respect to λ yields
the singular integral equation

V ′(λ) = β

∫

supp(ρ)

ρ(λ′)dλ′

λ− λ′
, λ ∈ supp(ν)(81)
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valid for any function V (λ) satisfying the conditions of theorem 8.1.
The conditions on V for which this framework holds has been greatly generalized

[30]. Equation (81) has the electrostatic interpretation of the equilibrium condition
for continuously distributed charges on [0, 1] of strength β1/2 subjected the elec-
trostatic potential. The fact that supp(ρ) = supp(µ) suggests that the Bergman-
Milton spectral measure might also satisfies equations 78- 81 which would be very
useful for characterizing the ground states of the ER fluid.

0 0.2 0.4 0.6 0.8 1
0

200

400

600

800

1000

 t

 P
ro

b(
λ=

t)

Eigenvalue Density (N=350, n=8000)

 

 

(a) Eigenvalue Density

0 0.2 0.4 0.6 0.8 1
x 10

−4

0

0.5

1

1.5

2

2.5

3

3.5

4x 10
4

 t

 P
ro

b(
λ i+

1
−λ

i=t
)

Eigenvalue Spacing Density (N=350, n=8000)

 

 

 p=4.9e−05

(b) Eigenvalue Spacing Density

Figure 3. Eigenvalue Statistics (p = 5 × 10−5, N = 350)

8.2.2. Disorder Dependent Phase Transitions in Binary Composites. The following
preliminary figures were obtained from an extension of a program written by Dob-
son. This program calculates the spectral measure of χ1Γχ1 for a two dimensional
square N × N bond lattice with periodic boundary conditions in both directions,
i.e. a checkerboard on a torus. This program was used as a black box to calculate
the eigenvalue statistics of the random matrix of interest. The graphs are linearly
connected points representing the normalized number density of events for each
bin.
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It can be seen in figure 3 that for low volume fraction, p ≪ 1, the eigenvalue
density P (t = λ) is symmetric and highly localized about its mean t = 1/2 cre-
ating large spectral gaps about the spectral end points. It is so localized that we
conjecture that as p → 0 the small side lobes of the density will diminish causing
P (λ = t) → δ(t−1/2) in the limit. The symmetry of the eigenvalue density may be
a general feature of the random matrix χ1Γχ1. This may be understood by recalling
that singular behavior of a percolating normal/superconductor composite (s = 0)
and insulator/conductor composite (s = 1) is determined by the same random ma-
trix. This matrix is completely determined by the geometry and volume fraction
of inhomogeneities therefore is independent of s. This volume fraction regime is
analogous to the q = 1 limit in the random matrix theory (RMT) of mesoscopic
conductors (MC). There, the confining potential V (x) ∼ x dominates the logarith-
mic repulsion potential, thereby forcing all the eigenvalues to the origin [34] [35].
This greatly increases the number of near zero level spacings which causes the level
spacing distribution to exhibit Poisson-like characteristics. A Poisson level spacing
distribution corresponds to uncorrelated spectra [17] which suggests that the sys-
tem itself is uncorrelated in this regime. This is the same behavior demonstrated
by the spectra of χ1Γχ1, subject to the symmetry mentioned, suggesting that the
same underlying mechanism might be at work (see figure 3).
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Figure 5. Eigenvalue Statistics (p=0.3, N=20)

As the volume fraction increases the variance of the spectral density also does,
depressing the density at t = 1/2 and decreasing the spectral gaps. The symme-
try persists as the side lobes become very pronounced including small lobes near
the spectral endpoints starting a build up of spectrum there (see figure 4). This
transition manifests itself in the eigenvalue spacing density as an increase in larger
spacings creating an increasingly long tail giving transitioning Poisson-Wigner char-
acteristics. This trend continues until the density becomes more and more uniform
in the bulk of the spectrum, while the lobes near the spectral endpoints become
very pronounced further narrowing the spectral gaps (see figure 5). The affect on
the spacing distribution is an increasingly long tail creating a level spacing distribu-
tion which greatly resembles the Wigner distribution [17] (see figure 5). A Wigner
spacing distribution corresponds to highly correlated spectra [17] which suggests
that the long range connectedness in the binary composite for this parameter range
causes long range correlations in the spectrum. This behavior is also demonstrated
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in the RMT of MC. Specifically [34], as the localization length becomes smaller
than the system size, q changes from 1 to a value smaller than 1 and the eigen-
value density at the origin gets depressed. A gap opens up, at sufficiently small q,
indicating a metal to insulator transition.
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Figure 6. Eigenvalue Statistics (p=0.4, N=20)

When the volume fraction is increased to about p = 0.38 the spectral gaps
collapse symmetrically leading to singular behavior of the effective conductivity for
metal (s = 0) or insulator (s = 1) constituents. As the volume fraction continues to
increase, the eigenvalue density becomes more and more uniform in the bulk of the
spectrum, piling up at the spectral endpoints. This manifests itself in the eigenvalue
spacing distribution as the instability shown in figures 6-7 leading to the sharp
increase of near zero spacings seen in figure 8, giving rise to a third system behavior.
It is expected that the eigenstatistics have three distinct regimes corresponding to
p < pc, p ∼ pc and p > pc. As this trend continues, more and more eigenvalues
pile up at the spectral endpoints while the bulk of the spectrum becomes virtually
uniform. This causes the level spacing distribution to transition to a Poisson-like
distribution with an extremely long tail (see figure 9). This makes qualitative
sense as the system formulation, that leads to the random matrix being studied, is
symmetric in (ǫ1, χ1), (ǫ2, χ2). Therefore, we conjecture that limp→0+ P (λi+1−λi =
t) = limp→1− P (λi+1 − λi = t), in some perhaps unbounded sense (see below).

As the volume fraction tends to unity, the eigenvalue density does not accumulate
to Dirac point masses at the spectral endpoints, rather diverging with some power
law. This manifests itself in the spacing distribution by a power law divergence
of near zero spacings in the infinite volume limit. This may lead to the non-
existence of the partition function in the infinite volume limit, i.e. violation of
normalization. Such a quasi-Poisson behavior that lead to a new qualitative feature
in the RMT of MC, responsible for a violation of normalization and the existence
of finite “level compressibility,” is the multifractality of the eigenvectors [19]. In
MC the multifractality is related to the overlapping of different wave functions
with different energies. This suggest that, in the infinite volume limit, for p ∼ 1
the orthogonal eigenspaces associated with the real symmetric matrix χ1Γχ1 might
overlap in some fractal dimension. A generalization of the RMT framework for MC
has been developed [18] that explains all three transport regimes in MC: metallic,
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Figure 7. Eigenvalue Statistics (p=0.42, N=20)

insulating, and critical. This development makes the prospect of a RMT approach
that gives a full description of two component composites very promising.
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Figure 8. Eigenvalue Statistics (p=0.45, N=20)
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