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Abstract. The IceCube Neutrino Observatory instruments about 1 km3 of deep, glacial ice at the geographic South Pole

using 5160 photomultipliers to detect Cherenkov light emitted by charged relativistic particles. A unexpected light propagation

effect observed by the experiment is an anisotropic attenuation, which is aligned with the local flow direction of the ice.

Birefringent light propagation has been examined as a possible explanation for this effect. The predictions of a first-principles

birefringence model developed for this purpose, in particular curved light trajectories resulting from asymmetric diffusion,5

provide a qualitatively good match to the main features of the data. This in turn allows us to deduce ice crystal properties. Since

the wavelength of the detected light is short compared to the crystal size, these crystal properties do not only include the crystal

orientation fabric, but also the average crystal size and shape, as a function of depth. By adding small empirical corrections to

this first-principles model, a quantitatively accurate description of the optical properties of the IceCube glacial ice is obtained.

In this paper, we present the experimental signature of ice optical anisotropy observed in IceCube LED calibration data, the10

theory and parametrization of the birefringence effect, the fitting procedures of these parameterizations to experimental data as

well as the inferred crystal properties.
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1 Introduction

The 2021 IPCC report (Masson-Demotte et al., 2021) highlights the need to understand the dynamics of ice sheets in order to

predict their contribution to sea level rise in a changing climate. Ice flows under its own weight, either through basal sliding15

or through plastic deformation, which is mediated by the deformations of individual grains as well as interactions between

grains (Cuffey, 2010). The viscosity of an individual ice crystal strongly depends on the direction of the applied strain. As a

hexagonal crystal it will most readily deform as shear is applied orthogonal to the c-axis (crystal symmetry axis, normal to the

hexagonal basal planes), leading to slip of the individual basal planes (McConnel, 1891). As a result ice crystals in a polycrystal

effectively re-orient themselves to minimize resistance when subjected to stress, resulting in a bulk anisotropic viscosity. This20

leads to a preferential c-axis distribution, with c-axes orthogonal to the strain (Faria et al., 2014b).

This is experimentally most commonly observed as a crystal orientation fabric through the use of polarized light microscopy

on thin sections of ice core samples (Alley, 1988; Wilson et al., 2003). The aforementioned scenario where all c-axes lie in

a plane is called a girdle fabric (see A for further information), in distinction to other commonly observed fabric states such

as uniform (random directions) or unimodal (aligned in a single direction). Alternatively the impact of the recrystallization25

processes on the average crystal size and elongation can also be quantified directly through microscopy (Fitzpatrick et al.,

2014). While ice core analysis delivers ground-truth information, it is limited by its small sampling volume, and often unable

to resolve the absolute direction of fabric orientation as the core orientation is not preserved in the drilling process (Westhoff

et al., 2021). While volumetric quantities such as grain volume and elongation can be directly accessed through tomographic

imaging such as X-ray CT (Linow et al., 2012), these techniques further restrict the sampling volume. Grain size and elongation30

evaluated through the imaging of thin slices in turn often strongly depend on the sample plane.

Ice fabric can not only be imaged in ice cores, but also leads to a directionality in the propagation of sound and electro-

magnetic radiation, in principle allowing for remote-sensing of ice properties. The mechanical anisotropy of ice results in a

fabric-dependent speed of sound, as has for example been measured using a sonic logger in boreholes (Kluskiewicz et al.,

2017). Ice crystals also are a birefringent material, such that any incoming electromagnetic radiation is separated into an or-35

dinary and extra-ordinary ray of perpendicular polarizations with respect to the c-axis, and which propagate with different

refractive indices. This is today primarily employed by polarimetric radar systems to infer fabric properties (Fujita et al., 2006;

Matsuoka et al., 2003; Jordan et al., 2019; Young et al., 2020) through periodic power anomalies detected as a result of the

direction and polarization-dependent delay in the propagation of radio waves.

Recently, as part of ice calibration measurements for the IceCube Neutrino Observatory (Aartsen et al., 2017), Chirkin40

(2013d) described the observation of an optical anisotropy. At receivers 125 m away from isotropic emitters, about twice as

much light is observed for emitter-receiver-pairs oriented along the glacial flow axis versus orthogonal to the flow axis. The

effect was originally modelled as a direction-dependent modification to Mie scattering quantities, either through a modification

of the scattering function as proposed by Chirkin (2013d) or through the introduction of a direction-dependent absorption as

introduced by Rongen (2019). As also shown by Rongen (2019), both parameterizations lack a thorough theoretical justification45

and resulted in an incomplete description of the IceCube data.
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The wavelength of∼400 nm employed in the IceCube calibration studies is significantly smaller than the average grain size.

Thus, grain boundary properties must be accounted for in addition to the fabric, such that the effect is challenging to derive

from first principles. First attempts have been made by Chirkin and Rongen (2020) by attributing the optical anisotropy to

the cumulative diffusion that a beam of light experiences as it is refracted or reflected on many grain boundary crossings in a50

birefringent polycrystal with a preferential c-axis distribution.

In this scenario the diffusion is found to be strongest when photons initially propagate along the ice flow axis and smallest

when initially propagating orthogonal to the flow axis. In addition photons are, on average, deflected towards the flow axis.

The deflection per unit distance increases for stronger girdle fabrics, a larger average crystal elongation or a smaller average

crystal size. For crystal realizations where the deflection outweighs the additional diffusion along the flow axis compared to55

the diffusion along the orthogonal direction, the photon flux along the flow axis will increase with distance compared to the

photon flux along the orthogonal axis. This interplay between diffusion and deflection leaves a unique imprint in the spatial

and temporal light signatures recorded by IceCube. Comparing these to simulations assuming different ice crystal realizations

in turn allows to partially constrain the crystal fabric, size and elongation.

Work on this model has so far been performed and proceedings published (Chirkin, 2013d; Chirkin and Rongen, 2020;60

Rongen et al., 2021a) in the context of detector calibration for the measurements performed by IceCube. With this paper we will

for the first time summarize the full extent of past and ongoing modeling of the ice optical anisotropy to a geophysical audience.

The described measurements may be unique to IceCube and thus not easily adopted as a tool in glaciology. Nevertheless we

believe that they yield an interesting complementary view on ice physical properties and through comparison to ice core data,

in particular from SPC14 (Casey et al., 2014) drilled ∼1 km from the IceCube array, will be informative to the modeling of ice65

dynamics.

This manuscript has the following structure: Section 2 introduces the IceCube Neutrino Observatory and how it employs ice

as a detection medium. Section 3 describes the properties of the LED calibration data used in this study, explains the software

used to generate simulated data and details the likelihood analysis comparing simulated to experimental data in order to infer

ice properties. The experimental signature of the ice optical anisotropy as well as early modeling attempts are summarized in70

section 4. Section 5 explains the electromagnetic theory governing the birefringence in polycrystals and introduces a software

package to simulate the resulting diffusion patterns. Section 6 explains how these diffusion patterns are applied in the IceCube

simulation and how crystal properties have been inferred. Section 7 describes the resulting ice model. Section 8 discusses

future measurements in upcoming IceCube extensions and through drill-hole logging.

2 The IceCube Neutrino Observatory75

2.1 Scientific context: Neutrino Astronomy

The IceCube Neutrino Observatory operates within the context of astroparticle physics and multi-messenger astronomy. While

astronomy is most commonly associated with the observation of the universe in visible light, today the entire electromagnetic

spectrum ranging from radio waves to hard X-rays and ultra-high-energy gamma rays is exploited, with each spectral range
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giving a complementary insight. Infrared radiation for example is only weakly attenuated by interstellar dust (Li and Draine,80

2001) allowing for the imaging of objects obscured by dust clouds.

In addition to photons, the quanta of light, other stable messenger particles are also observed. Most prominently cosmic rays,

primarily protons, have now been found at energies exceeding 5 ·1019 eV, the equivalent of roughly 8 Joules, per particle (Aab

et al., 2020). While these ultra-high-energy cosmic rays offer the promise to probe the highest-energy processes in the universe,

they are deflected by magnetic fields along their journey from source to detection (Aartsen et al., 2015). Thus their arrival85

directions at Earth cannot be easily traced to their origins, making the identification of the sources of high-energy cosmic rays

one of the biggest challenges in astroparticle physics.

Associated with the production of high-energy protons, one expects the production of high-energy neutrinos, or astrophysical

neutrinos (Margolis et al., 1978). These are electrically neutral, elementary particles belonging to the family of leptons (as

counterparts to electrons, muons and taus). As they are electrically neutral, they are not deflected in magnetic fields and thus90

point back to their point of origin. Additionally they only interact through the weak force and as a result can traverse vast

astronomical distances without their flux being significantly attenuated. While these properties ensure that neutrinos carry

unbiased information about the highest-energy regions of the universe, these same properties also make them exceptionally

hard to detect, requiring cubic-kilometer scale detectors to intercept a few dozen astrophysical neutrinos per year (Markov,

1960). Detectors of this scale can only be built into natural media such as ocean water or glacial ice, which need to be95

characterized in-situ as for example presented here.

2.2 The detector

The IceCube Neutrino Observatory (Aartsen et al., 2017) has, among other science goals, been built to explore the cosmos

using high-energy astrophysical neutrinos. Located about 1 km from the geographic South Pole, it is logistically supported by

the Amundsen–Scott South Pole Station. IceCube features a surface detector, called IceTop, as well as the deep in-ice array of100

interest here, which consists of 5160 optical sensors instrumenting a one cubic-kilometer volume of ice at depths of 1450 m

to 2450 m. The instrumentation layout is shown in Figure 1. Each sensor, called a Digital Optical Module (DOM, see Figure

2) (Stokstad, 2005; Abbasi and others, 2010; Abbasi et al., 2009), is equipped with a 10-inch photomultiplier tube sensitive

to light between approximately 300-600 nm and all required readout electronics to be able to time-stamp the arrival time of

individual photons to within two nanoseconds. It addition each DOM features 12 LEDs which can emit light pulses of known105

intensity and duration into the ice and which are used to calibrate the optical properties of the instrumented ice, as detailed in

this paper. Construction took six years, with 86 holes of 60 cm diameter being drilled using hot water drilling (Benson et al.,

2014). Cables called "strings" were instrumented with 60 DOMs each and deployed in the boreholes.

The top 1450 m were left without instrumentation because of the strongly scattering ice that exists here above the bubble-to-

air-hydrate transition, which takes place at roughly 1350 m as determined by a predecessor experiment, AMANDA (Ackermann110

et al., 2006).

Upon a neutrino interaction in the ice, charged particles with relativistic velocities are created, which emit blue light along

their path through a process called Cherenkov radiation (Cherenkov, 1937). A small fraction of this light, after propagating
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Figure 1. Overview of the IceCube detector. The 86 cables of the deep in-ice array, called strings, are indicated as gray lines, with black dots

for the 60 DOMs per string. The lateral spacing of the strings is ∼ 125 m with a vertical spacing between DOMs of 17 m. A central part of

the array, called DeepCore, is more densely istrumented. The detector is capped by a surface detector, aimed at cosmic ray physics, called

IceTop. Figure Credit: IceCube

through the ice, reaches some of the sensors and is detected. Reconstruction of the particle properties, namely energy and

direction, relies on a precise understanding of the optical properties of the instrumented ice. Generally the particle energy is115

proportional to the amount of detected light, while the arrival direction is inferred from the geometric deposition of the light as

well as its timing information (Aartsen et al., 2013b).

Since its completion in 2010, the IceCube detector has been in continuous operation with an up-time exceeding 99%. On

average around 2000 particle events are detected and reconstructed per second, with the vast majority of these being particle

showers induced by cosmic rays striking Earth’s atmosphere, and only a vanishing fraction (approximately hundreds per year)120

being astrophysical neutrinos. Using IceCube data, a wide range of results have been obtained. Those include, among others,

the discovery of a high-energy astrophysical neutrino flux (Aartsen et al., 2014) and first associations of high-energy neutrinos
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to astrophysical objects (Aartsen et al., 2018b), competitive measurements of neutrino oscillation parameters (Aartsen et al.,

2018a) and world-leading limits on possible dark-matter properties (Albert et al., 2020).

2.3 Glacial ice as an optical medium125

IceCube detects individual photons that are produced through Cherenkov radiation or as emitted by the calibration LEDs. On

their way from their source to a potential detection at a DOM these photons are subject to absorption and scattering in the ice,

shaping both the intensity pattern in the detector as well the arrival time distributions on every module.

Absorption is characterized by a wavelength λ dependent absorption length λa(λ), the propagated distance at which the

survival probability of a photon drops to 1/e. In contrast, scattering does not reduce the photon count, but results in discrete130

direction changes at an average distance of λb(λ), the geometric scattering length. Scattering is further described by the

scattering function, a probability density distribution describing the probability of deflection angles in each scattering process.

Neglecting its functional form, the scattering function is described through the average deflection angle or asymmetry parameter

g = 〈cosθ〉. The effective scattering length λeff , denoting distance at which an initially directional beam becomes diffuse

independent of the scattering function, is given as (Aartsen et al., 2013d)135

λeff (λ) = λb(λ)/ [1− g(λ)] . (1)

As ice itself is only very weakly absorbing (Warren and Brandt, 2008) (and as we will see later also effectively weakly scat-

tering), the light propagation is dominated by Mie scattering on impurities. In this scenario absorption and scattering strengths

are commonly denoted by coefficients (a= 1/λa and be = 1/λeff ), which are proportional to the impurity concentration. The

impurity constituents are believed by He and Price (1998) to be dominated by mineral dust, marine salt and acid droplets as140

well as (volcanic) soot. These constituents range from nanometer to micrometer in size, with their combined size distribution

resulting in a very strong forward scattering with g ≈ 0.95 at the relevant wavelengths around 400 nm (He and Price, 1998).

The impurities have been deposited with the snow precipitation over the past 100 ka, which was compressed into the ice that is

present today at the relevant depths. The impurity composition and concentration, and thus also the optical properties, accord-

ingly trace the global climatological conditions. This stratigraphy was traced at millimeter resolution using a laser dust logger145

deployed down seven IceCube drill holes as described by Aartsen et al. (2013a).

The detailed stratigraphy associated with the yearly layering cannot be constrained through IceCube data, nor is it needed in

order to accurately describe the photon propagation over large distances exceeding tens of meters. Instead, average properties

in 10 m depth increments, here called "ice layers", are being considered. Each layer is described by its dust-induced absorption

and scattering coefficients at a wavelength of 400 nm. These are scaled to other wavelengths and the total absorption coefficients150

including the ice intrinsic absorption in the infrared AIR as described by Aartsen et al. (2013d):

a(λ) = adust(λ) +AIRe
−λ0/λ · (1 + 0.01 · δτ) (2)

with

adust(λ) = adust(400 nm) ·
(

λ

400 nm

)−κ
(3)
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for the absorption coefficients, with tabulated temperature differences δτ compared to the temperature at 1730 m depth as155

measured by Price et al. (2002), and

be(λ) = be(400 nm) ·
(

λ

400 nm

)−α
(4)

for the effective scattering coefficients.

While all parameters are in principle depth dependent, e.g. due to changes in the impurity composition, some are deemed

constant enough to be described by a single global value or functional parametrization. These are, the coefficients α and κ160

describing the wavelength dependence of scattering and absorption, AIR and λ0 in the infrared absorption term as well as

the parametrization of the scattering function, achieved through a mixture of the Henyey-Greenstein (Henyey and Greenstein,

1941) and Simplified-Liu (Liu, 1994) approximations of Mie scattering, and its asymmetry parameters g. This leaves 6 global

parameters (three for the wavelength dependencies (λ0, κ, α), one for the ice intrinsic absorption (AIR), two for the scattering

function (g and the mixing ratio)) and about 100 layers within the instrumented volume, with two parameters (be and a) each,165

to be determined.

3 IceCube as a laboratory for glaciology

3.1 LED calibration data

As will be described in section 3.4 the absorption and effective scattering lengths encountered at IceCube depths range up to

400 meters and 100 meters respectively. The limited volume of the ice cores does thus not allow for a direct measurement of170

optical properties, even though they are able to inform on the impurity constituents and their size distributions. To enable in-

situ calibration of the ice optical properties, each of the 5160 DOMs deployed in ice is equipped with 12 light emitting diodes

(LEDs) that are positioned on a "flasher" board and can emit light one at a time or in simultaneous combinations. The LEDs

are placed in pairs at 60◦ increments in azimuth, with one LED at a 48◦ elevation angle and the other pointing horizontally

into the ice. Most of the LEDs emit light centered at 405 nm wavelength in a cone of about 9.7◦ width (RMS). The duration175

and intensity of the light flashes can be configured and range between 6 ns and 70 ns (FWHM) and up to 1.2 ·1010 photons per

flash.

For this study data with all available LEDs flashing individually and at the highest possible intensity have been used. Upon an

LED flash the arrival times of photons received in all other DOMs are recorded. An example view of the overall light deposition

in the detector is shown in Figure 3. An example light curve, histograming the measured arrival times, for one emitter-receiver180

pair is shown in Figure 4.

3.2 Photon propagation simulation

From the recorded LED data, ice properties are inferred by comparing the data to an expectation given different ice realiza-

tions. For a point-like emitter in the far field (d� λeff ) and given a weak absorption coefficient compared to the scattering

10

https://doi.org/10.5194/tc-2022-174
Preprint. Discussion started: 21 October 2022
c© Author(s) 2022. CC BY 4.0 License.



Figure 2. Sketch of a Digital Optical Module (DOM), the fundamental building block of IceCube, showing all major sub-assemblies. Figure

Credit: IceCube

coefficient, the arrival time distribution u(t), that is the density function belonging to the light curves, at a distance d from an185

isotropic source is described by a Green’s function (Ackermann et al., 2006) as

u(d,t) =
1

(4π ·Dt)3/2 · exp
(
− d2

4Dt

)
· exp

(
− tcice
λa

)
, (5)

whereD = ciceλeff/3 is the diffusion constant. As evident from this equation, the time of the rising edge is generally sensitive

to the scattering coefficient, while the slope of the tail is determined by the absorption coefficient. While this behaviour is

generally also observed outside the far field, the Green’s function is inaccurate in the semi-diffuse regime given by the clean,190

layered ice and at the sensor spacings used in IceCube. Thus, the photon propagation needs to be fully modeled in simulation.

This is achieved through the use of photon propagation software, namely the "photon propagation code" (PPC) (Chirkin,

2013a).

PPC aims to be a full first-principle simulation, tracking each photon individually and as accurately as possible. For every

created photon the total lifetime, or absorption weight in multiples of absorption lengths, is sampled from an exponential195

distribution with unity scale. Next the distance to the next scattering process is determined in the same fashion and the photon

is moved through a depth layered ice model along its current propagation direction towards the next scattering center. For each

layer traversed, the length multiplied with the local absorption/scattering coefficient is subtracted from the current absorption

/ scattering weight. When the scattering weight reaches zero, the scattering site has been reached and the photon is deflected

11

https://doi.org/10.5194/tc-2022-174
Preprint. Discussion started: 21 October 2022
c© Author(s) 2022. CC BY 4.0 License.



Figure 3. Example LED flasher event. DOMs which registered associated light are color coded according to the relative arrival time (yellow

being early, purple late). The size denotes the recorded intensity in logarithmic proportions.

according to the modeled scattering function. The scattering transport process is repeated until the photon is either absorbed,200

as the absorption weight reaches an epsilon cut-off value, or the photon is incident on a DOM and stored for later processing.

PPC has been in active development and use since 2009. As photons propagate independently of each other, their simulation

is an ideal use-case for parallelization using Graphics Processing Units (GPUs). Using a single GPU, the full paths of ∼ 108

photons can be simulated per second, corresponding to simulating one full LED flash in 100 seconds. Computational resources

are still the limiting factor in these studies, in particular when it comes to evaluating systematic uncertainties through repeated205

analysis under slightly perturbed assumptions. For this study simulations amounting to roughly 400‘000 GPU hours have been

performed on the IceCube computing cluster.
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Figure 4. Example flasher light curve in 25 ns binning. DOM 50 on string 1 emits light which is detected by DOM 55 on string 8 about

150 m away. The data is averaged over 240 repetitions. The simulation is averaged over 10 repetitions.

3.3 Likelihood analysis

The photon propagation described in the previous section enables reproducing (LED) events in simulation, given a set of

model parameters including a realization of the ice properties. Most ice calibration studies perform an optimization of the ice210

assumptions by minimizing the discrepancies between simulated and measured LED events. In practice, best estimators for

the ice properties are obtained through a log-likelihood minimization, where a single likelihood value is computed for every

pair of emitter and receiver DOMs. For this purpose, the experimental and the simulated events are averaged over the number

of repetitions in this LED configuration (usually around 200 in data and 10 in simulation). The light curve of each receiving

DOM is then binned in time using a Baysian Blocking (Scargle, 1998) algorithm, where each bin is multiples of 25 ns long215

and balances maximizing photon statistics per bin and accurately describing the rate of change of photon counts at the rising

and trailing edges.

The per-event average expectation in each bin is a function of the sampled ice properties and nuisance parameters, such as

a per-LED light yield, a timing offset of the light emission with regard to the LED trigger and the absolute LED orientations.

The likelihood function used for comparing this expectation to data is given by220

− lnL=
∑

i

[
si ln

si/ns
µis

+ di ln
di/nd
µid

+
1

2σ2

(
ln
µid
µis

)2
]

(6)
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where i denotes a receiver DOM and time-bin of its light curve, si and di the photon count in simulation and data for this bin,

respectively, ns and nd the simulation repetitions and number of data events, σ the model error and µs and µd the simulation

and data expectation values. − lnL is abbreviated as LLH in the following.

The model error takes into account potential discrepancies in reproducing data with a simulation that may be incomplete or225

may use non-ideal parametrizations. Using the model error, it is assumed that a difference between the expectation values of

simulation and data can exist even at the best fit point, µs 6= µd 6= (si + di)/(ns +nd). This is modeled through the penalty

term in the likelihood (Chirkin, 2013b). This extension also requires an optimization of the now in-principle independent

expectation values within the likelihood calculation and is performed as described by Chirkin (2013b).

This likelihood (Chirkin, 2013b) improves on a common Poisson likelihood by taking into account the uncertainty of the230

expectation caused by the small statistics of the simulated data compared to the experimental data. Therefore, the expectation is

optimized including the knowledge of the limited statistics of both the simulated and experimental data. In the limit of infinite

statistics of simulated data this likelihood converges to a saturated Poisson likelihood.

DOM noise rates are added to the likelihood as a sum with si, where a constant noise rate of 500 Hz is assumed. DOMs with

a total per-event photon count exceeding 500 are excluded from the likelihood calculation to avoid biases from saturated photo-235

multipliers. In addition, only bins within −500 ns to 1000 ns around the peak of each light curve are included in the likelihood

calculation, thus minimizing the effect of noise or Cherenkov photons from particle interactions accidentally overlapping with

the LED events. This also minimizes the impact of afterpulses, a photomultiplier effect which leads to artificial pulses some

time after a bright illumination and which is not modeled as part of the LED simulation.

The parameters of the ice model are generally obtained through likelihood scans, where each scan point is one realization of240

the ice model parameters tested against flasher data. The timing offset and LED intensity nuisance parameters are optimized

for each realization analytically and through a number of low statistics iterations.

The likelihood method described above does not, in general, fulfill Wilks’ Theorem (Wilks, 1938), which would, under

certain conditions, allow one to approximate the distribution of the likelihood ratio between the best-fit and null hypotheses with

a chi-squared distribution. As such, the log-likelihood contour of a one dimensional likelihood scan enclosing the minimum by245

a ∆LLH of 1 does not represent a 1σ statistical uncertainty. Instead, the spread in LLH values equivalent to the 1σ uncertainty

is obtained by re-simulating a realization close to the optimum a number of times and computing the standard-deviation of the

resulting LLH values.

Fitting the flasher data, the statistical errors on the ice properties, in particular the layered absorption and scattering co-

efficients, are entirely due to the limited simulation statistics, but generally remain below 1%. Thus the statistical error is250

subdominant compared to systematic biases introduced through incomplete modeling. This bias is hard to quantify, in partic-

ular due to the enormous computational cost. Taking into account the limited knowledge of the relative detection efficiencies

of the DOMs, the discrepancy between fitted values using only horizontal or only tilted LEDs and different realizations of the

modeled scattering function, the systematic uncertainty on the scale of absorption and scattering coefficients is estimated to be

around 5%.255
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Figure 5. Stratigraphy of fitted absorption and scattering strength. Properties above the detector (<1450 m] are taken from AMANDA

measurements (Ackermann et al., 2006), or are extrapolated from dust logger data. Properties below (>2450 m] are extrapolated using the

stratigraphy as obtained from the EDML ice core (Bay et al., 2010) and ice age vs. depth curve from Price et al. (2000).

3.4 The South Pole Ice Model (SPICE)

Employing the experimental and analysis methods described above, absolute absorption and scattering coefficients and their

wavelength scaling have been measured for all instrumented depths as described in detail by Ackermann et al. (2006) and

Aartsen et al. (2013d). The resulting model, called the "South Pole Ice Model" (SPICE), continues to be updated and refined

as new aspects of the instrumentation such as the properties of the refrozen drill columns (Chirkin et al., 2021) as well as260

previously unconsidered features in the ice begin to be modeled. The stratigraphy used as the starting point for this study is

shown in Figure 5. At the instrumented depths, absorption lengths mostly exceed 100 m, with the most significant exception

being a region at around 2000 m, in IceCube commonly referred to as "the dust layer". This has been associated with a period

of continuously elevated dust concentrations during stadial around 65,000 years ago (Ackermann et al., 2006).

While primarily developed and employed for the simulation of particle interactions, the deduced model parameters are also265

informative of ice properties in general. Most prominently the lowest measured absorption coefficients now serve as reference

for a upper limit on ice intrinsic absorption as compiled by Warren and Brandt (2008). The technique of time-resolved photon

counting has recently also been adopted by Allgaier et al. (2022) to deduce impurity concentrations in firn.
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3.4.1 Layer undulation

One relevant complication is the layer undulation over the footprint of the array. As established from ground penetrating radar270

sounding (Fujita et al., 1999) ice isochrons can be traced over thousands of kilometers. While the ice surface is generally flat,

deeper layers tend to gradually follow the topography of the underlying bedrock, with additional features such as upwarping

and folds in basal ice (Cooper et al., 2019; Dow et al., 2018; MacGregor et al., 2015).

Available radar data generally does not have the spatial resolution required to map features within the footprint of IceCube.

Instead the depth offset of characteristic features as observed in the dust logger data from seven different IceCube holes has275

been used to interpolate the depth-dependent layer undulations assuming laminar flow as described by Aartsen et al. (2013a).

Layers with roughly constant scattering and absorption change in depth by as much as 60 m as one moves across the ∼ 1 km

detector. This gradient is mainly found along the SW direction, orthogonal to the flow direction. At the location of IceCube,

the ice flows in the direction grid NW at a rate of about 10 m/year (Lilien et al., 2018), slowly draining into the Weddell sea

after flowing through the Pensacola-Pole Basin (Paxman et al., 2019).280

Within the context of the ice model, the depth offset at which a given ice layer is encountered relative to the stratigraphy as

defined in the center of the detector is generally referred to as "tilt". Work is currently ongoing to further refine the modeling

of layer undulation by incorporating data from ground penetrating radar data as well as fits to LED data.

4 The ice optical anisotropy

4.1 Experimental signature285

Naively, the amount of light received from an isotropic source should not depend on the direction of the receiver with respect to

the emitter. However, if we consider many DOMs, each with their 12 calibration LEDs and at a random azimuthal orientations

in the refrozen drill holes, as isotropic emitters, and we average observations along different directions of emitter-receiver pairs

of DOMs, we find a significant directional dependence. About twice as much light is observed along the direction of the ice

flow compared to the orthogonal ice tilt direction when measured at distances of ∼125 m, as seen in Figure 6. This ice optical290

anistropy was first seen in 2013 (Chirkin, 2013d), and is here called the ice optical anisotropy. The experimental arrival time

distributions are nearly unchanged compared to a simulation expectation without anisotropy (as will be evident in Figure 8).

4.2 The anisotropy axis

A determination of the axis of the ice optical anisotropy can be achieved independent of any model assumption, by fitting the

phase of the sinusoidal intensity modulation as shown in Figure 6. To obtain spatial resolution, the data is binned in emitting295

DOMs, either within a tilt-corrected depth range or by string number. Thus the data is dominated by propagation in a given

depth range or in the vicinity of a given string. Figure 7 shows the resulting anisotropy axes.
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Figure 6. Ice optical anisotropy seen as azimuth dependent intensity excess in flasher data. Each dot is the observed intensity ratio for one

pair of light emitting and light detecting DOMs comparing data to a simulation with no anisotropy modeling enabled. The tilt and flow

directions are shown for reference.

The anisotropy axis is seen to have constant direction throughout the entire detector and is considered constant for all

following investigations. The resolution is around 1° everywhere, except in the strongly scattering and absorbing dust layer.

Edge strings are also disregarded as the lack of symmetric neighbors potentially leads to biased results.300

The absolute direction is 130◦ in the IceCube coordinate system (azimuth of 0◦ is defined with respect to the positive x-

axis in Figure 7 and runs counterclockwise), equivalent to the 40◦W meridian in the universal polar stereographic coordinate

system, and is in excellent agreement with present day flow direction as measured using a GPS stake field by Lilien et al.

(2018).

As a part of the models described in sections 4 and 5 a possible elevation angle to the anisotropy axis has been considered.305

In both cases a near constant elevation angle of on average 5◦ has been fitted. However, this fit is difficult to completely

disentangle from effects that may arise as a result of mis-modeling of the layer undulations or the optical properties of the

refrozen drill holes (Chirkin et al., 2021). As the resulting improvement in data-simulation agreement was seen to be small,

this additional complication is not further considered here. As will be explained later, this elevation angle would directly relate

to an elevation angle of the crystal orientation fabric. As this is a parameter which is hard to accurately obtain from ice core310

data, it may be further investigated in the future.

4.3 Early empirical modeling

Following the paradigm that ice optical properties are driven by Mie scattering on impurities, early attempts tried to model

the anisotropy through directional modifications of absorption and scattering. In the original parameterization presented by
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Figure 7. Measured anisotropy axes as a function of lateral position averaging over all depth (top) and as a function of depth averaging over

all strings (bottom). Strings on the perimeter of the detector have been excluded, as the lack of symmetric neighbors leads to potentially

biased results. The sensitivity is greatly reduced in the region of strongest scattering around 2000 m. The dashed line indicates the anisotropy

angle averaged over all strings.

Chirkin (2013d), it was argued that due to time and space reversal symmetries the absorption length and geometric scattering315

length cannot be direction dependent. Therefore the anisotropy was implemented as a modification to the scattering function,

the only remaining Mie scattering parameter.

Instead of evaluating the scattering function f(cos(θ)) with respect to the true orientation of the in-going and out-going

photon directions nin and nout, the scattering function is evaluated in terms of a stretched coordinate system:

f(nin ·nout)→ f(kin ·kout), (7)320

where the transformation is introduced through a matrix A:

kin,out =
A ·nin,out
|A ·nin,out|

. (8)

When written in terms of a basis with the flow direction along the x-axis and the z-axis along the true zenith, the matrix is

diagonal and can be expressed as:

A=




α 0 0

0 β 0

0 0 γ


= exp




κ1 0 0

0 κ2 0

0 0 κ3


 . (9)325
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Figure 8. Comparison of fit quality achieved with different models for the ice optical anisotropy. Shown are photon arrival time distributions

(summed counts in 25 ns time bins) for all nearest-pair emitters and receivers, roughly aligned along and perpendicular the ice flow. While

the array geometry is well aligned with the flow axis, the nearest inter-module propagation direction perpendicular to the flow is roughly

30◦ off. The "absorption" and "scattering" models represent an ad-hoc, directional modifications to Mie scattering and absorption, but are

unable to describe timing and intensity simultaneously. "Birefringence" refers to the microstructure based effect introduced in this paper. A

combination of the "absorption" and "birefringence" model yields the closest match to data to date.

In order to conserve the direction-averaged effective scattering coefficients, which have been fitted to a high accuracy prior to

the discovery of the anisotropy, it is further required that:

α ·β · γ = 1 or equally κ1 +κ2 +κ3 = 0 (10)

While not derived from first-principle Mie calculations, the parametrization was justified to be a plausible result of elongated

impurities becoming preferentially aligned by the flow and thus introducing a direction dependence to the scattering function.330

While several glaciological studies (Potenza et al., 2016; Simonsen et al., 2018; Gebhart, 1991) explore the shapes of impurities,

elongations for different impurities are not well established, nor is there to our knowledge any evidence for elongated impurities

becoming oriented with the flow.

In order to better understand the effect, it is helpful to derive a small-angle approximation of the modification to the average

scattering angle:335

beff,new
beff

=
1−〈cosθ〉

1− g =
1
2
· (BinBin−niBinnjBjn) · |An|2 (11)
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with B =A−1 and g being the direction averaged 〈cosθ〉. It is evident that the parametrization changes the effective scattering

coefficient as a function of the propagation direction. Photons propagating along the flow axis experience less scattering than

photons propagating along the tilt axis or inclined from the horizontal.

Using this parametrization, the anisotropy strength averaged over the entire detector was fitted to κ1 =−8% and κ2 = κ3 =340

4% (Chirkin, 2013d). An evaluation of the data-simulation agreement is shown in Figure 8. It shows summed photon arrival

time distributions for all nearest emitter-receiver pairs, roughly aligned along and perpendicular to the ice flow for a variety

of anisotropy models and the employed flasher data. This model results in more intensity being observed along the flow axis.

However, there remains substantial disagreement between the model and the observed data. As scattering is reduced in the flow

direction light arrives earlier on average. The resulting change in the rising edge position is strongly penalized in the fit and345

limits the amount of intensity that can be recovered.

To reduce the shift of the rising edge, a directional modification to Mie absorption was considered as an alternative. This

can be realized using an ellipsoidal scaling of the coordinate system similar to that described by Equation 9, but applied to the

depth dependent Mie absorption coefficients at the time of propagation. This modulates the absorption coefficient by a factor

exp(κ1−κ2) between the flow and tilt directions. A factor of nearly 11 was required to fit the data, which seems unphysical.350

As evident from Figure 8, this model results in a delayed rising edge for propagation along the flow direction as desired, and

did result in an improved data description compared to the scattering based model described earlier, but is also unable to fully

match the intensity difference to data.

To conclude, while resulting in partially successful effective descriptions, directional modifications to Mie scattering or

absorption cannot reproduce observations nor are such modifications well motivated on first principles.355

5 Light diffusion in birefringent polycrystals

Departing from the paradigm that optical properties are purely driven by impurities, let us consider the impact of the micro-

structure of the ice itself on light propagation.

Light diffusion in birefringent, polycrystalline materials has been discussed as early as 1955 by Raman and Viswanathan

(1955). While the literature agrees that the combined effect of ray splitting on many crystal interfaces will lead to a continuous360

beam diffusion, the resulting diffusion patterns remained largely unexplored. Price and Bergström (1997) already considered

this average overall diffusion in the context of Cherenkov Neutrino telescopes, but disregarded it as subdominant compared to

scattering on impurities.

In a homogeneous, transparent and non-magnetic medium the relation between the electric field and the displacement field

as well as the magnetic fields is given as (Landau and Lifshitz, 1960):365

B = H, D = εE (12)

As the dielectric tensor ε is symmetric, one can always find a coordinate system where it is diagonal ε= diag(n2
x,n

2
y,n

2
z),

with ni being the refractive index along the given axis. Uniaxial crystals, such as ice in glacial environments, have two distinct
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(a) Ordinary ray (b) Extraordinary ray

Figure 9. Orientation of all electromagnetic vectors for the ordinary and extraordinary ray with respect to the crystal axis (c-axis). See text

for detailed explanation of this figure.

refractive indices: nx = ny ≡ no 6= nz ≡ ne. The axis of the refractive index ne defines the optical axis and coincides with the

c-axis.370

A light ray entering a uniaxial crystal is split into an ordinary wave and an extraordinary wave of orthogonal polarizations.

Figure 9 visualizes the orientations of all electromagnetic vectors, the plane spanned by the optical axis c and the wave vector

k is highlighted in grey. The electric field vector E and the displacement vector D for the ordinary wave are always co-linear

to each other and perpendicular to both the optical axis of the crystal and the parallel propagation vectors k and S. However,

the electric field E for the extraordinary wave is not, in general, perpendicular to the propagation vector k. It lies in the375

plane formed by the propagation vector and the displacement vector. The electric field vectors of these waves are mutually

orthogonal (Zhang and Caulfield, 1996). The energy flow is given by the Poynting vector S = c
4πE×H . For the extraordinary

wave, the Poynting vector S is not parallel to k.

While the ordinary ray always propagates with the ordinary refractive index no, the refractive index of the extraordinary ray

depends on the opening angle θ between the optical axis and the wave vector k (as described in a later section with Equation380

15). The difference to no is largest when the optical axis and the wave vector are perpendicular. In this case the extraordinary

ray propagates with the refractive index ne.

The birefringence strength can be expressed as:

β =
(
ne
no

)2

− 1. (13)

For ice β is ≈ 2 · 10−3 across the entire visible wavelength spectrum. Refractive indices at specific wavelengths can be found385

in Table 1.
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wavelength λ (nm) no ne β

405 1.3185 1.3200 2.3 · 10−3

436 1.3161 1.3176 2.3 · 10−3

492 1.3128 1.3143 2.3 · 10−3

546 1.3105 1.3119 2.1 · 10−3

624 1.3091 1.3105 2.1 · 10−3

691 1.3067 1.3081 2.1 · 10−3

Table 1. Refractive indices of ice taken from Petrenko and Whitworth (2002)

5.1 Analytic calculation of a single grain boundary transition

Assuming an arbitrary ray incident on a plane interface, we first calculate the four possible wave vectors, the ordinary and

extraordinary refracted rays and the ordinary and extraordinary reflected rays. Given the wave vectors, the four associated

Poynting vectors are calculated from the boundary conditions, yielding the energy flow and as such probable photon directions.390

5.1.1 Wave vectors

Figure 10 shows the situation at hand: An incoming wave vector k intersects the interface and is split into four outgoing wave

vectors r. The coordinate system can always be chosen such that the surface normal n is along the y-axis and that the surface

components of k, and as such r, are along the x-axis. Here we implicitly assume, as an approximation, that the boundary

surface is a perfect plane infinite in its extension, and, without a loss of generality, that the incoming and outgoing waves are395

all plane waves.

Because of translational symmetry of the interface surface, the surface components of all wave vectors are identical (Landau

and Lifshitz, 1960): kx = rx. As the wave number is given by k = 2π
λ , we can define a vector n such that k = ωn/c, whose

magnitude n is the direction-dependent refractive index n=
√
ε(θ). As such the magnitude of the wave vector is proportional

to the refractive index and we shall simplify |k|= n in the following.400

Outgoing ordinary rays

Given the magnitude no and surface component kx of the wave vector the y-component is:

ry =±
√
n2
o− k2

x (14)

The outgoing ordinary ray of an inbound ordinary ray is not deflected, as it does not see a change in refractive index. In the

case of no birefringence, one obtains Snell’s law for refraction and the usual law for reflection (ry =−ky).405
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Figure 10. Sketch of wave vectors for the incident, reflected and refracted rays. The surface component is identical for all rays.

Outgoing extraordinary ray

Determining ry for the extraordinary rays follows the same logic, only with a refractive index which depends on the opening

angle θ between the outgoing wave vector r = (rx, ry) and the optical axis a = (ax,ay,az):

1
n2

=
1
n2
e

+
(

1
n2

0

− 1
n2
e

)
· cos2 θ (15)

The optical axis is given by the optical axis of medium 1 for the reflected and of medium 2 for the refracted ray. Rewriting410

cos(θ) as scalar product between the wave vector and the optical axis gives:

1
n2
e

+
(

1
n2
o

− 1
n2
e

)
· (axrx + ayry)2

n2
− 1
n2

= 0. (16)

Here n2 = r2 = r2x + r2y . The solution is:

ry =
−βaxayrx±

√
D

1 +βa2
y

(17)

with:415

D = (βaxayrx)2− (1 +βa2
y)(r2x · (1 +βa2

x)−n2
e) (18)

= n2
e · (1 +βa2

y)− r2x · (1 +β · (a2
x + a2

y)) (19)

Of the two solutions the direction appropriate for the reflected/refracted ray is chosen and the other discarded. In the case of

no birefringence (β = 0) we again obtain the solution for the ordinary ray.

23

https://doi.org/10.5194/tc-2022-174
Preprint. Discussion started: 21 October 2022
c© Author(s) 2022. CC BY 4.0 License.



5.1.2 Poynting vectors420

Once the wave vector directions are determined, the boundary continuity conditions can be written for normal components of

D and B, and for tangential components of E and H . If n is a normal vector perpendicular to the interface surface, we have:

n ·D1 = n ·D2, n ·B1 = n ·B2, (20)

n×E1 = n×E2, n×H1 = n×H2 (21)

Here the subscript 1 indicates the total sum of fields for incident and reflected waves, and the subscript 2 indicates the fields425

of the refracted waves propagating away from the boundary surface in the second medium. Since B = H two of the equations

above simply imply that B1 = B2 and H1 = H2. Together with the boundary conditions for D and E, this is a system of 6

linear equations. These equations are sufficient to determine the amplitudes of 4 outgoing waves: two reflected (ordinary and

extraordinary), and two refracted (also, ordinary and extraordinary). Since we only have 4 unknowns, 2 of these equations are

necessarily co-linear to the rest, if the wave vectors were determined correctly.430

From the solution to the linear equation system the Poynting vectors and as such the photon directions of the (up to) four

outgoing rays are calculated. The relative intensity of these rays, as usually denoted in Fresnel coefficients, is derived from the

Poynting theorem, which for our case (no moving charges, no temporal change in total energy) is given as
‹

∂V

S · dA = 0 (22)

where ∂V is the boundary of a volume V surrounding the interface. The choice of volume is arbitrary. A simple choice is a box435

around the interface. In the limit of an infinitely thin but wide box, it is evident that the sum of Poynting vector components

normal to the interface plane is conserved.

Evanescent waves, i.e. waves with a complex wave vector, which decay away from the boundary surface and arise when the

discriminant in the wave vector equation (Eq. 18) is negative, will necessarily yield vanishing contributions to such sum. As

the photon interacts with a boundary there is a brief flow of energy along the surface boundary within evanescent solutions (if440

any), but no energy flows away from the boundary within such solutions. The evanescent waves need to be considered when

solving the boundary conditions as given in Equation 21.

After deriving the solution presented here, we learned of the paper by Zhang and Caulfield (1996) and found that our

approach is similar to the one they described.

5.2 Simulating diffusion patterns445

Based on the calculations above, a photon propagation simulation for birefringent polycrystals was implemented in C++. At

each grain transition, the outgoing photon is then chosen randomly, with probabilities proportional to the (up to) four normal

components of the non-evanescent Poynting vectors, so to account for the relative intensities.

The resulting diffusion patterns, defined as the distribution of photon directions after crossing a given number of grains,

depends on two factors related to the polycrystal configuration.450
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The assumed probability density distribution of c-axis orientations, that is the crystal orientation fabric, determines the

refractive indices a photon will encounter. As measured c-axis distributions offer limited statistics and are restricted to the

encountered fabric states, it is here necessary to statistically sample generic c-axis distributions. Appendix A briefly summarizes

the different kinds of fabric and describes the approach developed to sample an arbitrary number of c-axes based on Woodcock

parameters, the usually published statistical moments associated to the fabric orientation tensor. Woodcock parameters for455

the ice at the South Pole are available from the South Pole Ice Core, SPC14 (Casey et al. (2014), drilled by the SPICEcore

project in 2014–2016 at a location ∼1 km from the IceCube array using the Intermediate Depth Drill designed and deployed

by the U.S. Ice Drilling Program (IDP) (Johnson et al., 2014)). It reached a final depth of 1751 m (Winski et al., 2019)), which

corresponds to an ice layer depth of ∼1820 m in the IceCube coordinate system accounting for the layer undulation between

the two reference points. The c-axis distributions have been measured by Voigt (2017) at all depths and show an exceptionally460

clean girdle fabric at the overlapping depth.

As evident from Snell’s law, in addition to the change in refractive index, the slope of the interface surface also dictates

the refraction angle at a grain boundary transition. Thus the distribution of grain boundary plane orientations, resulting from

a given grain shape, needs to be modelled in addition to the crystal orientation fabric. Appendix B shows that the surface

orientation density of an ensemble of ice crystals, simulated as a polyhedral tessellation of a volume, can be approximated465

using a tri-axial ellipsoid that represents the average shape. For a generalized ellipsoid the diffusion patterns are thus not only a

function of the opening angle between the initial photon direction and the flow (as expected from the crystal orientation fabric),

but depend on the absolute zenith and azimuth orientation of the propagation direction with respect to the flow. Employing an

alternative parametrization, developed prior to the one introduced in section 6.1, it was determined early on that fully tri-axial

ellipsoids offer no advantage to describing the flasher data compared to prolate spheroids, where the major axis is aligned with470

the flow and the horizontal and vertical minor axes are identical. These spheroids, described by the size of the major axis and

an elongation, are what we restrict ourselves to here. Grain size and shape distributions have not yet been fully published by

the SPICEcore collaboration, but are expected from preliminary material shown at conferences (Alley et al., 2021) as well as

other cores (Weikusat et al., 2017; Lipenkov et al., 1989; Stoll et al., 2021; Faria et al., 2014a) to be on the mm-scale with

elongations of at most a factor of two.475

Simulated diffusion patterns after 1000 boundary crossings for four initial propagation directions relative to the flow axis

and assuming on average spherical grains as well as a perfect girdle fabric are shown in Figure 11. The overall diffusion is

largest when propagating along the flow direction and becomes continuously smaller towards the tilt direction. For intermediate

angles the distribution is slightly asymmetric, resulting in a mean deflection towards the ice flow axis. The diffusion being

largest along the flow axis results in a reduction of intensity in this direction, which is contrary to observations. The deflection480

however slowly diverts intensity from the tilt direction and overpopulates the flow (see Figure 12) direction. Thus a good fit to

the data should be obtainable by finding the right combination of crystal orientation fabric, shape and crystal size as it changes

the number of crystals per distance (see section 6.1).

To validate our calculations and implementation, a polycrystal was realized in Zemax, a commercial optics simulation

program, using a polycrystal tesselation simulated using Neper: Polycrystal Generation and Meshing (Quey et al., 2011) and485
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Figure 11. Example diffusion patterns after photon propagation through 1000 crystals (roughly equivalent to 1 m) with a perfect girdle distri-

bution of c-axis orientations. The initial direction is perpendicular to the picture. The figures show histograms of the x and y components of

the final propagation directions (nx and ny). The subtle effect of photon scattering towards the ice flow (with components (sin(α),0,cos(α))

in this example, α= angle between initial photon direction and ice flow) can be seen. Left: Propagating along the flow. Right: Propagating

along the tilt direction. The change in diffusion as well as the slight asymmetry for intermediate angles are visible.

Figure 12. Artist illustration visualizing the deflection concept. Without birefringence light streams out radially from an isotropic light source.

With birefringence rays get slowly deflected towards the flow axis. (The effects of scattering and diffusion are not shown. The hexagonal

pattern of the IceCube array around the light source is shown; DOMs which detected photons are indicated similarly as in Fig. 3.)
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exporting each interlocking monocrystal as a CAD object. The same quantitative behavior as described above is reproduced,

however this approach does not allow for a flexible configuration and is slow to simulate a reasonable photon statistics

5.3 Comparison to fabric-induced anisotropies in radar measurements

Before incorporating the diffusion patterns into the overall IceCube simulation and fitting new ice parameters, we will discuss

some conceptual differences of the birefringence-induced optical anisotropy in comparison to birefringence effects in radar490

measurements, which many readers may be more familiar with.

When probing the ice with radio waves the employed wavelength is orders of magnitude larger then the crystal size. Thus the

waves do not interact with individual grains, and propagation is only influenced by the bulk dielectric tensor, weighting the per-

crystal dielectric tensor with their relative occurrence and gradually changing as function of location. Since the birefringence

strength β = (ne/no)2− 1 is an order of magnitude larger in radio (β ∼ 1%) compared to optical (β ∼ 0.2%), the available495

observables are primarily direction-dependent timing delays (either of the entire pulse, or measured as a phase difference)

and–for polarimetric systems–changes in the received polarization with respect to the emitted polarization.

Given the timing precision of IceCube, and given the low birefringence strength in the optical regime, the effect of bire-

fringence on timing will not be relevant here. Even assuming the unrealistic case where one ray propagates purely with the

ordinary and another with the extraordinary refractive index, the propagation delay over 250 m would only amount to ∼ 1 ns,500

which is undetectable with IceCube. Polarization is also not an available observable using IceCube data. Since each crystal

effectively acts as a polarization analyzer and a large number of these is randomly sequenced, the diffusion patterns also do not

depend on the initial polarization.

Instead, since the wavelength is small compared to the crystal size, light rays experience the individual grains as distinct

objects and slowly diffuse through the continued refractions and reflections at the grain boundaries. Given a mean elongation505

or equivalently a preferential c-axis distribution in addition to the diffusion, rays get on average slowly deflected towards the

elongation axis. To our knowledge this is a newly discovered optical effect, not described in the literature before.

6 The birefringence ice model

6.1 Parametrizing diffusion patterns

Diffusion patterns have been simulated for a wide range of spheroid elongations (1-3) and fabric parameters (spanning the510

plane of Woodcock parameters between 0.1 and 4 in both dimensions). As evident from the example in Figure 11, these diffu-

sion patterns have a strong central core with a broad large-angle tail. The tail is dominated by single large angle reflections and

as such scales linearly with the number of crystal crossings. We found that the precise simulation of the tail is unimportant, in

particular as shape uncertainties of the Mie scattering function far outweigh the errors introduced by a simple parametrization.

Therefore the distribution is modeled as a 2d-Gaussian on a sphere, lending itself to usual scaling (with distance) relationships515

for mean displacement and width. The distributions are very slightly skewed towards the flow axis, and are slightly better de-
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scribed by a skewed Gaussian. A number of more complicated functions were also fit with good success in precisely describing

the underlying distribution. Figure 11 in fact uses a function with ten parameters to illustrate all features of the distribution

without statistical fluctuations. These were however abandoned, as no simple distance scaling could be established.

The three parameters of the diffusion pattern modeled with the 2d-Gaussian on a sphere are the two widths (in the directions520

towards the flow, σx, and perpendicular to it, σy), and a single mean deflection towards the flow, mx. The mean deflection

in the perpendicular direction was zero for all cases that we chose to include into the final model (i.e., single-axis ellipsoids

for particle shape and selected crystal fabric configurations). Because we mainly simulate small deflections (ignoring the long

tails), we simulated the 2d Gaussian in Cartesian coordinates, and then projected that to the sphere with an inverse stereographic

projection. The three quantities were fitted to the following functions of angle η of the initial photon direction with respect to525

the ice flow, for simulations with a fixed number of 1000 crystal crossings:

mx = α · arctan(δ · sinη cosη) · exp(−β sinη+ γ cosη) (23)

σx,y =Ax,y · exp(−Bx,y · (arctan(Dx,y sinη))Cx,y ). (24)

These functions were found to describe all considered crystal realizations with only 12 free parameters (Ax,y ..Dx,y and α..δ).

Figure 13 shows the mean deflection for nine crystal configurations. Note that increasing elongation has a stronger effect530

compared to a strengthening fabric, i.e. increasing the value of the Woodcock parameter ln(S2/S3).

6.2 Applying diffusion patterns in photon propagation

During normal photon propagation directions are only updated upon scattering. To minimize the additional computational

burden, the new birefringence anisotropy is discretized and also evaluated only at the scattering sites. This requires scaling the

diffusion, deflection and displacement derived from simulation through 1000 grains to the number of traversed grains between535

two scattering sites. This introduces a new model parameter, the average grain size, and also requires taking into account

the different average crystal chord lengths as a function of propagation direction (as described in Rongen (2019)), further

increasing the importance of elongation over fabric.

The grain size distribution, that is the size distribution of ice mono-crystals, defines the distance between interface crossings.

As would be expected from a diffusion process, and was confirmed in simulation, the deflection scales linearly and the diffusion540

scales with the square root of the number of traversed grains n (σx,y ∝
√
n and mx ∝ n). The overall ice diffusion strength,

including both Mie scattering as well as the birefringence-induced diffusion, has previously been measured to great accuracy.

To decouple the fitting of anisotropy properties from this overall ice, the effective scattering Mie coefficient was reduced by

the amount resulting from the birefringence-induced light diffusion assuming on average isotropic photon directions.

Updating not only a photon’s direction with deflection due to birefringence, but also the photon coordinates (as it shifts545

transversely with respect to straight-path expectation) at the next Mie scattering site, improves the agreement with data in

the final fit. Due to the simple physics of cumulative photon deflections, the effect can be simulated at a small additional

computational cost and with no additional parameters. Assuming without loss of generality that all birefringence deflections

happen at constant distance interval ∆l and that these can be sampled from the same distribution (which depends on the initial
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Figure 13. Deflectionmx as described in the text as a function of opening angle to the flow for a number of crystal configurations. The black

curves were fitted through the blue, simulated points using the functional form introduced in Equation 24.

photon direction), as the individual and even final calculated deflections are very small, we can express the new photon direction550

n and coordinates r after N deflections as:

n = n0 +
N∑

i=1

∆ni, (25)

r =
N∑

i=1

ni ·∆l = ∆l ·N ·n0 ·+∆l ·
N∑

i=1

i∑

j=1

∆nj (26)

The second term in each of the two expressions above describes a cumulative direction change δn and relative coordinate

update δr respectively (we note that the total distance traveled is L= ∆l ·N ). We can now calculate, that in the limit of large555
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N we get

〈δr〉= 〈δn〉L
2
, (27)

〈∆(δr− δnL
2

)2〉= 〈∆(δn)2〉 · L
2

12
, (28)

〈∆(δr− δnL
2

) ·∆(δn)〉= 0. (29)

∆ in the equations above is the variation (difference) from the mean of the quantity immediately following in brackets. These560

equations indicate that the coordinate update δr can be sampled from a distribution with a mean given by the first equation

(which could be approximated by propagating the photon half the distance with initial direction vector and the other half with

the final direction vector), and variance given by the second equation. Because there is no correlation between the residual in

the variance and the deflection vector, as shown by the third equation, the variance can be sampled using the already tabulated

birefringence parameters independently from sampling the variance of the deflection vector.565

6.3 Fitting to flasher data

Besides the anisotropy direction already discussed in section 4.2, the model described above requires four parameters to specify

a birefringence anisotropy realization; crystal size and elongation and the two Woodcock parameters lnS1/S2 and lnS2/S3 .

Additionally allowing for a correction to the previously established total absorption and scattering coefficients adds two more

parameters. As minimizing all six parameters for all 100 depth layers in the ice model is not computationally feasible, we570

need to simplify the model by identifying some parameters which are either depth independent or have a small effect on the

data-simulation agreement.

The required pre-fits, as well as the final depth evaluation, were performed following the method described in Aartsen

et al. (2013d) by minimizing the summed LLH comparing the single-LED data set (where all 12 LEDs were flashed one at

a time on all in-ice DOMs ) with the full photon propagation simulation of these events taking into account precisely known575

DOM orientations as measured in Chirkin et al. (2021). Fits for individual layers were carried out by only including LEDs

situated within the considered (tilt corrected) ice layer into the LLH summation. This method offers a reduced depth resolution

compared to Aartsen et al. (2013d), but reduces computation time while making use of the full data. An example LLH space

at a depth of ∼1500 m is shown in Figure 14. During the pre-fits the following behavior was noted: Given a girdle fabric

(ln(S1/S2)>> ln(S2/S3)), the actual fabric strength has a small effect and cannot be distinguished by the data. Accordingly580

the fabric has been fixed to values as measured in the deepest sections of the South Pole Ice Core, SPC14, Voigt (2017)

(ln(S1/S2) = 0.1 and ln(S2/S3) = 4). The fit is largely degenerate in crystal elongation and size, with small, near spherical

crystals yielding similar results to larger, more elongated realizations. Thus, the elongation was fixed to 1.4, which is a good fit

at all layers and similar to the values as measured in the deepest parts of SPC14 (Alley et al., 2021).

Fitting the remaining parameters (absorption and scattering corrections and crystal size) for all layers yields a significant585

improvement as seen for example in the average light curves in Figure 8 (birefringence-only line). The best-fit still features

clearly visible discrepancies, such as an elevated intensity in the peak region in the case of propagation along the flow direction
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Figure 14. LLH space for one ice layer and a subset of parameters. Each panel shows a marginalized 2D space, each point being a simulated

ice realization, color coded by its LLH distance from the best fit. In this example, the absorption anisotropy is allowed to float (corresponding

to the final model). This example is particularly detailed and was used to understand the behavior of the pre-fits. In particular note the strong

degeneracy in crystal elongation and size (parameterized as the scale of the major axis). Near spherical crystals yield similar results to larger,

more elongated realizations. The final fit for size, scattering and absorption correction as performed for all layers generally contains around

100 tested realizations per layer.
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and too little intensity in the peak region in the case of propagation perpendicular to the flow direction. Problematically, the

crystal sizes required to obtain this result are on the order of 0.1 mm and as such far smaller than expected from the overlapping

SPC14 depths (Alley et al., 2021).590

After thoroughly checking both the assumptions and implementation of the birefringence model, it was decided to reintro-

duce scattering as well as absorption anisotropy, both following the formalism as described in section 4.3, into the fit. As would

be expected from the timing behavior, the fit does not make use of the scattering anisotropy, but surprisingly the absorption

anistropy is mixed into the birefringence model with a significant non-zero contribution. The fitted strength of the absorption

anisotropy is nearly depth independent with an average of κ1 = 0.6 and κ2 = κ3 =−0.3, resulting in a directional modulation595

of the absorption coefficients by a factor 2.45. This means a departure from a first-principle model, but was adopted for its

improvement in data-simulation agreement. After including the absorption anisotropy, absorption and scattering corrections

and the crystal size were again fitted for all layers.

7 Resulting ice model

Figure 15 depicts the best-fit stratigraphy of grain sizes. The overall grain size of ∼1 mm as well as the increase in size where600

the ice is older and cleaner at larger depths are as generally expected and measured in glaciology (Laurent et al., 2004; Alley

et al., 2021). As noted previously, the fit is largely degenerate in elongation and size. As a result the overall size scale is

somewhat unconstrained. Repeating the fit under the assumption of an elongation of 1.7 instead of 1.4 for example results in

on average 26% larger circle equivalent diameters.

As shown in Figure 8, the new model significantly improves in matching the flasher data light curves both in terms of timing605

and total intensity with regards to older models and overall achieves an excellent data-simulation agreement. While these light

curves only represent part of the full data, the average relative deviation of each model from the data in the plots as shown

is 8.5%, 3.3% and 2.4% for the scattering function based model, the birefringence-only model and after including the ad-hoc

absorption anisotropy respectively.

Wide-spread application in physics analyses requires large-scale simulations and is still in preparation. Nevertheless, first610

tests employing the ice model in direct-fit reconstructions (Chirkin, 2013c) of high-energy events (Aartsen et al., 2013c)

indicate that the improved data-simulation agreement seen in flasher data also translates to more accurate descriptions of

neutrino events.

8 Outlook

The model presented here is the first time that the ice microstructure is included in the modeling of ice optical properties at615

macroscopic scales. Due to the need to include absorption anisotropy, for which no first-principle explanation is known, there

appear to remain additional physical effects not fully accounted for by the first-principles model. At this point it remains unclear

whether the anisotropic Mie absorption is real or if it is an artifact from an incomplete modeling of birefringence effects.
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Figure 15. Best-fit crystal sizes as deduced in this analysis. The sphere-equivalent diameter denotes the diameter of a sphere with equivalent

volume to the fitted spheroid describing the average crystal size and elongation at each depth. Error bars denote the statistical uncertainty

only.

Inclusion of ice-intrinsic attenuation in the electromagnetic calculations in section 5 may already change the overall diffusion

patterns. In addition, birefringent materials also exhibit diattenuation where the imaginary index of refraction is polarization-620

and direction-dependent (Grechushnikov and Konstantinova, 1988). The overall imaginary refractive index of ice is largely

unknown (with upper limits derived from IceCube/AMANDA measurements (Ackermann et al., 2006) as mentioned earlier)

and diattenuation of ice in the optical has, to our knowledge, not been studied at all. A first step in exploring these options

will be to include per crystal (di-)attenuation into the electromagnetic modeling, with the complex refractive indices as free

parameters and fitting required values given different assumptions on the crystal orientation fabric.625

The only other known and currently neglected birefringence effect is photoelasticity. Photoelasticity describes the change in

refractive index due to applied stresses and is a property of all dielectric media, including ice. Ice is anecdotally known (Hobbs,

2010) to exhibit strong photoelasticity compared to its intrinsic birefringence strength. Yet, the stress optical parameters have

so far only been measured by Ravi-Chandar et al. (1994), for light of an unspecified wavelength, at an unspecified temperature
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Figure 16. Simulated intensity profiles as the Pencil Beam sweeps over a receiver given two different anisotropy models. A design sketch of

the Pencil Beam is shown superimposed.

and only for light propagating along the c-axis. Ravi-Chandar et al. (1994) arrived at a material fringe value of ∼ 67 kN/m.630

Taking this measurement at face value, unrealistically large internal stress of roughly 200 MPa would be required to match the

unstressed difference in refractive index.

To investigate the potential relevance of photoelasticity for light diffusion in deep glacial ice, the first step will be to repeat

the Ravi-Chandar et al. (1994) measurement and extend it to light propagating orthogonal to the c-axis. If photoelasticity adds a

significant contribution, it would allow the presented measurement to also probe the stress state of the sampled ice, in addition635

to the already studied microstructure.
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8.1 IceCube Upgrade

The IceCube Upgrade (Ishihara, 2021), planned to be deployed in 2025/26, marks the first extension of the IceCube Detector.

Over 700 additional modules, including a number of stand-alone calibration devices (Henningsen et al., 2020; Rongen et al.,

2021b), will be deployed on seven additional strings. Of particular interest for the anisotropy are eleven so called Pencil640

Beam devices, as depicted in Figure 16. They allow for a laser-like beam to be directed in arbitrary directions, enabling in

particular sweeps over receiver directions. The birefringence-induced deflection yields a unique signature, where the emission

direction of maximum received intensity is offset from the geometric direction to the receiver. Measuring sweeping profiles

for several emitter-receiver pairs at different orientations will allow to disentangle absorption and birefringence contributions

to the anisotropy with high precision.645

8.2 Borehole logging

The described measurement is particularly tailored to the IceCube experiment. Nevertheless the optical anisotropy effect may

still prove to be a useful tool for glaciology. As decribed by Rongen et al. (2020) a, most likely fabric induced, azimuthal

anisotropy was also observed in the back-scattered intensity recorded by an optical dust logger deployed down the SPC14 drill

hole.650

To date, the measurement has only been described qualitatively. An accurate simulation of the back-scattering scenario would

need to include a good model for the large-angle tail of the Mie scattering function, which is currently poorly constrained from

IceCube data. Given a better understanding of back-scattering processes, for example derived using the Pencil beam described

above, optical logging of drill holes could become a complementary tool for fabric, crystal size and elongation studies and find

wider application in glaciology.655

9 Conclusions

Measurements of ice optical properties in the context of the calibration of the IceCube Neutrino Observatory and its predeces-

sor AMANDA offer unique insights into the properties of glacial ice. In the past, modeling and measurements focused on the

impact of air-borne impurities as deposited with the original snow accumulation on absorption and scattering and their stratig-

raphy. This in particular yielded the most stringent upper limit as compiled by Warren and Brandt (2008) on the absorption660

coefficient of pure ice, as measured in the deepest parts of the detector.

Here we have described the observation of an ice optical anisotropy, a direction dependent intensity modulation aligned

with the local ice flow axis. The effect has been identified to largely result from diffusion within the polycrystaline ice mi-

crostructure, resulting in a previously unknown optical effect: a slow but continuous deflection towards the normal vector of

the girdle plane of the crystal orientation fabric. Combining prior knowledge about the crystal orientation fabric and average665

grain elongation as obtained from SPC14, the depth-dependent average crystal size has been fitted to IceCube LED calibration
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data. The resulting depth evolution conforms to the expectation of larger crystals at greater depth and an inverse correlation to

impurity concentrations.

The first-principle birefringence explanation was not able to fully describe the experimental data. This could be improved

upon by including an ad-hoc Mie absorption anisotropy, for which no first principle explanation is known. The origin of this670

remaining discrepancy will hopefully be resolved using upcoming instrumentation in the IceCube Upgrade, modeling of ice

intrinsic diattenuation, as well as future lab measurements regarding the photoelasticity of ice.

Overall the large variety of measurements performed in close vicinity to the Amundson-South Pole Station (optical data

from IceCube and its upcoming detector upgrade, the SPC14 ice core, ground penetrating radar data from PolarGap (Forsberg

et al., 2015) and others, GPS stake field fields such as (Lilien et al., 2018), among many) make the geographic South Pole675

a unique laboratory for comparative measurements. Yet to date, the overlap in sampled depth between SPC14 and IceCube

is unfortunately too small to allow for quantitative comparison. This may be resolved by future drilling projects such as a

potential deployment of the RAID drill (Goodge et al., 2021).

Code and data availability. The photon propagator software (PPC), compatible ice model configurations including the model derived in

this work, as well as the electromagnetics code used to generate the diffusion patterns are available from https://github.com/icecube/ppc.680

IceCube raw data, including the LED calibration data, is generally not publicly available. For specific inquiries please contact analy-

sis@icecube.wisc.edu.
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Appendix A: Sampling c-axes distributions from the eigenvalues of ice fabric orientation tensors

One can describe the crystal orientation fabric of N c-axes, measured in an ice sample, by N unit vectors ni, with components

nix,niy,niz . Note that ni is equivalent to −ni as the vector can be chosen to point along either direction of the axis. By685

convention ni are chosen to point upward. Scheidegger (1965) suggested to represent this ensemble of vectors via the matrix:

a=




∑
n2
ix

∑
nix ·niy

∑
nix ·niz

∑
niy ·nix

∑
n2
iy

∑
niy ·niz

∑
niz ·nix

∑
niz ·niy

∑
n2
iz


 (A1)

The normalized form A= a/N is called the second-order orientation tensor. It was introduced in glaciology through Gödert

and Hutter (1998). A has three eigenvectors and three corresponding eigenvalues S1, S2 and S3, with S1 +S2 +S3 = 1.

The axes of the coordinate system in which the c-axes are evaluated can be chosen such that the x-axis points along the mean690

c-axis direction
∑

ni/N , that the z-axis points along the pole to the best-fit girdle to the distribution (see Woodcock (1977))

and that the y-axis is orthogonal to the other two. In this case the coordinate axes are the eigenvectors, Sj =
∑
in

2
ij and the

eigenvalues follow a strict ordering such that S1 ≥ S2 ≥ S3.

A perfectly uniform, girdle or unimodal fabric features the following relations between the eigenvalues:

– uniform: S1 ≈ S2 ≈ S3 ≈ 1/3695

– unimodal: S1 ≈ 1; S2 ≈ S3 ≈ 0

– girdle: S1 ≈ S2 ≈ 0.5; S3 ≈ 0

Woodcock (1977) realized that all possible fabric states can be visualized in a 2D plot, as only two of the three eigenval-

ues are independent. He suggested the representation where the abscissa is given as ln(S2/S3) and the ordinate is given as

ln(S1/S2). In this representation uniform c-axis distributions are found at the origin of the plot. The distance from the origin700

C = ln(S1/S3) is called the strength parameter. Girdle fabrics are found to the lower-right, while unimodal fabrics reside to the

upper-left. The type of fabric can also be quantified by the so called Woodcock shape parameter K = ln(S1/S2)/ ln(S2/S3).

Large K values denote a unimodal fabric. K values smaller than 1 denote a girdle fabric.

Neither the orientation tensor nor its eigenvalues retain the full information on the ensemble of underlying c-axes. Thus,

an assumption on the functional form of the fabric has to be made when trying to sample a distribution. Here we focus on705

describing random, girdle and unimodal distributions, as well as combinations of these, as those are the types most commonly

encountered in ice fabric measurements, with SPC14 in particular featuring very strong girdle fabric.

The book "Statistical analysis of spherical data" by Fisher et al. (1987) gives a good overview of commonly used probability

density functions (PDFs) for directional data. Of the presented PDFs the Watson (1965) distribution seems most applicable for

our case as:710

1. It can represent both unimodal as well as rotational symmetric girdle data.

2. There exists an (approximate) parameter estimation based on eigenvalues alone.
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In its standardized form the PDF, evaluated on a spherical coordinate system with the polar angle θ and the azimuth angle φ,

has only one free parameter κ and is given as:

f(θ,φ) = Cw exp(κ · cos2 θ)sinθ (A2)715

with the normalization constant

Cw = 1/
(

4π
ˆ 1

0

exp(k ·u2)du
)
. (A3)

In the following the Python package available at https://github.com/duncandc/watson_distribution is used to sample from the

Watson distribution. Alternatively the sampling approach described in Fisher et al. (1987) may be used.

At κ= 0 the direction distribution is perfectly uniform. For positive κ the distribution is bimodal in vector space which720

is equivalent to a unimodal distribution in axis space and has the highest probability at the poles. For negative κ values the

distribution is girdle with the directions equally distributed around the equator.

Best and Fisher (1986) showed that for a purely unimodal distribution the κ-parameter can be estimated from the eigenvalues

as

κ=





3.75 · (3 ·S1− 1), 1
3 ≤ S1 ≤ 0.34

−5.95 + 14.9S1 + 1.48
1−S1

− 11.05
S2

1
, 0.34< S1 ≤ 0.64

−7.96 + 21.5 ·S1 + 1
1−S1

− 13.25 ·S2
1 , S1 > 0.64,

(A4)725

while for a purely girdle fabric the κ-parameter can be estimated as

κ=





1
2·S3

, 0≤ S3 ≤ 0.06

0.961− 7.08 ·S3 + 0.466
S3

, 0.06< S3 ≤ 0.32

3.75 · (1− 3 ·S3), 0.32< S3 ≤ 1
3 .

(A5)

For ice fabrics, the plane of girdle c-axes shall intersect the poles, where also the c-axes of a unimodal distribution are found.

As such the directions sampled from girdle Watson distributions are rotated by 90◦. Due to the underlying rotational symmetry

the eigenvalues of the resulting Watson distributions follow a strict relation:730

S1 = S2 & S3 = 1− 2 ·S1 for a girdle Watson

S2 = S3 & S1 = 1− 2 ·S2 for a unimodal Watson. (A6)

Obviously no single Watson distribution can describe an arbitrary set of eigenvalues with S1 6= S2 6= S3. This is achieved by

combining directions sampled from a girdle and a unimodal Watson distribution.

Given a sample of c-axes from a girdle Watson distribution with eigenvalues Sig and a sample of c-axes from a unimodal735

Watson distribution with eigenvalues Siu, as well as a relative fractional contribution of the girdle sample fg to the total sample,

the eigenvalues of the combined sample Si are given by: Si = fg ·Sig + (1− fg) ·Siu The combination of fg , S1g and S2u
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(a) Uniform (b) Girdle (c) Unimodal (d) Combination

Figure A1. Example c-axis distributions in the usual Schmidt equal-area projection generated using the described method.

which yields the desired eigenvalues S1, S2 and S3 is found by solving the equation system Si, which has been simplified

using the relations in Equation A6:

S1 = fg ·S1g + (1− fg) · (1− 2 ·S2u),740

S2 = fg ·S1g + (1− fg) ·S2u,

S3 = fg · (1− 2 ·S1g) + (1− fg) ·S2u (A7)

The third equation is not independent since S1 +S2 +S3 = 1. Thus further information is needed to be able to constrain

the variables. To fulfill the assumption that Su is unimodal and Sg is girdle one can further constrain 1/3< S1g < 0.5 and

0< S2u < 1/3. For cases where the system is still underconstrained one can for example further demand that S2g = S2u = S1g745

(equivalent to S1u+S3g = 1), so that both distributions have an equal spread around the girdle plane. The solution is then given

as:

fg = 0.5 · (ε− 4S1− 2S2 + 3)

S1g =
2S1

−ε+ 4S1 + 2S2 + 1

S2u =
ε− 2S2− 1

2 · (ε− 4S1− 2S2− 1)
(A8)750

with: ε=
√

16 ·S2
1 + 16S1 · (S2− 1) + (2S2 + 1)2. From these one can derive the Watson parameters κ using the approxi-

mations as given in Equations A4 and A5.

To verify and visualize the success of the presented sampling approach, c-axes distributions according to a number of

combinations of ln(S1/S2) and ln(S2/S3) have been generated as shown in Figure A1. The sampled c-axes distributions yield

eigenvalues which are accurate to within the approximation of the parameter estimation for the Watson distributions and well755

sufficient for most applications.

Note that by design the c-axes distributions for intermediate fabric states do not contain a single elliptical distribution but

a rotationally symmetric girdle and a circular unimodal. This seems suitable for our application to ice fabrics. In very deep
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glacial ice where the fabric slowly evolves from girdle to unimodal, experimental distributions such as published by Weikusat

et al. (2017) indeed show the described superposition and not an elliptical distribution usually sketched for these eigenvalues.760

Appendix B: Sampling surface orientations from an ellipsoid

As the average grain shape deviates from a sphere, the encountered distribution of face orientations depends on the photon

direction. Assuming that the face orientation of a solid, tessellated into elongated polyhedra, to be described by the surface

orientation density of an ellipsoid describing the average grain shape, one can sample the distribution as follows.

The surface of an ellipsoid is defined by the equation,765

f(x′,y′,z′) =
x′2

a2
+
y′2

b2
+
z′2

c2
= 1 (B1)

where a, b and c are the dimensions of the major and minor axes. The normal vector on any point of the surface is given by the

gradient

∇f = [2 · x
′

a2
,2 · y

′

b2
,2 · z

′

c2
]. (B2)

For a given set of azimuth and zenith angles, the coordinates on a unit sphere (x,y,z) and on the ellipsoid (x′,y′,z′) are given770

as:

x= sinθ · cosφ and x′ = a ·x (B3)

y = sinθ · sinφ and y′ = b · y (B4)

z = cosθ and z′ = c · z (B5)

Substituting the ellipsoid surface position into Equation B2 the surface normal at this position is then:775

n = [
2
a
· sinθ · cosφ,

2
b
· sinθ · sinφ, 2

c
· cosθ]. (B6)

One can now sample these gradients with angles chosen to be uniform on a sphere. As the surface density per solid angle of an

ellipsoid is different from a sphere, the relative surface density

µ(x,y,z) = ||dS′||/||dS||=
√

(ac · y)2 + (ab · z)2 + (bc ·x)2 (B7)

has to be applied as a weighting factor, where the maximum weighting factor is given as780

µmax = max(ac,ab,bc). (B8)

Instead of weighting, one can also employ a rejection sampling with an acceptance probability of µ/µmax.

In addition to the distribution of face orientations, the distribution of face orientations actually encountered by a photon

can be obtained by weighting the distribution of face orientations with the scalar product of the photon’s propagation vector
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Figure B1. Ellipsoid surface sampling for an ellipsoid with unity minor axes and a major axes of two along the z-axis. Green: Analytic cos(θ)

distribution of face normal vectors. Red: Analytic cos(θ) distribution weighted by the encounter probability, given by the scalar product with

a photon propagating along z. Blue: Encounter probability as found in a Neper crystal tessellation simulation when tracing photons along

vertical lines.
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and each face normal vector. The probability to encounter a given plane is therefore simply the projected area relative to the785

incident light.

Figure B1 shows the cos(θ) distribution of (encountered) face normal vectors for a spheroid with elongation two, which

has the major axis aligned with the z-axis. The distribution is compared to a crystal-like Voronoi tessellation generated with

Neper and assuming the same mean elongation. Lines have been traced through the tessellation, identifying grain boundary

encounters and computing their incidence angles. The distributions are found to be indistinguishable, confirming that the790

ensemble of polyhedra faces follows the average ellipsoid.
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