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Abstract Our ability to predict the future of Arctic sea ice is limited by ice's sensitivity to detailed surface
conditions such as the distribution of snow and melt ponds. Snow on top of the ice decreases ice's thermal
conductivity, increases its reflectivity (albedo), and provides a source of meltwater for melt ponds during
summer that decrease the ice's albedo. In this paper, we develop a simple model of premelt snow topography
that accurately describes snow cover of flat, undeformed Arctic sea ice on several study sites for which data
were available. The model considers a surface that is a sum of randomly sized and placed “snow dunes”
represented as Gaussian mounds. This model generalizes the “void model” of Popović et al. (2018, https://
doi.org/10.1103/PhysRevLett.120.148701) and, as such, accurately describes the statistics of melt pond
geometry. We test this model against detailed LiDAR measurements of the premelt snow topography. We
show that the model snow depth distribution is statistically indistinguishable from the measurements on flat
ice, while small disagreement exists if the ice is deformed. We then use this model to determine analytic
expressions for the conductive heat flux through the ice and for melt pond coverage evolution during an
early stage of pond formation. We also formulate a criterion for ice to remain pond‐free throughout the
summer. Results from our model could be directly included in large‐scale models, thereby improving our
understanding of energy balance on sea ice and allowing for more reliable predictions of Arctic sea ice in a
future climate.

1. Introduction

As a hallmark of climate change and amajor component of the Arctic environment, Arctic sea ice retreat has
garnered much scientific and media attention (Perovich & Richter‐Menge, 2009; Stroeve et al., 2007).
Predicting the rate of sea ice loss is a significant challenge. The difficulty lies in the fact that sea ice evolution
is controlled by many processes that operate on scales ranging from submillimeter to tens of kilometers
(Holland & Curry, 1999). Possibly the most notable among these processes is the interaction of ice with
environmental energy fluxes mediated by detailed conditions on the ice surface. The presence of snow,
water, dirt, or black carbon on the ice surface can drastically change the rate of absorption of solar radiation
or the rate of thermal conduction during winter growth (Perovich, 1996). Finding ways to reduce the com-
plexity of modeling ice surface conditions is of great importance for accurately determining the ice energy
balance in large‐scale models and, therefore, for improving our understanding of the future of sea ice in a
changing climate.

Snow insulates the ice (Sturm et al., 2002; Yen, 1981), reflects sunlight (Perovich, 1996), and provides a
source of fresh water that collects into melt ponds (Polashenski et al., 2017). The net effect of each of these
processes on the heat budget of the ice depends on the spatial distribution of the snow cover. This is impor-
tant because snow often exhibits significant spatial variability that arises from amultitude of bedforms, most
notable of which are meter‐scale snow dunes (Filhol & Sturm, 2015; Mather, 1962). Ice covered with patchy
snow will, on average, grow faster than if the same amount of snow were spread uniformly, since uniform
cover insulates the ice more thoroughly (Sturm et al., 2002). Second, uniform snow cover also protects the
underlying ice more from solar radiation than a patchy layer, since even a thin layer of snow can increase
albedo significantly (Perovich, 1996). Finally, as snow starts to melt, melt ponds first appear in the regions
where there is the least snow (Petrich et al., 2012). For this reason, patchy snow cover leads to melt ponds
covering the ice surface sooner, melting more ice. In summary, patchy snow cover will lead to both more
ice growth during winter as well as to more ice melt during summer.
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Liston et al. (2018) modeled snow on flat ice using a simple statistical approach. They represented the snow
surface by smoothing and rescaling an initially random height field to match the measured mean snow
depth, its variance, and the horizontal correlation length. Their approach is likely sufficient for many prac-
tical applications where snow topography needs to be included. However, it produces some essentially
unphysical predictions, such as negative snow depths in cases when snow depth standard deviation is com-
parable to the mean. Here, we adopt a somewhat similar approach that is physically consistent and repro-
duces the measurements with high accuracy.

As we mentioned above, snow often exists in meter‐scale dunes which are the most prominent features of
the snow cover (Filhol & Sturm, 2015; Mather, 1962). In Popović et al. (2018), we considered a simple geo-
metric “void model”which represented these snow dunes as circles and compared it to aerial photographs of
melt ponds. These circles had varying size and were placed on a surface randomly and independently of each
other, while melt ponds were represented as voids between these circles. Our model was able to reproduce
the geometric statistics of melt ponds, such as their size distribution and the fractal dimension as a function
of pond size, over the entire observational range of more than 6 orders of magnitude in pond area.

In this paper, we generalize the two‐dimensional discontinuous “void model” to a continuous synthetic
“snow dune” topography that has a vertical component. We represent snow dunes as mounds of Gaussian
form that have a randomly chosen horizontal scale, a height proportional to that scale, and that are placed
randomly on the surface. The surface topography is the sum of many such mounds. Like the “void model,”
this topography accurately describes the horizontal melt pond features, which we take as indirect evidence
that it accurately describes the horizontal snow features. We support this by showing that ourmodel fits both
LiDAR scans of the premelt snow topography and melt pond data using the same typical horizontal mound
scale. The fact that the horizontal scale is so similar is somewhat surprising since the two data sets were
recoded in different years, different times of year, and different ice types.

The novel prediction of our continuous topography is a vertical snow depth distribution. By comparing
moments of our model distribution to LiDAR measurements of snow depth, we show that our model height
distribution is indistinguishable from the measurements for two occasions when the underlying ice was very
flat. The one LiDAR measurement on slightly deformed ice showed subtle deviation from our model. Thus,
we hypothesize that our model is a highly accurate representation of snow on undeformed ice, while it
becomes increasingly inaccurate on deformed ice. The close agreement between snow topography and our
model is the main result of this paper. Since our model has only three parameters that are uniquely deter-
mined by the mean, variance, and the correlation length of snow depth, it appears that it is only necessary
to measure these three quantities to completely characterize the statistics of snow cover on flat,
undeformed ice.

After showing the agreement between our model and snowmeasurements, we consider some applications of
our model. First, we consider how spatial variability in snow affects the heat conduction through the ice dur-
ing winter ice growth. Sturm et al. (2002) conducted measurements of snow conductivity, ks, on deformed
multiyear ice, and found that ks inferred from ice growth is ∼2.4 times higher than ks inferred from direct
measurements. They found that about 40% of the increase can be explained by snow and ice geometry
and that horizontal heat transport, typically neglected in large‐scale models, likely contributes significantly.
To understand whether these conclusions also hold for undeformed ice, we solve a three‐dimensional heat
equation within the ice assuming that the snow cover is well described by our “snow dune” model. We
develop a simple analytic equation to determine the heat flux conducted through the ice given a set of phy-
sical parameters. Contrary to Sturm et al. (2002), our model shows a negligible horizontal heat transport.
Moreover, our model shows a smaller increase in heat conduction than Sturm et al. (2002). This disagree-
ment could be due to the fact that our model assumes undeformed ice, while the field measurements of
Sturm et al. (2002) were made on deformed ice.

Next, we consider the effect of snow topography on early melt pond development. Using the fact that our
model height distribution is well fit with a gamma distribution, we write an analytic evolution equation
for melt pond coverage during an early stage when ice is impermeable. This equation for melt pond evolu-
tion enables us to understand how early‐stage melt pond growth depends on measurable environmental
parameters. Moreover, it allows us to derive a simple condition that distinguishes whether ice will remain
pond‐free throughout the summer based on snow depth, variance, density and melt rate.
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This paper is organized so that the new results are presented in the main text, while confirming previous
results about melt ponds on our topography and mathematical details are left for the supporting information
(SI). In section 2, we describe our model of the “snow dune” topography. Next, in section 3, we describe the
analytical properties of our model such as the dependence of moments and the correlation function on
model parameters. Then, in section 4, we compare our model with the measured snow topography. In
section 5, we apply our “snow dune” model to determine the conductive heat flux through the ice. Next, in
section 6, we use our model to investigate melt pond evolution on flat impermeable ice. Finally, in section 7,
we discuss the implications of our results for large‐scale studies, and in section and 8, we conclude. In SI
section S1, we confirm that ponds on the synthetic “snow dune” topography accurately reproduce the geo-
metric statistics of real melt ponds during late summer. In the subsequent SI sections, we prove the mathe-
matical results and show that our model predictions are robust against details such as the shape of the
mounds or mound radius.

2. The Synthetic “Snow Dune” Topography

In this section we will describe our synthetic “snow dune” topography. The entire rest of the paper hinges on
this topography.

In Popović et al. (2018), we developed a simple geometric model where snow dunes were represented as
overlapping circles of varying size placed randomly and independently of each other on the ice surface,

Figure 1. (a) A realization of the “void model.” Figure is taken from Popović et al. (2018). (b) Synthetic “snow dune”
topography. Red colors indicate topographic highs, while blue colors indicate topographic lows. The upper bound on
the scale bar, here set to 1, is arbitrary. (c) Ponds on a “snow dune” topography. (d) A binarized image of a real
melt pond photograph taken on 14 August during the HOTRAX mission.
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while melt ponds were represented as voids between these circles. We then compared the statistical proper-
ties associated with this simple geometric model with observations of late‐summer melt ponds. We found a
remarkable agreement between various statistics of real and model melt ponds: By tuning only two model
parameters, the model matched the measured pond area distribution, the pond fractal dimension as a func-
tion of pond area, and two correlation functions that describe pond size and connectedness, over the entire
observational range of nearly 7 orders of magnitude in pond area. A realization of this model is shown in
Figure 1a.

Motivated by the success of the “void model” in capturing the conditions on the ice surface, we set about to
generalize it to a three‐dimensional “snow dune” topography that has an additional vertical component and
can, thus, be compared with a pond‐free snow‐covered ice surface. We will show that, in addition to repro-
ducing melt pond features, the “snow dune” model also matches the observed snow depth distribution and
correlation function on flat, undeformed ice.

To generalize the “void model” to a continuous topography, we replace circles with mounds that have a ver-
tical profile. The mounds have a Gaussian shape

hðxÞ ¼ hme
−ðx − x0Þ2=2r2 ; (1)

where h(x) is the height of the mound at a point x on the surface, x0 is the location of the center of the
mound, r is the horizontal scale, and hm is the maximum height of the mound. Mounds are placed ran-
domly, that is, x0 can be anywhere on the surface with equal probability. The horizontal scale, r, of each
mound is randomly chosen from an exponential probability distribution, fr

f r rð Þ ¼ 1
r0
e−r=r0 ; (2)

where r0 is the typical horizontal scale of the mounds. This distribution is the same as the distribution of
circle radii in the “void model” of Popović et al. (2018), and we chose it mainly due to its simple form and
the fact that it depends on a single parameter, r0. Otherwise, the choice of this distribution is arbitrary and
does not affect the main conclusions of our model so long as it is not long tailed. To prevent having unrea-
listically narrow and high mounds, we prescribed the height of each mound, hm, to be proportional to its
horizontal scale, hm¼ hm,0r/r0, where hm,0 is the typical mound height that we prescribe as an indepen-
dent model parameter. The topography is then a sum of N such mounds placed on an initially flat surface

hSD xð Þ ¼ ∑
N

i¼1
hm; 0

ri
r0

e−ðx − x0i Þ2=2r2i ; (3)

where hSD(x) is the height of the “snow dune” topography at location x. A realization of this topography is
shown in Figure 1b. Ponds that form on this surface after cutting it with a horizontal plane are shown in
Figure 1c. This is shown alongside a realization of the “void model” (Figure 1a) and a binarized image of
real melt ponds (Figure 1d).

There are three parameters in this model. These are the typical horizontal mound scale, r0, the density of

mounds, ρ, placed within the domain of size L, ρ≡N
r20
L2
, and the typical mound height, hm,0. The first two

of these parameters, r0 and ρ, also enter the “void model.”

Although our model mounds bare some resemblance with real snow dunes, our model is not accurate on the
scale of individual dunes. In particular, snow dunes are certainly not Gaussian‐shaped, they show strong
anisotropy, the distribution of dune sizes is likely not exponential, and dunes sometimes form semiregular
lattices, which violates our assumption of random placement (Filhol & Sturm, 2015; Kochanski,
Anderson, et al., 2019; Kochanski, Defazio, et al., 2019; Sharma et al., 2019). In SI section S2.3, we show that
aggregate, radially averaged statistical properties of the snow surface that we consider in this paper do not
depend on most of these details. We note, however, that the random placement assumption is important
for the conclusions we make, so our model can be useful for large‐scale studies only if snow surfaces that
strongly violate this assumption do not occur often in nature.
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3. Statistics of the Synthetic “Snow Dune” Topography

Here, we describe the statistics of the “snow dune”model that we will use later. In particular, we first show
how the mean, variance, and correlation length depend onmodel parameters r0, ρ, and hm,0. We then show a
formula to calculate all of the moments of the height distribution of the topography. Finally, we compare the
height distribution of the “snow dune” topography with a gamma distribution. We derive all of the results in
this section in SI section S2. All of these results follow directly from the definition of the “snow dune”model
we described in section 2.

First, we find that the mean, ⟨hSD⟩, and variance, σ2(hSD)¼ ⟨(hSD)
2
⟩−⟨hSD⟩

2, of the topography depend on
the typical mound height, hm,0, and the density of mounds, ρ, as

⟨hSD⟩ ¼ 12πhm; 0ρ; σ2ðhSDÞ ¼ 24πh2m; 0ρ: (4)

In fact, we can explicitly find every moment of the topographic height distribution, ðhSDÞnh i, by knowing the
previous moments and using the recursion formula (see SI section S2 for derivation)

ðhSDÞnh i ¼ 2πρ∑
n

j¼1

n − 1
n − j

� �ðjþ 2Þ!
j

hjm; 0 ðhSDÞn − j
D E

: (5)

Equations 4 also follow from this formula.

Next, we define the height correlation function, Ch(l), as

Ch lð Þ≡ ⟨hSDðxÞhSDðx þ lÞ⟩−⟨hSD⟩
2

σ2ðhSDÞ ; (6)

where l is a horizontal displacement of the topography. Below, we will use the boldface notation, l, to
denote the vector displacement and we will use the italic notation, l, to denote the magnitude of this dis-
placement. The correlation function quantifies how much the surface height at x is correlated with the
surface height at x+l. If the surface is isotropic, Ch only depends on the magnitude of the displacement
vector, l. We can then define the correlation length, l0, as the distance at which Ch falls by a factor of e.
Beyond l0, features on the topography can be considered approximately uncorrelated. Using these defini-
tions, we find that Ch and l0 depend on the horizontal mound scale, r0, of an isotropic “snow dune” model
as (see SI section S2 for derivation)

Ch lð Þ ¼ 1
24

Z ∞

0
z4e−z − l2=ð2r0zÞ2dz; (7)

l0 ¼ r0ξ0; (8)

where ξ0≈9.3689… is a number that can be estimated to arbitrary precision by inverting Ch(l0)¼ 1/e using
Equation 7. The mean, variance, and the correlation length are all measurable properties of real topogra-
phies. This means that computing these quantities from measurements lets us unambiguously choose the
model parameters limited only by the accuracy of those measurements.

Since we can find all of the moments of the “snow dune” topography using Equation 5, we can fully deter-
mine its height distribution. However, it is impractical to do this, and, for practical purposes, we now show
that the height distribution of the “snow dune” topography is well fit with a gamma distribution. The two
distributions are not the same, as can be seen by comparing their moments (see SI Figure S2). However, they
are qualitatively very similar, and the differences between them arise from arbitrary choices in our model
such as the exponential distribution of radii of the snow dunes, Equation 2, and the linear relationship
between the mound radius and height. We describe the relationship between the height distribution of
the “snow dune” topography and the gamma distribution in detail in SI section S2.

A gamma distribution has the form

f Γ hð Þ ¼ 1

ΓðkÞhk0
hk − 1e−h=h0 ; (9)
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where h0 is a scale parameter, k is a shape parameter, and Γ(x) is a
gamma function. The two parameters of the gamma distribution, h0
and k, are related in a simple way to the mean and variance of the dis-
tribution, ⟨h⟩ and σ2(h)

k ¼ ⟨h⟩2

σ2ðhÞ; h0 ¼ σ2ðhÞ
⟨h⟩

: (10)

Both of these parameters are therefore uniquely determined by the typical
height and density of mounds through Equations 4. In particular, we find
that the scale parameter, h0, scales linearly with the typical height of
mounds, while the shape parameter, k, scales linearly with the density
of mounds,

h0 ¼ 2hm; 0; k ¼ 6πρ: (11)

In Figure 2, we show height distributions for synthetic topographies with
varying spatial densities of mounds, ρ, with the variance, σ2(hSD),
kept fixed. We can see that varying ρ changes the shape of the
distribution and that a gamma distribution can fit the height distribution
well for all choices of ρ. To quantify the quality of the fit, we use the
Kolmogorov‐Smirnov (KS) statistic, that is, the maximum distance
between the empirical and theoretical cumulative distributions. The fit
is typically considered good if this statistic is below 0.05. We find that
for all choices of ρ, the maximum distance between the cumulative “snow
dune” height distribution and the best fit gamma distribution is below
0.05, and ranges between 0.03 for ρ¼ 0.01 to 0.006 for ρ¼ 1, generally

decreasing for increasing ρ. Our “snow dune” model height distribution compares similarly well with a
gamma distribution according to other metrics such as the Kuiper or the Cramér‐von Mises metrics.

In SI section S2.3, we compare different variants of our model that include anisotropy, different dune shapes,
and different distributions of mound sizes. There, we show that moments of the height distribution as well as
the radially averaged correlation function are insensitive to these details. Namely, these alterations were
only able to change the numerical prefactors in equations that relate model parameters to measurable quan-
tities, such as 12π and 24π in Equations 4 or ξ0 in Equation 8. Since our conclusions regarding heat conduc-
tion and melt pond evolution that we discuss later in the paper only rely on these invariant statistics, they
should also be robust to detailed model assumptions on the scale of individual dunes. We caution, however,
that certain phenomena, such as the wind stress, may explicitly depend on specifics such as snow anisotropy.
In such a case, additional parameters in the model describing these details would be required.

4. Measured Snow Topography

The synthetic “snow dune” topography is meant to represent the height of snow relative to the flat under-
lying ice. Therefore, the height distribution of the “snow dune” topography should correspond to the premelt
snow depth distribution. Here, we will compare the statistics of the synthetic “snow dune” topography to
detailed LiDAR measurements of premelt snow topography made by Polashenski et al. (2012).

During their field expedition, Polashenski et al. (2012) performed detailed LiDAR scans of the surface topo-
graphy within a 100m × 200m region onmultiple dates in 2009 and 2010 near Barrow, Alaska. During 2009,
Polashenski et al. (2012) monitored two locations separated by about 1 km from each other, one in the north
(2009N) and one in the south (2009S). In 2010 they monitored only one location. In Figure 3a we show an
example of such a measurement, which shows the height of snow before the start of the melt season, and
compare it to a randomly generated “snow dune” topography (Figure 3b). Assuming that the underlying
ice is flat and the premelt ice is fully covered with snow, the LiDAR‐estimated height in Figure 3a represents
the snow depth plus some reference height. Therefore, to compare with the “snow dune” topography, we
estimated the snow depth from these LiDAR scans by subtracting the minimum LiDAR elevation from

Figure 2. Dots represent the height distribution of the “snow dune”
topography for different densities of mounds, ρ. Solid lines represent fits
using a gamma distribution. Units of snow depth here are arbitrary. Note
that the LiDAR measurements we consider in section 4 range from ρ≈ 0.2
to ρ≈ 0.5, a much smaller range than we investigated here.
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the rest of the scan. We show the snow depth distribution for the three LiDAR scans in Figure 3c, and we
show the moments of these distributions in Figure 3d. We estimate the height correlation function for
these three measurements in Figure 4. The data from Polashenski et al. (2012) are freely available online
(at https://chrispolashenski.com/data.php).

To see whether the snow depth distribution of these measurements conforms to the predictions of our model
and a gamma distribution, we inferred parameters hm, 0 and ρ using Equations 4 and parameters of the
gamma distribution, k and h0, using Equations 10 based only on measured mean snow depth and snow
depth variance. We show the statistics of measured topographies along with model and gamma distribution
parameters in Table 1. The solid lines in Figure 3c show a gamma distribution with parameters chosen in
this way, while the dashed lines show a height distribution of the synthetic “snow dune” topography. We
can see that in all cases, the measured snow depth distribution agrees well with our model and a gamma dis-
tribution, with a Kolmogorov‐Smirnov (KS) statistic remaining at or below 0.03 in all cases.

We can gain a better understanding of both the measured and the synthetic snow depth distributions by
looking at their moments. Higher order moments describe the more andmore detailed structure of the prob-
ability distribution. This is precisely why we can use these higher order moments to distinguish between
similar, but subtly different distributions. In Figure 3d, we comparemoments of themeasured snow topogra-
phy and randomly generated “snow dune” topographies. Higher order moments depend on the domain size,
resolution, and the particular realization of the topography. For this reason, to get the moments of the simu-
lated “snow dune” topographies, we created an ensemble of 50 randomly generated topographies with the
same resolution and domain size as the measurements. For each realization, we then found the root
moments, ⟨hn⟩1/n. Dashed lines in Figure 3d show the mean and one standard deviation of the root moments
over this 50‐member ensemble. We used the model parameters shown in Table 1.

For the 2010 and 2009S measurements, all of the measured moments fall squarely within the range of values
obtained with an ensemble of simulated “snow dune” topographies. In fact, we tested the first 150 moments

Figure 3. (a) LiDAR measurement of the premelt snow topography by Polashenski et al. (2012) in early June 2010. (b) A realization of synthetic “snow dune”
topography. The density of mounds was chosen such that the height distribution of the synthetic topography corresponds well to the measured snow depth
distribution. (c) Dots represent snow depth distribution estimated using LiDAR measurements for two different years. Solid lines are gamma distributions
with parameters estimated based on the mean and variance of the measurements. Dashed lines are the corresponding “snow dune” topography height
distributions and are nearly indistinguishable from the solid lines. (d) Moments of the height distribution. The horizontal axis is the moment order, n, while the
vertical axis is the nth root of the nth moment. Dots represent moments of the measured snow topography. The thick dashed lines represent the mean
moments across an ensemble of 50 randomly generated “snow dune” topographies on the domain of the same size as the measurements. The colored
shadings represent one standard deviation from the mean on that ensemble.
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for these two measurements, and found that this agreement holds throughout. This means that realizations
of the “snow dune” topography that have exactly the same height distribution as the measurements are
common. We can therefore conclude that the snow depth distribution for 2010 and 2009S measurements
is indistinguishable from the “snow dune” height distribution! This agreement is, however, not observed
for 2009N measurements—moments of measured snow depth distribution are consistently higher than
those of the simulations and no randomly generated “snow dune” topography has high order moments
that match the measurements. This difference is subtle, which is why we could not observe it using the
KS statistic, and for most practical uses that require only a snow depth distribution it is unlikely to be
important. Nevertheless, it constitutes a real observable difference between our model and the 2009N
measurements, and shows that there exist features in real data that our model cannot capture. We return
to explaining this difference below.

Next, we describe the height correlation function, Ch(l), for measurements and the model. We find the
LiDAR Ch(l) using Equation 6. Due to prevailing winds, snow on sea ice often shows a strong preferential
orientation, with snow dunes elongated along the direction of the wind (Petrich et al., 2012). We observe this
in the measured Ch(l), which we find to depend on the direction of the displacement vector, l. Such aniso-
tropy can be included in our model by elongating the mounds along a particular axis. However, to keep
our discussion as simple as possible, we chose to keep our model isotropic. Thus, to obtain a measured cor-
relation function that depends only on the magnitude of l, we average the measured Ch(l) over all directions
of l. Then, we find the correlation length, l0, the distance at which the measured Ch(l) falls off by a factor of e,
and relate it to the model parameter r0 according to Equation 8 (see Table 1). We show the measured and the
theoretical Ch(l) calculated according to Equation 7 in Figure 4.

Again, we find that 2010 and 2009S measurements agree very well with model predictions (Figure 4a).
However, 2009N shows some disagreement with the model. The height correlation function calculated from
raw 2009N data is shown in Figure 4b. It first decays quickly, and then the decay slows down, with features
on the surface remaining correlated across the domain. By plotting Ch on a semilog plot, we find that it is
approximately a sum of two exponentials—one with a short‐decay length and another with a long‐decay

Figure 4. (a) Height correlation functions. Dots represent measurements, and the solid lines represent predictions for the “snow dune” model using Equation 7.
Correlation functions for 2010 and 2009S measurements (yellow and blue dots) were calculated from raw data. Correlation function for the 2009N
measurement was corrected by removing a long‐decay exponential. The raw 2009N data are shown in Panel b. (b) Correction for the 2009N correlation function.
Dots represent Ch calculated from raw data on a semilog plot. The two black dashed lines are exponential fits to the short‐decay and long‐decay portions of Ch.
Inset shows Ch before (red dots) and after (red dashed line) removing the long‐decay exponential on a linear plot.
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length comparable to the domain size. We get good agreement with the model after removing this
long‐decay exponential. To do this, we fit an exponential function to Ch for l>20m. We then subtract this
exponential from the whole Ch and rescale so that Ch(0)¼ 1. The result is a corrected correlation function,
shown as the red dots in Figure 4a and the dashed line in the inset of 4b. The result of this correction
does not depend strongly on the choice of the cutoff length for the exponential fit so long as this length is
large enough. The correlation length, l0, and the model parameter r0 reported in Table 1 for 2009N data
correspond to this corrected correlation function.

In Popović et al. (2018) and SI section S1, we calculated similar correlation functions for melt pond images
taken during 1998 and 2005. There, we similarly observed correlation functions with two decay lengths—
one comparable to the size of melt ponds and another comparable to the size of the images. In Popović et al.
(2018), we attributed the long‐decay length to differences in ice properties between different ice floes and
large‐scale deformation features such as ridges. A match between the model and the data could only be
achieved after removing this long‐decay length by a procedure analogous to the one we described above.

Here, we again suggest that the long‐decay length comes from variability in the underlying properties of the
ice. In fact, we believe that all of the differences between 2009N measurements and the model can be
explained by this variability in the underlying ice properties. Polashenski et al. (2012) note that the 2009N
site had ice that finger rafted early in the growth season and contained some lightly rubbled ice, while the
2009S site had very flat ice. They did not comment on ice conditions during 2010 measurements. To test
whether our model is consistent with variable ice properties across the domain, we created a “snow dune”
topography where one half of the domain had higher hm, 0 and ρ than the other half, but together both parts
had the same mean and variance as the measured 2009N topography. In this experiment, the model correla-
tion function obtained a long‐decay length comparable to the domain size. Moreover, we found that we can
choose the parameters in the first half of the domain such that all of the moments of the model height dis-
tribution match the moments of the 2009N data. Therefore, our model is consistent with the 2009N data if
we assume that 2009N data contains regions with different underlying ice properties. We note that even
though there exists an observable difference between the snow depth distribution of 2009N and our model,
it is very small and would likely not significantly change the ice evolution in a large‐scale model.
Nevertheless, it hints that highly deformed ice may in fact significantly deviate from our model.

In SI section S1, we compare melt ponds on the synthetic “snow dune” topography with melt pond data
derived from images taken during 1998 and 2005. These images cover a much larger area than the LiDAR
scans we considered here. Eachmelt pond image covers an area of roughly 1 km2 as opposed to 0.02 km2 cov-
ered by the LiDAR scans. As in Popović et al. (2018), we find an agreement between the observed and model
melt ponds. Tomatch themelt pond statistics, wehad to choose r0≈ 0.6 m in themodel for both 1998 and 2005
ponds, in close agreement with r0 we find here from the height correlation functions of the premelt height
topographies (see Table 1). In all three measurements of the LiDAR topography, we found r0 within at most
several cm from r0¼ 0.6 m.We take this as evidence thatmelt ponds are controlled by the premelt snow topo-
graphy and that the “snow dune”model may be meaningfully extended to at least the kilometer scale.

We will make several final notes to end this section. First, we note that since r0≈0.6 m in observations for
four different years and multiple locations and ice types, the horizontal scale of the snow features seems
to be a robust property of the snow cover. For this reason, future models that require a representation of
snow may be able to keep the correlation length l0≈ 5.6 m fixed, and only keep track of mean snow depth
and variance in order to represent snow in a principled way. Second, we note that distributions other than
a gamma distribution that have been used to model the snow depth, such as normal (Liston et al., 2018) or

Table 1
Statistics of the LiDAR Measurements and Model Parameters Inferred From Them

⟨h⟩ σ(h) l0 hm,0 ρ r0 h0 k KS

2009N 15.2 cm 7.8 cm 5.5 m 2.0 cm 0.20 0.59m 4.0 cm 3.8 0.03
2009S 13.4 cm 5.4 cm 5.2 m 1.1 cm 0.33 0.56m 2.2 cm 6.2 0.01
2010 13.4 cm 4.3 cm 5.8 m 0.7 cm 0.53 0.61m 1.4 cm 9.9 0.03

Note. The KS statistic was calculated with respect to the gamma distribution.
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lognormal (Landy et al., 2014), can also often fit the measurements well. For example, a lognormal distribu-
tion passes the KS test for all three LiDAR measurements, while a normal distribution passes the KS test for
2010 measurements. However, these distributions cannot qualitatively capture the height distribution of the
synthetic “snow dune” topography for all values of the density of mounds, ρ, while a gamma distribution
can. For small ρ (large ratio of standard deviation to mean), a normal distribution predicts a significant frac-
tion of negative observations, while a lognormal distribution predicts a fat tail at large h. Since the “snow
dune” model so closely reproduces both the LiDAR and melt pond measurements, we believe that a distri-
bution that is qualitatively consistent with the predictions of the “snow dune” model is a more justified
model for a snow depth distribution that would fit the measurements over a wider parameter range.
Finally, we note that Filhol and Sturm (2015) and Kochanski, Anderson et al. (2019) observed an approxi-
mately linear relationship between snow dune height and width for dunes that formed on snow‐covered lake
ice, tundra, and mountain landscapes. Our model prescription is therefore consistent with these observa-
tions. The data in Kochanski, Anderson et al. (2019) was quite noisy, but Filhol and Sturm (2015) reported
a slope of the height‐width relationship ranging from about 0.03 to 0.06. We can estimate the mound aspect
ratio in our model as hm,0/r0 and compare it with Filhol and Sturm (2015). From Table 1, we find that the
aspect ratio of mounds in our model varies between 0.01 for 2010 measurements and 0.03 for 2009N mea-
surements. These estimates are lower but broadly of the same order of magnitude as those of Filhol and
Sturm (2015), which suggests that mounds in our model are at least broadly consistent with dunes observed
in the field, although not in detail.

5. Heat Transport Through the Ice

In this section we will consider the application of our model to heat conduction through the ice. Sturm et al.
(2002) conducted measurements on deformed multiyear ice, and concluded that the conductivity of snow
inferred from large‐scale ice growth is roughly 2.4 times higher than the conductivity of snow measured
on site. They ascribed a significant portion of this difference to spatial variability of snow depth and also sug-
gested that a significant fraction of heat is transported horizontally. Motivated by their study, here we inves-
tigate the extent to which these conclusions also apply to undeformed ice. We consider a full
three‐dimensional model of heat conduction to determine how much heat is extracted through undeformed
ice with variable snow cover.

To model heat conduction, we assume that ice is a block of uniform thickness, H, that ice and snow have
fixed conductivities, ki and ks, that the snow cover is well described by our “snow dune”model, that the tem-
perature at the ice‐ocean interface is fixed at the freezing point of salt water, Tf, that the temperature of the
snow surface is fixed at the temperature of the atmosphere, Ta, and that the temperature field within the ice
and snow is in a steady state. Additionally, we assume that heat is transported purely vertically in the snow
(but not necessarily in the ice), which is reasonable, since snow cover is typically thin compared to its hor-
izontal correlation length. Finally, we impose periodic boundary conditions in the horizontal directions.
Some of the assumptions abovemay not be realistic. For example, ice is almost certainly not a uniform block,
snow conductivity, ks, typically has large variations in both the horizontal and the vertical, and the system is
likely not in a steady state since the conditions in the atmosphere change faster than snow and ice can adjust.
For these reasons, our investigation here should be considered to be a first‐order estimate of the effects of
snow geometry.

In SI section S3, we develop relations for the mean conductive heat flux through the ice, Fc, under the
assumptions above. In particular, starting from Laplace's equation for heat conduction and using the fact
that our “snow dune” model is fully characterized by the mean, variance and the correlation length of the
snow surface, we show that Fc must be of the form

Fc ¼ F0Φ η; Σ; Λð Þ; (12)

F0 ≡ ki
Tf − Ta

H
; η≡

ki
ks

⟨h⟩
H

; Σ≡
σðhÞ
⟨h⟩

; Λ≡
l0
H
; (13)

where Φ is a nondimensional flux that is determined by a nondimensional snow depth, η, a nondimen-
sional snow roughness, Σ, and a nondimensional correlation length, Λ. The dimensional quantity F0 is
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the heat flux conducted through the ice with no snow on top, so the function Φ≤ 1 represents the fraction
of this flux that is conducted when snow is present. After showing this, in SI section S3, we show that the
heat conduction problem can be explicitly solved if Λ→∞ (when heat transport is purely vertical), and
when Λ→0 (when the horizontal heat transport dominates). Knowing these two limits, we then
numerically solve the heat conduction problem for various combinations of the parameters η, Σ, and Λ
and show that the function Φ is approximately equal to

Φ η; Σ; Λð Þ ≈ Φv þ Φh − Φv

ð1þ cΛÞ2; (14)

Φv ≡
Z ∞

0

ef Γðz; ΣÞ
1þ zη

dz ðpurely vertical heat transportÞ; (15)

Φh ≡
1

1þ ηð1 − Σ2Þ ðdominant horizontal heat transportÞ; (16)

where c≈0.83 is a numerical constant, Φv is the nondimensional flux if vertical heat transport dominates,
and Φh is the nondimensional flux if horizontal heat transport dominates. Φh is an upper bound on heat

flux given parameters η and Σ. The gamma distribution ef Γ in Equation 15 is normalized to have a mean
equal to 1, and is consequently only a function of Σ with the parameters k¼Σ−2 and h0¼Σ2. Equation 16
is only valid for Σ<1. If Σ>1, we have that Φh¼ 1 so that, if Λ→0, the heat is conducted as if there were
no snow on top of the ice, F¼F0.

To quantify howmuch ice growth is due to snow depth variability, we also consider the nondimensional flux

assuming a uniform snow cover,Φu ≡
1

1þ η
. The fraction of ice growth that can be attributed to snow depth

variability can then be estimated as
Φ − Φu

Φ
. We show the estimated values of all of the nondimensional para-

meters discussed above for the three LiDARmeasurements we considered in the previous section in Table 2.

From Equation 14, we can see that the contribution of horizontal heat transport to total heat transport is pro-
portional to (1+cΛ)−2. As we discussed in the previous section, the correlation length for all data sets we con-
sidered is around l0≈ 5.6 m and is likely on the same order throughout the Arctic. This means that for ice of
realistic thickness of around 1m, Λ≈ 5. This implies that horizontal heat transport contributes less than 5%
of the maximum possible contribution,Φh−Φv. This is very small—as we can see from Table 2, the total non-
dimensional flux, Φ, is equal to Φv to two significant digits for all measurements. Even for exceedingly thick
ice of 2 m thickness, and snow with significant variability, as in the 2009N measurements, horizontal heat
transport still contributes less than 1% of total ice growth. Therefore, horizontal heat transport can most
likely be ignored on flat undeformed ice. This is in contrast with Sturm et al. (2002) who found a significant
fraction of heat is transported horizontally in regions of deformed ice. For this reason, it may be necessary to
include nonuniform ice thickness to appropriately capture heat transport on deformed ice.

Even though horizontal heat transport may be neglected on undeformed ice, snow variability may still
noticeably contribute to conductive heat flux. In Table 2, we show the fraction, (Φ−Φu)/Φ, of heat transport
that is due to snow depth variability. We see that snow depth variability contributes between 4% for 2010
measurements that have the least snow depth variability and 11% for 2009N measurements that have the
most snow depth variability, with the effect generally increasing with η and Σ. Although this is not large,

Table 2
Nondimensional Parameters of the Snow Surface for the LiDAR Measurements of Polashenski et al. (2012) Assuming an
Ice Thickness of H¼1 m, Conductivity of Fresh Ice ki¼2.034Wm−1 K−1 (Untersteiner, 1964), Snow Conductivity
Estimated by Sturm et al. (2002), ks¼0.14Wm−1 K−1, and Duration of Stage I of Pond Evolution T¼5 Days

η Σ Λ Φu Φv Φh Φ (Φ−Φu)/Φ ω

2009N 2.2 0.5 5.5 0.31 0.35 0.38 0.35 0.11 1.7
2009S 1.9 0.4 5.24 0.34 0.37 0.39 0.37 0.07 1.7
2010 1.9 0.3 5.75 0.34 0.36 0.37 0.36 0.04 1.5
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it is comparable to the effect of melt ponds during summer—for example, if 15% of ice of albedo 0.6 is cov-
ered by ponds of albedo 0.25, ice will melt on average 10% faster than if there were no ponds. Therefore, the
effect of snow variability on first‐year ice during winter may be enough to partially compensate the effect of
melt ponds during summer. Again, this effect is smaller than on deformed ice, where Sturm et al. (2002)
found that about a quarter of ice growth is due to variable snow and ice geometry.

We note that Equations 15 and 16, which quantify purely vertical and purely horizontal heat flux, follow
from general properties of Laplace's equation in the limits Λ→∞ and Λ→0, and from the fact that the snow
depth distribution is well described by a gamma distribution. These conditions do not change if we modify
the “snow dune”model details such as mound shape, anisotropy, or size distribution (SI section S2.3), so our
formula for total heat flux should be applicable regardless of such specifics. The only factor that could poten-
tially change with these alterations is the detailed shape of the function that describes the transition between
vertical and horizontal heat transport regimes.

Finally, we note that if a reasonable statistical model of spatial variability of snow conductivity can be devel-
oped, this variability could be included in the above framework. Namely, if snow has a nonconstant conduc-
tivity, ks(x), heat transport would be affected by an effective snow topography that accounts for these

variations in conductivity, h xð Þ ⟨ks⟩
ksðxÞ. Thus, a nonconstant snow conductivity would simply introduce an

effective topography and, with a good statistical model of ks(x), we could follow the same steps to estimate
the nondimensional heat fluxes, Φ, Φv, and Φh. We note that if the horizontal length scale of snow conduc-
tivity variations is on the order of, or less than, ice thickness, it could induce significant horizontal heat
transport.

6. Melt Pond Evolution During Early Melt Season

During the early melt season, ice is largely impermeable and ponds can quickly flood vast areas of the ice
surface. This is known as Stage I of pond evolution and is typically followed by Stages II and III which cor-
respond to pond drainage and subsequent slow pond growth on highly permeable ice (Landy et al., 2014;
Polashenski et al., 2012). In this section, we will discuss equations for pond evolution during Stage I when
ice can be considered to be impermeable. We derive these equations in SI section S4. These equations follow
from the fact that the premelt snow distribution on flat ice is well described by our “snow dune” topography.

6.1. Analytic Model for Pond Evolution During Stage I

Since water can flow relatively freely through permeable snow, during Stage I of pond evolution there likely
exists a common water table for the entire ice floe, and ponds are the regions where surface topography lies
below it. Therefore, to model Stage I of pond evolution, we will assume that snow is fully permeable and that
snow below the water level is completely saturated with water, that underlying ice is impermeable and initi-
ally flat, that the premelt snow topography is well described by our “snow dune” model, and that no melt-
water is lost from the domain (we will reconsider this assumption in the next subsection). The ice and
snow topography can change by melting, thereby creating meltwater. We will thus assume that snow, bare
ice, ponded ice, and ponded snow (water‐covered snow) melt at different rates but that these rates are con-
stant in space and time and independent of factors such as snow or pond depth. Finally, we will assume that
both snow and ice melt only at the surface and that ice cannot melt until snow has melted away.

In SI section S4, we develop equations for the time evolution of pond coverage, p, and water level, w, during
Stage I under the assumptions above. We do this by tracking the volume of water produced by melting. We
use the fact that, if no water is lost from the domain, the water level can only increase, so that ponds only
encounter bare snow topography that melts at a uniform rate and is, therefore, unaltered throughout the
melt season. This means that we can use our premelt topography to accurately describe the ponded fraction
of the surface. It also means that regions of bare ice (ice with no snow and no water on top) do not exist. We
greatly simplify the problem by neglecting terms that are proportional to the density difference between
water and ice, which are, in addition to being small, only relevant at very high pond coverage. Using this
strategy, we show that pond coverage evolution is approximately the solution to the system of ordinary dif-
ferential equations
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_w ≈ −
rirsð1 − pÞ
1 − rsð1 − pÞ

_hs; (17)

_p ¼ f Γðw − _hstÞ _w − _hs
� �

; (18)

where _x ≡
dx
dt

is a shorthand notation for the rate of change of quantity x, w is the water level, p is the pond

coverage faction, ri ≡
ρi
ρw

is the ratio of ice density to meltwater density, rs ≡
ρs
ρi

is the ratio of snow density

to pure ice density, _hs is the melt rate of bare snow, assumed to be constant in space and time and assumed

to be negative since the height of the snow decreases with time, and f Γðw − _hstÞ is the gamma distribution

given by Equation 9 and evaluated at w − _hst. The parameters of the gamma distribution are determined
from the mean and variance of the premelt snow topography according to Equation 10. The initial condi-
tions for Equations 17 and 18 are no ponds at the initial time, p(t¼ 0)¼ 0, and a water level of 0,

w(t¼ 0)¼ 0. Note that _hs<0, so _w > 0 and _p > 0. Even though Equations 17 and 18 are approximate, they
are a very accurate approximation to the full 2‐D model defined by the assumptions above at low pond
coverage and only deviate slightly from the full model at high pond coverage (see SI section S4). In SI sec-
tion S4, we also derive a second‐order approximation that becomes nearly indistinguishable from the full
2‐D model for any pond coverage.

We can see from Equations 17 and 18 that, since ice and water density are fixed, Stage I pond coverage evo-

lution depends mainly on the density of snow through rs, the melt rate of bare snow, _hs, and the mean and
variance of the initial snow depth distribution through fΓ. Note that melt rates of bare ice, ponded ice, and
ponded snow do not enter this first‐order approximation for pond evolution. In Figures 5a–5d, we change
each of the parameters that enter Equations 17 and 18 to see how they affect Stage I pond evolution. We note
that in Figures 5a–5d, we parameterized fΓwith its standard deviation, σ(h), and its shape parameter, k, since
σ(h) strongly affects pond coverage evolution, while k affects it only weakly. Within a reasonable range of
parameters, pond evolution during Stage I is most sensitive to the rate of snowmelt (Figure 5a) and the stan-
dard deviation of the initial snow depth distribution (Figure 5c). In fact, as we explain in SI section S4,
increasing the snow melt rate by some factor leads to the same pond coverage evolution as decreasing the
volume of snow by the same factor. Snow density and the shape of the initial snow depth distribution, para-
meterized by k and assuming that σ(h) is fixed, do not matter as much (Figures 5b and 5d).

6.2. Meltwater Drainage During Stage I

One important factor we have neglected is the potential for limited drainage during Stage I. Even though ice
is typically impermeable during this stage, outflow pathways such as cracks in the ice, seal breathing holes,
or the floe edge can exist (Eicken et al., 2002; Fetterer & Untersteiner, 1998; Holt & Digby, 1985; Polashenski
et al., 2012). Popović et al. (2020) explain that if pond coverage is low, and the underlying surface is imperme-
able, such isolated flaws in the ice should not significantly affect the pond coverage. However, if pond cover-
age is above a special value called the percolation threshold, pc, there can be significant pond drainage
through these flaws. In fact, if the drainage rate is great enough, the pond coverage would be limited to below
pc. For example, unless ice deformation prevents water from flowing into the ocean, the floe edge will limit
pond growth to below pc. Popović et al. (2018, 2020) estimate pc to be between 0.3 and 0.4 for Arctic sea ice.
Below, we show that including drainage is necessary to accurately reproduce the evolution of pond coverage
throughout Stage I.

Including drainage in our model leads to some inconsistencies with the assumptions under which we
derived Equations 17 and 18. First, drainage opens the possibility for the water level to decrease, _w<0, poten-
tially exposing bare ice and topography that was altered by different melt rates of different regions of ice.
These effects were not taken into account when deriving Equations 17 and 18, and, therefore, we can keep

these equations only if the drainage is not too great. In fact, Equations 17 and 18 remain valid when _w − _hs

> 0 (the altered topography remains submerged) and while w>0 (there are no regions of bare ice). Second,
the percolation threshold only affects the pond coverage in the way we discussed above if the underlying sur-
face is impermeable. In our case, the surface is a combination of impermeable ice and permeable snow. Since
the pond coverage will likely exceed the percolation threshold before all the snow melts, there likely exists a
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complicated transition period between a surface that is a mix of permeable snow and impermeable ice and a
fully impermeable ice surface. Moreover, when drainage is great enough so that the percolation threshold
limits pond growth, the water level in different ponds needs to be at least slightly different, in contrast
with the assumption of a common water table we made in the previous subsection. Here, we simply
ignore these complications and assume that Equations 17 and 18 are approximately valid even when pond
drainage occurs and that drainage is only activated if pond coverage exceeds the percolation threshold.
We leave a detailed analysis of pond drainage during Stage I for another study.

If we assume _w − _hs > 0 and w>0, we can straightforwardly include drainage in pond evolution
(Equations 17 and 18) by simply altering the water balance equation. We derive this in SI section S4. For
example, if ponds drain at a rate of Q cm per day, Equation 18 remains the same and 17 is modified to

_w ¼ −
rirsð1 − pÞ _hs þ Q
1 − rsð1 − pÞ : (19)

To account for the fact that we expect little drainage to occur below the percolation threshold, we can make
Q a function of p. The simplest representation would be to include QðpÞ ¼ Q0Hðp − pcÞ, where H is the
Heaviside function, equal to 0 or 1 depending on whether its argument is less or greater than 0, and Q0 is

Figure 5. (a–d) Pond coverage evolution during Stage I found using Equations 17 and 18 for a variety of model parameters. In each panel, we change one
parameter, while we keep the others fixed at default values _hs ¼ 4 cm day−1, rs¼0.4, σ(h)¼0.05m, and k¼4. (a) Pond coverage evolution for different snow

melt rates, _hs. (b) Pond coverage evolution for different snow to ice density ratios, rs. (c) Pond coverage evolution on topographies with different snow depth
standard deviations, σ(h). (d) Pond coverage evolution on topographies with different shape parameters, k. (e) Comparing pond evolution during Stage I calculated
using Equations 17–19 and physical parameters described in the text (dashed blue and yellow lines) with observations of Polashenski et al. (2012) (red line).
The dashed blue line represents pond evolution estimated using Equations 17 and 18 that assumes no drainage during Stage I. Dashed yellow line represents
pond evolution estimated using Equation 19, which assumes a constant drainage rate beyond the percolation threshold of pc¼0.35. Topography used to
calculate Stage I evolution has the same mean and variance as the actual measured premelt snow topography obtained with LiDAR measurements.
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a constant that sets the maximum drainage rate. Using this function yields the yellow line in Figure 5e. If _w

− _hs<0, Equation 18 predicts that the pond coverage will decrease, _p<0. So, if _w< _hs , we expect the pond
coverage to remain fixed at the percolation threshold, p¼ pc.

In Figure 5e we compare Stage I pond evolution predicted by our model with the measurements of Stage I
pond coverage evolution by Polashenski et al. (2012). Since accurate measurements of premelt topography
are available for that time and location (Figure 3), we can choose the parameters of the gamma distribution
highly accurately. The density of snow and the snow melt rate are somewhat uncertain. We choose the den-
sity of snow to be ρs¼ 350 kg m−3, and the albedo of melting snow to be αs¼ 0.74, consistent with observa-
tions of Polashenski et al. (2012). We take the solar flux to be Fsol¼ 254Wm−2, which Polashenski et al.
(2012) report as the average flux of solar energy for the duration of the experiment. We treat the sum of long-
wave, sensible, and latent heat fluxes, Fr, as a tuning parameter. The value we choose, Fr¼−15Wm−2, is
typical of the region and season, and is therefore consistent with the measurements. The blue line in
Figure 5e shows the Stage I pond evolution predicted by Equations 17 and 18, while the red line represents
the measurements of Polashenski et al. (2012). The two curves agree up to the point when pond coverage
reaches p≈0.35, a plausible value for the percolation threshold. Thus, the measurements are consistent with
drainage being activated beyond the percolation threshold. To match pond evolution beyond p¼ 0.35 we
used Equation 19, and tuned the drainage rate,Q0, to 2.6 cm day−1 (yellow line), a rate consistent with obser-
vations of Polashenski et al. (2012). We can see that Equation 19 is consistent with the observations,
although this matching cannot be fully confirmed due to uncertainty in the parameters.

6.3. A Condition for Pond Development

Pond coverage reaches its peak by the end of Stage I. Afterward, ponds drain, and, by the end of the drainage
stage, the remaining ponds correspond to regions of ice that are below sea level. Observations show that
ponds that remain after drainage are a subset of ponds that exist during peak pond coverage (Landy et al.,
2014; Polashenski et al., 2012). Therefore, if ponds do not develop during Stage I, they will likely never
develop. Since the premelt snow depth distribution controls pond evolution during Stage I, it, therefore, also
has a disproportionate effect on later pond evolution. If the snow depth is highly variable, ponds will develop
sooner than if the snow cover is uniform. If the snow cover is relatively uniform and Stage I does not last long
enough, the ice may remain pond‐free throughout the summer. Here, we will show how we can use the
model we developed above to derive a simple criterion for whether ice will develop ponds or not.

We start with Equations 17 and 18. If we assume that pond coverage stays low throughout Stage I, we can set

p≈0 in Equation 17, and integrate it directly to get the water level at time t during Stage I,w tð Þ ≈ −
rirs
1 − rs

_hst.

We can then nondimensionalize Equation 18 by introducing nondimensional parameters Σ and ω to get

dp
dω

¼ ef Γ ω; Σð Þ; (20)

Σ≡
σðhÞ
⟨h⟩

; ω≡−
1 − rsð1 − riÞ

1 − rs

_hst
⟨h⟩

; (21)

Here, Σ is the nondimensional roughness as in section 5 and ω can be interpreted as a nondimensional water

level. As in Equation 15 of section 5, ef Γðω; ΣÞ, is a gamma distribution with a mean equal to 1, so that it only
depends on Σ, with parameters k¼Σ−2 and h0¼Σ2, and evaluated at ω. Thus, from Equation 20, we get a
simple relation

p ¼ FΓðω; ΣÞ; (22)

where FΓ(ω, Σ) is a cumulative gamma distribution with a mean equal to 1, FΓðω; ΣÞ≡ ∫ω0ef Γðz; ΣÞdz .
Therefore, if pond coverage is low, it depends only on ω and Σ and we can express it simply in terms of
the cumulative gamma distribution.

Let us now assume that Stage I lasts for some time, T, on the order of 5 days. If the ponds do not develop
within that time, the ice will remain pond‐free throughout the summer. We can set some threshold, p∗,
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say p∗¼ 0.01, and consider ice to be pond‐free if the pond coverage is
below p∗. We can then find the boundary in ω−Σ space, ω∗(Σ), such that
if ω<ω∗, ice remains pond‐free at the end of Stage I. According to
Equation 22, this boundary is given by

ω∗ðΣÞ ¼ F−1
Γ ðp∗; ΣÞ; (23)

where F−1
Γ is an inverse of the cumulative gamma distribution (gamma

percentile function) with a mean equal to 1, k¼Σ−2, and h0¼Σ2, evalu-
ated at p∗. Equation 23 gives a universal criterion that ice remains pond‐
free. If ω, calculated given the snow melt rate, density, depth, roughness,
and the duration of Stage I, exceeds ω∗, ice will develop at least some
ponds. The boundary, ω∗(Σ), is largely insensitive to the choice of the
threshold coverage, p∗, so long as p∗ is much smaller than 1.

In the case when ice develops some ponds, we can also ask how developed
those ponds will be. In particular, we can assume that ponds are fully
developed if the pond coverage exceeds the percolation threshold by the
end of Stage I. Beyond the percolation threshold, pond drainage likely
starts to play an important role, and the post‐Stage I evolution of fully
developed ponds likely proceeds in a fairly typical manner. Therefore,
there likely exist three typical trajectories for pond evolution during
summer—pond‐free, fully developed, and intermediate. To see
whether the ponds will develop fully, we can again use Equation 23 but
use p∗¼ pc≈ 0.35. Using Equation 23 with p∗¼ 0.35 is approximate since
the pond coverage is no longer small, but it is still reasonably accurate.

In Figure 6, we show the conditions for these three regimes of pond devel-
opment. We can see that when ω>1, ponds always fully develop since, in
this case, the water level by the end of Stage I exceeds the height of snow
even when the snow cover is uniform. Otherwise, if ω<1, ponds develop
more easily when the snow depth has more variability. We can estimate

ω and Σ for the measurements of Polashenski et al. (2012). We use T¼ 5 days, snow depth mean and var-
iance estimated from the LiDARmeasurements, and the same snowmelt rate density as in the previous sub-
section.We show Σ andω estimated in this way in Table 2.We can see thatω>1 in all cases so that we expect
that ponds develop fully. In the study of Polashenski et al. (2012) this indeed happened. In order for ice to
have remained pond‐free, Stage I would have had to have lasted less than 1.5 days in 2010, which had the
most uniform snow, and less than 0.5 days for 2009N, which had the most variable snow. We note that per-
sistently pond‐free ice has been observed in the Arctic (Perovich et al., 2002), while Antarctic sea ice only
rarely develops ponds. Although we do not have snowmeasurements from these pond‐free ice floes, general
conditions on Antarctic ice are broadly consistent with our framework here. Snow on Antarctic ice is typi-
cally deeper than in the Arctic, lowering both Σ and ω, and it is both thinner and more saline than Arctic
ice, potentially lowering the duration of Stage I, T, thereby further lowering ω. It would be interesting to
see where these pond‐free ice floes fall within our pond development diagram.

7. Discussion

Throughout this paper, we showed that our model can reproduce key statistical features on three nearby
locations where detailed LiDAR data were collected as well as two other locations where melt pond images
were taken. Although this is not enough to claim generality, our results are encouraging, suggesting that our
model may be applicable in large‐scale studies of snow on undeformed Arctic sea ice and could serve as a
starting point for studying snow on other terrains such as deformed ice, Antarctic ice, or Alpine snow fields.
Moreover, as the fraction of first‐year ice increases in the Arctic due to global warming, the conditions simi-
lar to the ones we tested here will likely becomemore common. Here, we will briefly discuss how our results
can be applied to large‐scale studies, assuming their generality holds.

Figure 6. The horizontal axis shows the nondimensional snow roughness,
σ(h)/⟨h⟩, while the vertical axis shows the nondimensional water level, ω,
described in the text. The white region represents ice that remains
pond‐free throughout the summer, while the dark‐blue region represents
ice that develops pond coverage that exceeds the percolation threshold by
the end of Stage I. The light‐blue region represents ice that has some
ponds by the end of Stage I, but the pond coverage does not exceed
the percolation threshold.
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1. We believe that large‐scale models should use a gamma distribution for snow depth on undeformed ice.
Even though other distributions, such as normal or lognormal, may still work well enough, adopting a
gamma distribution is a more principled approach that likely works over a wider range of parameters.
Therefore mean and variance of snow depth are enough to characterize the whole distribution according
to Equations 10. Since, according to the LiDAR as well as melt pond data, the correlation length appears
to be stable under a variety of environmental conditions, it may be possible to use our “snow dune”
model with a horizontal scale parameter r0¼ 0.6 m (l0¼ 5.6 m) to study horizontal snow distribution.

2. When modeling heat conduction through undeformed ice, it is likely safe to neglect horizontal heat
transport. On deformed ice, the situation may be more complicated and further study is required.

3. To parameterize ice albedo during summer, Equations 17 and 18 may be used for pond evolution during
Stage I. Without knowing the outflow rate, Q, a reasonable approach would be to cap pond coverage to
below the percolation threshold of 0.3 to 0.4. Equations 17 and 18 can be combined with similar
approaches, such as the model of Popović et al. (2020) for Stages II and III, or the model of Popović et al.
(2018) for Stage III, to yield an analytic and accurate model of pond evolution throughout the entire melt
season.

4. Equation 23 provides a yet untested prediction of whether ice will remain pond‐free throughout the sum-
mer—we were not able to test this criterion against real data appropriately, as in all three cases we con-
sidered, the ponds have fully developed. So, it would be interesting to see whether this criterion can
explain the observations of pond‐free ice in the Arctic and the Antarctic. The nondimensional water
level, ω, in Equation 23 depends on the duration of Stage I. So, to be able to use this equation in
large‐scale studies, it will be necessary to relate the duration of Stage I to parameters that are available
on the large scale, such as energy fluxes, thickness, or the salinity of ice.

8. Conclusions

Snow cover greatly impacts sea ice evolution. It insulates the ice during the winter, reflects sunlight during
the summer, and controls melt pond evolution. In this paper, we presented an idealized geometric model of
“snow dune” topography that was capable of capturing key statistical properties of the snow cover on unde-
formed first‐year sea ice on three sites for which detailed LiDAR measurements were available as well as for
two other missions that collected airborne melt pond images. The main conclusion of our paper is that, at
least for the measurements we considered, our “snow dune” model is a very accurate representation of
the three‐dimensional snow distribution on flat, undeformed Arctic sea ice.

By comparing the moments of the height and snow depth distributions, we showed that the height distribu-
tion of our model is statistically indistinguishable from the snow depth distribution measured in detailed
LiDAR scans on flat undeformed ice.We also compared the correlation functions for themodel and themea-
surements to show that the horizontal statistics of snow are also well captured by our model. In addition to
this, our model captures melt pond geometry derived from helicopter images that span areas of 1 km2 with
the same model parameters as the LiDAR scans. This suggests that our model may capture the horizontal
properties of snow on such large scales. We note that in all cases we tested, the correlation length of horizon-
tal features (either snow or melt pond), was around l0≈ 5.6 m, suggesting that this property may be con-
strained throughout the Arctic. Since our model is fully defined by only three parameters, it follows that it
is enough to know the mean snow depth, its variance, and the horizontal correlation length to fully charac-
terize the statistics of snow on undeformed ice. On ice that was slightly deformed, we showed that the mea-
sured snow depth distribution contains subtle differences from our model and that there exist long‐range
correlations in the horizontal, inconsistent with our model.

After comparing our “snow dune”model to measurements, we considered its application to heat conduction
through the ice and to the development of melt ponds. We solved a three‐dimensional heat conduction equa-
tion assuming the ice is flat and the snow cover is well described by our model. We developed simple formu-
las that solve the conductive heat flux problem for any configuration of snow consistent with our model.
Using these formulas, we showed that, for any realistic ice thickness and snow dune size, horizontal heat
transport may be neglected on flat, undeformed ice (although this may not be the case for deformed ice).
We then also used our model to develop a simple model for melt pond evolution during early stages of pond
development when ice can be considered impermeable. We found that pond coverage evolution can be
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estimated using a system of two coupled ordinary differential equations that closely approximate an equiva-
lent 2‐D model, but are much simpler to solve. They reveal connections with measurable environmental
parameters. For example, we show that doubling the amount of solar radiation has approximately the same
effect on pond growth rate as halving the snow depth. We also show that these equations are consistent with
observations. Using these equations, we develop a criterion in terms of nondimensional properties of the ice
surface for whether ice will develop ponds or remain pond‐free during summer.

In this paper, we demonstrated that many of the details of ice surface conditions can be summarized by only
a few parameters if one is interested in bulk properties such as the total heat conducted or the mean melt
pond coverage. Of the three parameters that define our model, it may be the case that only two change from
situation to situation, as the correlation length may be stable, as discussed above. This means that future
GCMs may need to only keep track of the total amount of snow and the snow depth variance in order to
be able to represent the snow surface in a principled way. Our results, therefore, uncover an important prop-
erty of sea ice snow cover that may improve the realism of sea ice models while adding little to their
complexity.
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