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9.3 Analysis of Paired Data

We are interested in the between two observations of each subject. Sup-
pose the data consists of n independently selected pairs (X1, Y1), (X2, Y2), · · · , (Xn, Yn), with
E(Xi) = µ and E(Yi) = µ2. Let , so
the Di’s are the di↵erence within pairs.

The Paired t test

Because di↵erent pairs are independent, the Di’s are of one another. Let
D = X � Y , where X and Y are the first and second observations, respectively, within an
arbitrary pair. Then the expected di↵erence is

Null Hypothesis:
Test statistic value:

Significance level:
Alternative Hypothesis:

Assumptions: The Di’s constitute a random sample from a “di↵er-
ence” population.
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9.4 Inferences Concerning a Di↵erence Between Population Pro-
portions

Population 1:

n1 = # of observations in sample 1

X1 = # of subjects in sample 1 that have a certain characteristic we are interested

p̂1 =
X1

n1
= sample 1 proportion

p1 = population 1 proportion (unknown)

Population 2:

n2 = # of observations in sample 2

X2 = # of subjects in sample 2 that have the same characteristic we are interested

p̂2 =
X2

n2
= sample 2 proportion

p2 = population 2 proportion (unknown)

The natural estimator for p1�p2, the di↵erence in population proportions, is the correspond-
ing di↵erence in sample proportions . Since we know

with X1 and X2 are variables. Then

A Large-Sample Test Procedure

Suppose we want to test or equivalently . When
H0 is true, let p denote the common value of p1 and p2, i.e. . Then we have
the standardized variable

has approximately a distribution when H0 is true.
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Null Hypothesis:
Test statistic:

where

Significant level:
Alternative Hypothesis:

Assumptions:

•

•

Provided the above assumptions satisfied, a CI for p1 � p2 with a confidence level of
100(1� ↵)% is
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