
4.2.2 Expected Values

For a discrete random variable X, E(X) was obtained by summing x · p(x) over possible X
values. Here we replace summation by integration and the pmf by the pdf to get a continuous
weighted average.

Definition 20. The expected or mean value of a continuous random variable X with
pdf f(x) is

NOTE: E(X) is the most frequently used measure of population location or center.

Example 58. (Example 57 continued) The pdf of weekly gravel sales X was

f(x) =

8
<

:

3

2
(1� x2) 0  x  1

0 otherwise

So
E(X) =

Often we wish to compute the expected value of some function h(X) of the random variable
X.

If X is a continuous random variable with pdf f(x) and h(X) is any function of X,
then

E[h(X)] =

Definition 21. The variance of a continuous random variable X with pdf f(x) and
mean value µ is

�2
X = Var(X) =

The standard deviation (SD) of X is

�X =
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The variance and standard deviation give quantitative measures of how much spread there
is in the distribution or population of x values.

Shortcut formula

Example 59. (Example 57 continued) For X = weekly gravel sales, we computed E(X) = 3
8 .

Since
E(X2) =

Then
Var(X) =

and
�X =

When h(X) = aX + b, the expected value and variance of h(X) satisfy the same
properties as in the discrete case:

E[h(X)] =

and
Var[h(X)] =

4.3 The Normal Distribution

The normal distribution is the most important one in all of probability and statistics.

Definition 22. A continuous random variable X is said to have a normal distri-
bution with parameters µ and �2, where �1 < µ < 1 and � > 0, if the pdf of X
is

f(x;µ, �) =

The statement that X is normally distributed with parameters µ and �2 is often

abbreviated

80

va(y)= F(x2) - EfX]2

S.-24 di fixs:(1-22
= Sol_a)di

=ut)!
2
5-12

aE(X] + b

avar(X) Th(x) = 19/0X

/Gaussian Distribution

#
N(u,we)



It can be shown that for X ⇠ N(µ, �2)

E(X) =

and
Var(X) =

Figure below presents graphs of f(x;µ, �2) for several di↵erent (µ, �2) pairs.

• Each density curve is symmetric about µ and bell-shaped, so the center of the bell
(point of symmetry) is both the mean of the distribution and the median.

• The mean µ is a location parameter, since changing its value shifts the density curve.

• �2 is referred to as a scale parameter, because changing its value stretches or compresses
the curve.

• The inflection points of a normal curve (points at which the curve changes from turning
downward to turning upward) occur at µ� � and µ+ �.
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4.3.1 The Standard Normal Distribution

Definition 23. The normal distribution with parameter values µ = 0 and � = 1 is
called the standard normal distribution. A random variable having a standard nor-
mal distribution is called a standard normal random variable and will be denoted
by Z. The pdf of Z is

f(z; 0, 1) =

Appendix Table A.3 gives , the area under the standard normal
density curve to the left of z for selected z’s. Figure below illustrates the type of cumulative
area (probability) tabulated in Table A.3.

Example 60. Let’s determine the following standard normal probabilities:

(a) P (Z  1.25);

(b) P (Z > 1.25);

(c) P (Z  �1.25);

(d) P (�0.38  Z  1.25);

(e) P (Z  5)

Solution.
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4.3.2 Percentiles of the Standard Normal Distribution

For any p between 0 and 1, Appendix Table A.3 can be used to obtain the (100p)th percentile
of the standard normal distribution.

In general, the (100p)th percentile is identified by the row and column of Appendix Table
A.3 in which the entry p is found (e.g., the 67th percentile is obtained by finding .6700 in
the body of the table, which gives z = 0.44).

If p does not appear, the number closest to it is typically used, although linear interpolation
gives a more accurate answer. For example, to find the 95th percentile, look for .9500 inside
the table. Although it does not appear, both .9495 and .9505 do, corresponding to z = 1.64
and 1.65, respectively. Since .9500 is halfway between the two probabilities that do appear,
we will use 1.645 as the 95th percentile.

Example 61. Find the 99th percentile of the standard normal distribution.

Solution.
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