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Martingales

8.1. If E[Xn |G ] → E[X |G ] a.s., then for all bounded random variables Z, E[E(Xn |G )Z] → E[E(X |G )Z], by the
bounded convergence theorem. If Z is, in addition, G -measurable, then for all Y ∈ L1(P), E[Y |G ]Z = E[YZ |G ]
a.s., whence the weak convergence in L1(P) of Xn to X .

For the converse note that ‖E[Xn |G ]−E[X |G ]‖1 ≤ ‖Xn−X‖1 by conditional Jensen.

8.2. Let X , Y , and Z be three independent random variables, each taking the values ±1 with probability 1
2 each.

DefineW = X ,U = X+Y , and V = X+Z. Then, E[U |W ] = X+E[Y ] = X a.s. In particular,

E [E(U |W ) |V ] = E[X |V ] = 1 a.s. on {V = 2}
=−1 a.s. on {V =−2}.

(8.1)

On the other hand, E[X ;V = 0] = E[X ;X = 1,Z = −1] +E[X ;X = −1,Z = 1] = 0. Therefore, to summarize:
E{E(U |W ) |V} =V/2 a.s. A similar analysis shows that E[U |V ] =V/2 a.s also. Thus,

E [E(U |V ) |W ] =
1
2
E[V |W ] =

1
2
X a.s.

Because P{V &= X} = 1, we have produced an example wherein E[E(U |V ) |W ] &= E[E(U |W ) |V ] a.s.

8.3. If f (x,y) = f1(x) f2(y), then this is easy. In the general case, estimate f (x,y) by functions of the form f1(x) f2(y),
and appeal to Exercise 8.1.

8.4. Note that E[Y −X ; Y ≤ q] = E[X−Y ; X < q] = 0 for all q ∈ R. Therefore,

0≥ E[Y −X ; Y ≤ q,X ≥ q] = E[Y −X ; Y ≤ q]−E[Y −X ; Y ≤ q,X < q]
=−E[Y −X ; Y ≤ q,X < q] = E[X−Y ; X < q]−E[X−Y ; X < q,Y > q]
=−E[X−Y ; X < q,Y > q].

This implies that P{X < q , Y > q} = 0 for all q ∈ R, whence P{X < q , Y > q for some rational q} = 0. That
is, X ≥ Y a.s. By symmetry, X = Y a.s.


