Mathematical Medicine and Biolog{2004)21, 293-334

Platelet—wall interactionsin continuum models of platelet
thrombosis: formulation and numerical solution

AARON L. FOGELSON;

Departments of Mathematics and Bioengineering, University of Utah, Salt Lake
City, Utah 84112, USA

AND

RoBERTD. Guy
Department of Mathematics, University of Utah, Salt Lake City, Utah 84112, USA

[Received on 25 March 2004; revised on 11 June 2004]

A model is developed to describe the formation of platelet thrombi in coronary-artery-
sized blood vessels. It involves interactions among a viscous, incompressible fluid;
populations of non-activated and activated platelets; activating chemicals; and the vessel
walls. Adhesion of platelets to the injured wall and cohesion between activated platelets
is modelled using distributions of elastic links which generate stresses that can influence
the fluid motion. The first version of the model presented involves two spatial scales: the
microscale of the platelets and the macroscale of the vessel. A closure approximation is
introduced that allows essential microscale behaviour to be computed while eliminating the
necessity to explicitly track events on this scale. Computational methods are presented that
meet the diverse challenges posed by the coupled nonlinear partial differential equations of
the model and by the complex geometry of the constricted vessels in which the thrombosis
simulations are carried out. Simulation results demonstrate that the model can produce
thrombi that grow to occlude the vessel, that shear-stress exerted by the fluid on the thrombi
can modify their subsequent growth and cause remodelling of their shape through small-
scale local changes or large-scale structural breakup.

Keywords blood clotting; platelet aggregation; immersed boundary; immersed interface;
multiscale modelling; biofluid dynamics.

1. Introduction

Platelet aggregation is a principal component of the blood clotting response, and thus
plays a major role in normal hemostasis as well as in the pathological thrombosis that
is responsible for many severe cardiovascular problems. In Fogelson (1992, 1993) we
began development of continuum models of platelet aggregation aimed at studies of this
process in blood vessels the size of coronary arteries or larger. These are the vessels of
greatest clinical interest because of the serious consequences if they are blocked. The
models presented in these papers described aggregation only in the solution-phase of the
flowing blood; no interactions between platelets and the blood vessel walls were included.
Since these platelet—wall interactions are critical to the initiation of aggregation, and since

TEmail: fogelson@math.utah.edu

Mathematical Medicine and Biology Vol. 21 No.@ Institute of Mathematics and its Applications 2004; all rights reserved.



294 A. L. FOGELSON AND R D. GUY

it is the adhesion of platelets to portions of the wall that holds the aggregates in place,
it is important to extend these models to incorporate such interactions. The purpose of
this paper is to describe how platelet—wall interactions can be included in the continuum
models of aggregation, to describe numerical methods for solving the resulting equations,
and to present our initial explorations of these more complete aggregation models.

When a blood vessel is injured, platelets suspended in the blood adhere to the damaged
tissue. Other platelets adhere to these wall-adherent platelets and cohere with one another
to form a loose ‘platelet plug’ or aggregate that fills the hole and stems the loss of cellular
elements in the blood (most importantly, the oxygen-carrying red blood cells). This is the
role platelets play in normal hemostasis (Weiss, 1975). Similar events can be triggered by
pathologies of the vessel wall, and can lead to the growth of aggregates that occlude the
vessel and prevent oxygen from reaching tissue normally supplied by the blood vessel.
This pathological aggregation is referred to as thrombosis, and the resulting aggregate is
called a thrombusp(. thrombi). One situation in which this happens and which is very
important clinically is associated with atherosclerosis (Forrestat, 1987; Fusteet al,

1988). Over the course of many years, atherosclerotic plagues can grow on the inner wall
of a coronary artery to the point where 80-90% of the vessel lumen is occluded. The plaque
material is fragile and easily ruptured by hemodynamic stresses. When a plaque ruptures,
platelet reactive material is exposed, and a platelet thrombus quickly forms at the site of
rupture. This acute thrombotic event can lead to complete blockage of the vessel, and
such events are believed to be the proximal cause of a substantial fraction of myocardial
infarcts. Pathological thrombi also form in association with blood-contacting prosthetic
devices like vascular grafts and artificial cardiac valves (Cannegétal, 1994). In all

of these situations, there are strong suggestions from clinical data and experimental results
that the local fluid dynamics of the blood, influenced by the local geometry of the vessel
or prosthetic device, plays an important role in determining the rate and final extent of
aggregate growth (Grabowsét al,, 1978, 1972; Turitto & Baumgartner, 1975; Turitto &
Weiss, 1979). A long-term goal of our work towards which the present paper contributes is
to better understand the interactions between local geometry, fluid dynamics, and aggregate
growth.

Platelets are non-nucleated cells suspended in the blood plasma. In a healthy person,
there are approximately 250000 platelets perdhohblood. Yet because of their small
size, platelets occupy less thar8®% of the blood’s volume. Platelets normally circulate
in a dormant or unactivated state in which they do not adhere either to other platelets
or to the intact blood vessel wall. A variety of plasma-borne chemical stimuli, including
adenosine diphosphate (ADP) and the enzyme thrombin, can bind to specific receptors
on the platelet’s surface (Andersenm al, 1999; Andreet al, 2003; Clemetson, 1995;
Dorsam & Kunapuli, 2004) and thereby trigger the plateletivation process. Shear
stresses above those encountered in healthy individuals can also activate platelets through
a mechanism that seems to depend on large von Willebrand factor multimers attached
to the platelet surface (Moaket al., 1988). Platelet activation entails (i) the platelet's
surface membrane becoming sticky to other activated platelets; (ii) the platelet beginning
to release platelet-stimulating chemicals into the surrounding plasma; and (iii) the platelet
changing morphologically from its rigid discoidal resting shape, to a more deformable
approximately spherical form from which extend several long thin appendages known
as pseudopodia (Weiss, 1975). The change that makes the platelet’s surface membrane
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FIG. 1. Schematic illustration of platelet adhesion and aggregation.

sticky is the expression of surface receptors (GP-IlIb/llla receptors) for the plasma protein
fibrinogen. Fibrinogen is a dimeric protein that can bind to one such receptor on each
of two activated platelets to form a molecular bond between the platelets (See Fig. 1).
Each platelet has approximately 50 000 GP-IIb/Illa receptors and this allows the possibility
of numerous such fibrinogen bridges between a pair of coherent platelets (Marguerie
al., 1986). The surface of an activated platelet changes in other ways which allows it
to take part in the enzyme reactions which comprise the blood coagulation process. In
particular, the coagulation enzyme thrombin is synthesized on the surface of an activated
platelet and then dissociates into the surrounding blood plasma (Kuharsky & Fogelson,
2001; Mann & Lorand, 1993). Activated platelets also release ADP from cytoplasmic
storage granules into the surrounding plasma (Lages, 1986). Both thrombin and ADP are
potent platelet activators; their relative importanceiforivo aggregation is not known.
Since both ADP and thrombin cause platelet activation and are released by activated
platelets, the aggregation process involves positive feedback loops. The shape changes
that platelets undergo upon activation are believed to be quite important to aggregate
formation; the pseudopodial extensions are thought to promote platelet—platelet contact,
and the deformability of activated platelets allows their surface membranes to come into
close apposition which permits enhanced formation of fibrinogen bridges and thus stronger
cohesion (White, 1994). The shape change is at a scale that is not directly relevant to the
models that will be discussed below.
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Since platelet aggregation has the potential for positive reinforcement it is important
that regulatory mechanisms exist to prevent its initiation when it is not needed, and to limit
its spatial extent when it does occur. A healthy intact blood vessel is lined by a confluent
monolayer of endothelial cells that present a very smooth surface to the passing blood.
These cells actively work to prevent the initiation of aggregation, in part by the production
and release into the plasma of prostacyclin which is a potent platelet inhibitor, and by
the activity of molecules on their luminal surfaces that neutralize thrombin and degrade
ADP (Esmon, 1992; Marcus & Safier, 1993). Because of these activities, the luminal
surface of healthy endothelial cells is very thromboresistant. The endothelial cells also
produce a molecule called von Willebrand factor (VWF), important for platelet adhesion,
which is released into the plasma from the endothelial cells’ luminal side, and onto the
subendothelial extracellular matrix on the endothelial cells’ abluminal side. The surface of
a platelet, non-activated or activated, displays GP-Ib molecules which can bind to VWF,
but the binding site on VWF for GP-Ib is hidden unless the VWF is in the presence of
collagen from the subendothelial matrix. So the vVWF released into the plasma does not
normally cause platelet adhesion, but if the endothelial cells are disrupted, the vWF bound
to collagen on the subendothelial matrix is ready to bind to platelet GP-Ib. This leads
directly to platelet adhesion to the subendothelial matrix, and furthermore, the binding of
VWF to GP-Ib results in an intraplatelet signal that causes activation of that platelet. (See
Mohammad, 1995; Ruggeri, 1997 for further discussion.)

For platelets to adhere to damaged vessel tissue, the platelets must, of course, contact
that tissue. Thus transport of platelets to this tissue by advection and diffusion is critical
to the aggregation process. The duration of platelet and activating chemical proximity to
the damaged tissue is also important, and there is experimental evidence that suggests that
entrapment of platelets and chemicals in recirculation zones near protruding atherosclerotic
plagues, and near bends and branchings of blood vessels, may be associated with higher
incidences of thrombosis at such sites (Badimon & Badimon, 1989; Bagttld 1994,

Karino & Goldsmith, 1980; Karino & Motomiya, 1984). Another way that fluid dynamics
may affect aggregate growth is that sufficiently high fluid stresses on an aggregate surface
may make it impossible for new platelets to remain attached to the aggregate. Similarly,
fluid stresses can dislodge portions of an existing aggregate by breaking the bonds between
platelets in the aggregate. This is known as embolization and is important clinically
because emboli can block smaller vessels downstream of the site from which they were
detached. As already indicated above, aggregate growth can profoundly affect the flow of
the blood, to the point that complete occlusion of a vessel prevents flow entirely. The two-
way coupling between fluid dynamics and aggregate growth makes studying aggregation
challenging and interesting.

The outline of the remainder of this paper is as follows. In Section 2, we review the
solution-phase aggregation models presented in Fogelson (1992, 1993). In Section 3, we
introduce an extension of the solution-phase model that allows us to study embolization.
In Section 4, we introduce the additional variables and equations we use to model platelet
interactions with the vessel walls and other reactive surfaces. In Section 5, we describe the
computational methods that are used to solve the model’'s equations, and in Section 6, we
describe some results from computational studies of the model.
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2. Review of solution-phase aggregation models

The models of platelet aggregation introduced in Fogelson (1992, 1993) involve
interactions among a viscous, incompressible fluid; populations of non-activated and
activated platelets; a population of interplatelet elastic links; and a platelet-activating
chemical. The activating chemical acts on non-activated platelets to produce activated
platelets. Activated platelets interact with one another to produce interplatelet elastic links.
The links can be stretched by gradients in the fluid velocity and then produce stresses
that affect the fluid. These stresses are the only way that the platelets influence the fluid
dynamics.

The problem that the models address involves two distinct length scales; the diameter
of a coronary artery is on the order of 1 mm, and the diameter of a platelet is apoot 1
Because of this, two sets of spatial variables appear in the final models; thesadyefor
which the statementg| = O(1) and|y| = O(1) indicate lengths comparable to a vessel
diameter or platelet diameter respectively. We denote the ratio of platelet diameter to
vessel diameter and note tlra& 1. The equations of the continuum model are the leading
order terms for the limit of smad.

For avariety of reasons, it is desirable to use a different scaling of the model variables
than used in the original aggregation papers. Other than the scaling, the models are
mathematically equivalent. In the scalings and notation we use in this paper, we let
u(x, t) andp(x, t) denote the fluid velocity and pressuggix, t) andga(X, t) be the non-
activated and activated platelet concentration respectivelyc@nt) be the concentration
of activating chemical. We us# (x, t) to denote the concentration of elastic links between
activated platelets atand activated platelets elsewhere. We define a fundionr, t) so
that E(x, r, t) dr is the concentration of elastic links between activated plateletsaatl
activated platelets in a small volume aroundt r. It then follows that

P(x,t) = / Ex,r,t)dr. (2.1)

The functionE has dimensions of number of elastic links per volumjepger volume(r).
The variablezP plays a more prominent role in the current models than previously and
this is one reason for the new scaling. The platelet length scale is much smaller than the
macroscopic length scale and so we exdedb vary rapidly with the separation vector
r. Because of this, we make a change of variables ey, and we defineE(x,y,t) =
e3E(x, 1, t) so thatzP(x, t) = J E(x,y, t)dy. The functionsu, p, ¢n, ¢a, ¢, andE are the
basic unknowns of the model.
The most general form of the solution-phase aggregation models is as follows:

p(Ut+U-Vu)=—Vp+ uAu+f (2.2)
V.-u=0 (2.3)

d¢n

ot +U-V¢n = DnAgn — R(C)dn (2.4)

% 4+ U-V¢a = R(C)¢pn (2.5)

ot
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Ct +U-Vc=DcAc+ AR(C)¢n — Kc (2.6)
Et +U~VxE+(Y-VU)~VyE=Ot(|y|)¢a2—/3(|y|)E 2.7)

fP = 1/2/y-VxE(x, y, t) S(lyl)y dy (2.8)

Equations (2.2)—(2.3) are the Navier—Stokes equations which describe the dynamics of a
viscous incompressible fluid (Batchelor, 1967) of constant depsityd constant viscosity

wu. The force density terrhin (2.2) arises, in part, from cohesive bonds between activated
platelets. That is, one of the contributionsftaomes from the terni® defined in (2.8).
Equation (2.4) expresses the assumption that non-activated platelets are transported by
advection with velocityu and diffusion with diffusion coefficienDy,,, and are converted

to activated platelets at a raR(c)¢,, which depends on the concentratioof activating
chemical. Equation (2.5) describes the transport of activated platelets by advection and
their creation by the activation of non-activated platelets. Diffusive transport of platelets is
included in the model to reflect the experimental observation that in flowing blood platelets
have a random component to their motion two orders of magnitude larger than that which
would result from Brownian motion (Turittet al., 1972). The enhanced diffusivity is
correlated with the presence of the larger and more numerous red blood cells which make
up 45% of the volume of normal blood (Goldsmith & Karino, 1977; Wang & Keller, 1985).

It is thought that shear-induced tumbling and colliding of the non-spherical red blood cells
causes a local mixing of the blood, thus imparting to the platelets a diffusion-like motion
(Turitto & Baumgartner, 1975; Wang & Keller, 1985). We expect that the influence of these
local disturbances on a particle’s motion decreases as the size of the particle increases, and
that the influence of these disturbances is small for all particles in a region where the
density of aggregates is high. Thus, the diffusivity of individual non-activated platelets
should be greater than that of aggregated activated platelets, and both diffusivities should
decrease with increasing aggregate density. For simplicity, we have assumed that non-
activated platelets have a positive constant diffusivity while activated platelets have zero
diffusivity. Equation (2.6) states that the activating chemical is transported by advection
and diffusion, is created when non-activated platelets are activated, and is degraded in
time. The rate of creation is the amouatof activating chemical that a single platelet
secretes upon activation multiplied by the r&e)¢n, at which non-activated platelets are
activated.

The derivations of (2.7) and (2.8) are reviewed in Appendices A and B because
very similar derivations lead to the new equations which describe platelet—-wall adhesion.
Equation (2.7) describes the transport of platelet—platelet elastic bonds by advection in
space at velocity and by advection ig-space at velocity - Vu. This last term originates
in the small difference between the velodityat the two ends of a platelet—platelet bord (
andx + ey). Equation (2.7) also reflects the creation of new interplatelet bonds between
activated platelets at a rat€|y|) per pair of activated platelets, and the breaking of existing
interplatelet bonds at a rajg(]y|). Because only nearby platelets can cohere, the link-
creation rate functior (|y|) is assumed to drop rapidly to O whéy grows much larger
than 1. The link-breaking functiof(]y|) in general should increase sharply wjith > 1
to reflect faster breaking of links under strain. As we discuss below, incorporating strain-
dependent breaking into the model poses substantial challenges, and so in Fogelson (1992,
1993) only the casg(]y|) = B, constant was considered.
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Equation (2.8) gives the force density on the fluid generated by interplatelet bonds
and is derived in Appendix B. The integral in (2.8) is over allya§pace, but because
E(x,y,t) decays rapidly foity| > 1, the domain of integration is effectively finite. The
cohesion force densitf® can also be obtained as the divergence of the cohesion stress
tensoraP(x, t) defined by

1
0P(x.0) = 5 [ ECy.0SUyDyyT dy. 29)

As was shown in Fogelson (1992), under the assumptions that each interplatelet link
behaves as a linear spring with zero resting len@liy() = Kp) and that the rate at
which links breakg(ly|) is a constang, then the model equations can be used to derive
the following partial differential equation for the cohesion-stress temBor

o +u- VgP = oYU + ("YW +axa’L — o (2.10)

Here,a is a constant proportional to the second moment@y|)S(|y|), | is the identity
tensor, and the tens®fu hasijth elementg—f(ij. In (2.10) all reference to the link vectors

y disappears. Sincg—p_is a symmetric tensor, the above tensor equation amounts to
solving three equations (in the two-dimensional case). Once wegfavép is obtained

by differentiation from the equation
fP=v.gP (2.11)

Because (2.10) involves half as many spatial variables as (2.7), computing the solution
to (2.10) and then using (2.11) to obtdiR is a much more efficient process than is
computing E from (2.7) and then integrating ovgrspace to obtairi”. It is important

to notice that in this model, the formation of an aggregate dmg¢shange the domain

in which the Navier—Stokes equations are solved. The fluid dynamics equations hold
ewerywhere, and the formation of an aggregate manifests itself on the fluid motion solely
through the force density terfi®. For later reference, we note thatdf|y|) = B, thenz?
satisfies the equation

2 +u- V2P = agpa® — o2, (2.12)

whereag is the integral ofx(|y]).

Among the results presented in Fogelson (1992, 1993) are numerical studies of the
development of an aggregate in a background flow. Because of the absence of platelet—
wall interactions in those papers, we used a background stagnation point flow and relied
on symmetry to fix in place the centre of the developing aggregate. A typical numerical
experiment began with a uniform concentration of non-activated plaig¢lgt®o activated
plateletsp,, and therefore no interplatelet elastic links. tA: 0, activating chemical at a
concentratiort sufficient to cause activation was added in a small circular region centred
on the stagnation point. As a consequence, platelet activation began, more activating
chemical was released, and activated platelets began to form interplatelet links. The
links formed isotropically (see the link formation terms in (2.7) and (2.10)) but the link
distribution was subsequently skewed as the stagnation point flow elongated the initially
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circular aggregate into an ellipse of increasing eccentricity. With further time, the size of
the aggregate grew because of advective and diffusive transport of the activating chemical
and consequent platelet activation and link formation, and the links continued to skew
to align increasingly with the flow. Eventually the interplatelet links generated enough
force on the fluid to bring the fluid velocity within the aggregate to zero, and the shape
and size of the aggregate stabilized. In effect, the composite fluid-, platelet-, elastic link
material which comprises an aggregate in these models had undergone a chemically-
induced phase transition from the state of behaving as a viscous fluid, to a state of behaving
as a visco-elastic solid. More information about these and other results from the solution-
phase aggregation models can be found in Fogelson (1992, 1993) and Wang & Fogelson
(1999).

3. Strain-dependent link breaking

Through the elastic link distribution functioik (x, y, t), the general form of the model
describes both macro- and micro-scale events. Using the evolution equation (2&) for
multiplying it by 1/2 S(ly))yy", and integrating with respect tp, we can derive the
following equation for the cohesion stress tensBr

SdlyD
1yl

12 / ByD E SIyDyy" dy. (3.1)

Eyy' dy

of +u-VoP =gPVu + (cPYW)’ +az¢§lz+1/2/(yTgy)

For the remainder of the paper we assume that the links behave like linear springs, so that
S(]y]) = 0 and the fourth term on the right side vanishes. For a breakingg@@ = g

which is independent of the link lengly, the last term on the right side simplifiesggo P,

and we obtain the special form of the model considered above. In order to study breakup
(embolization) of an aggregate as well as the possibility that shear stresses limit the growth
of an aggregate, we want to be able to treat the more general case in which the breaking
rate does depend on how strained the aggregate is locally. One way to do this is to solve
the general form of the model including (2.7) and (2.8). In Wang & Fogelson (1999), we
describe a computational method for doing this as well as some examples of how a strain-
dependent breaking rate leads to different behaviour than a constant breaking rate. These
calculations are expensive. Even though we limit ourselves to the two-dimensional case,
because of the presence of two sets of spatial variables, (2.7) involves four spatial variables
as well as time. An alternative, adapted from ideas in the polymer literature (Phan-Thien
& Tanner, 1977), is to allow the breaking rate to vary, but as a function only of macroscale
guantities. In this case, the functighcan be pulled out of the integral in the last term

in (3.1) and this term reduces to the breaking rate tim&sin the rest of this paper, we
assume thas is a function of the ratio of the trace of the stress tens¢sAyand the total

link densityzP atx. That is, we assume -

Tr(cP)
ﬁ=ﬁ<r_ ) (3.2)

id
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There are two interpretations of(‘grp)/zIO that make this a reasonable assumption. From
the definitions ot andzP, we see that

'”@m::fUZ%WFEaJJﬂwzfé{fE@JJ)MZW} 3:3)

z° zP 2 [ EXx,y, t)dy

The integral which defines TP) in the middle expression is the total elastic strain
energy per unit volume due to links emanating from activated plateletssathe middle
expression has the interpretation of being the average strain energy per link. The expression
on the right shows that T&) /ZP is proportional to the mean-squared link length and so it

is a useful surrogate argument for a length-dependent function. With the new assumption
about the nature of the functigh) the equation forP is

T ) Tr(cP)
0P U VaP = oPTU + @YW+t~ (< )oh (34
and the equation fa is
Tr(cP)
Z+u-VP =agp’ — B ( Z; ) zP. (3.5)

See Guy (2004) for an analysis of the asymptotic behaviour of the model with this form

of B as well as a comparison with the behaviour of the full model for shear flow. There

it is shown that definingg to be a function of averaged quantities in this way accurately

captures the behaviour of the full mod@ & B(ly|)) for steady shear flows at all shear

rates. It is convenient to denote Bythe average strain energy per link(@P)/z". Then,

the breaking rate function we use in the current paper is -
pe) =15 foré < & (3.6)

Boexp(Bi(€ — Eo)) for & > &

wherepg is a positive constant anth = (3ap)/ap. From (3.4) and (3.5), we see th&s

can be interpreted as the average energy at which links form, and so we are assuming that
links break at an accelerated rate only when the average strain energy per link is greater
than the average strain energy per link at which links form.

4. Platelet—surface inter actions

There are two major aspects to platelet interactions with the vessel wall: one is biochemical
and involves activation of platelets which contact appropriate proteins embedded in the
vessel wall. The second is mechanical and involves the adhesion of platelets to the wall.
Below we describe how each of these interactions is incorporated in a natural way into
the models described above. First we discuss how we model the walls themselves as well
as other surfaces that may contact the blood. Our goal is to be able to deal with vessels of
complex shape (e.g. a bifurcating vessel, or a vessel partially occluded by an atherosclerotic
plague), as well as other objects immersed in the blood, such as prosthetic cardiac valves,
which influence the flow, and with which platelets might react.
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FiG. 2. Immersed boundary schematic. (a) Example immersed boundary Eutescribed by functioX (s, t).

(b) Small sections of an immersed boundary curve (solid) and target ‘tether-point’ curve (dashed). The section
of the immersed boundary surface between the pXiisg, t) andX(sp, t) is subject to forces (solid arrows) (i)
intended to keep it at the target location and (ii) because of tension in the immersed boundary itself arising from
its deformation or stretching.

4.1 Modelling of blood-contacting surfaces

Our approach to modelling the vessel walls is based on the immersed boundary method
originally introduced by Peskin for modelling blood flow in the heart. Since this method
has been described extensively elsewhere (e.g. Fauci & Fogelson, 1993; Peskin, 1977;
Peskin & McQueen, 1980, 1993) we will only sketch the method and explain how we use
it for the present studies.

The immersed boundary method solves the coupled equations of motion of a viscous,
incompressible fluid and one or more massless elastic surfaces or objects immersed in the
fluid. An Eulerian description based on the Navier—Stokes equations is used for the fluid
dynamics and a Lagrangian description is used for each object immersed in the fluid. For
example, suppose we have a single immersed boundary ¢uagshown in Fig. 2(a). The
locations of points o™ are given by the vector functioX(s, t). Here, the parameter
indicates arclength along in some reference configuration. Asvaries between 0 and,

X(s, t) sweeps through the points on the immersed boundary curve. Each valuefers

to a particular material point on the immersed boundary, and the funktisst) with s

held fixed describes the trajectory of this point in time. Each immersed boundary point is
in contact with the surrounding fluid, and so its velocity must be consistent with the no-slip
boundary condition. This gives us the equation of motion for the point as

axéf’t) =u(X(s, 1), t) = /u(x,t)S(x — X(s, 1)) dx, 4.1)

wheres represents the two-dimensional Dirac delta function.

Deformation of the immersed boundary curve from a prescribed equilibrium
shape and size, or displacement of the immersed boundary curve from a prescribed
equilibrium location, can lead to the generation of forces at each poieit) on
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the immersed boundary. These forces are described by a (prescribed) force density
function F(X (-, t), s, t) which has units of force per unit The values oF(X(-, 1), s, t)

are determined by the current configuration of the immersed boundary points. More
specifically, we assume that the tension force in the boundary curve abf@iny is

X
T <‘8_ ,s,t)t 4.2)
as
where
aX aX
t=— — (4.3)
ds 0S

is the unit tangent to the immersed boundary curve. That is, we assume that the tension is a
function of the local stretching af' as indicated b)lf% | It follows that the force density
(per units) along the curve is

d oT at

—(Tt) = —t+T—, 4.4

Bs( ) as + as (4.4)
which can have components in directions tangential and normal. ttm addition, we
assume that there is a force which acts to ‘tether’ each pamtt) onI” to a corresponding
point X®"(s) on a target (or tether) equilibrium curve. The force density associated with
this is given by the expression

s (X(s, t) — xteth(s)) (4.5)

where the stiffness paramet&rhas units of force per unit area. These contributions to
the force density- are depicted in Fig. 2(b). A third type of immersed boundary force
Fq (cl stands for cross-link) is used in the simulations below to make the walls more
rigid. It arises from elastic links between points on two distinct but approximately parallel
boundary curves. This is described in Section 5. Taking the three types of contributions
into accountf is given by

FX(1),8.1) = aiS(Tt) _ S(X(s, t) — xte”‘(s)) 1 Fa. (4.6)

These immersed boundary forces act on the surrounding fluid. In fact, because the
immersed boundary itself is assumed to have no mass, these forces are transmitted com-
pletely to the fluid. This transmission is accomplished by integrai(-, t), s, t) §(X —

X(s,t)) over the immersed boundary. If there axkeimmersed boundaries, then each
contributes to the total force density driving the fluid motion. The total force density due

to the immersed boundaries is then

N Li
fbx,t) = Z/ FXi (1), s 18X — X (s, 1)) ds. 4.7)
i=1J0

Since each integral here is over a one-dimensional immersed boundary and involves a two-
dimensional delta-function, the resulting force denélfyis concentrated in thin layers
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along each immersed boundary. In a pure immersed boundary calculation, this would be
the force density which appears in the Navier—Stokes equations, equation (2.2). In the
context of this papef, is one of several contributors fdn (2.2). For actual immersed
boundary simulations, the model system given by (2.2), (2.3), (4.1)—(4.7) is approximated
by a discrete system of algebraic equations which is described in Section 5.

4.2 Equations describing platelet-wall interactions

To describe these interactions, we begin by defining the density of reactive wall sites
W(X(1), t) at a pointX(t) on the vessel wallW will be positive only on injured portions

of the wall. This surface density is converted to a volume concentration using a formula
analogous to that in (4.7) for the immersed boundary force defi8ity

N oL
w(x,t) = Z W(Xi (-, 1), s, 1)8(X — X (S, 1)) ds. (4.8)
i=1

The functionw is the volume concentration of reactive sites on the walls, and is non-zero
only in thin layers along prescribed portions of the blood-contacting surfaces. While it
might seem more natural to define a surface density of reactive sites only on the walls, we
find that defining a non-zero volume concentration in thin layers near the walls facilitates
deriving model equations and implementing their numerical solution. Also, this approach
is consistent in philosophy with the immersed boundary method’s treatment of the walls as
thin layers of force density applied to the fluid. We note th&, t) is defined in reference

to blood-contacting surfaces, which in turn are represented by immersed boundaries as
described above. Because immersed boundary points move at the local fluid velocity
(see (4.1))w is also advected with the flow. That is,satisfies the equation

wi +U-Vw =0,

provided, as assumed in this paper, tidtdoes not depend explicitly oh It is not
necessary to solve this equation to determindecause we track the positions of the
immersed boundary points with reference to whicts defined. Note that for surfaces that
are tethered strongly, there is little motion, and so any non-zero valueassociated with
such surfaces are effectively fixed in space.

Because of the dual mechanical and biochemical nature of platelets’ interactions with
the walls, it would be reasonable to defitme populations of reactive wall sites, one for
each type of interaction. For biological surfaces (e.g. blood vessel walls), both interactions
involve the same surface-bound proteins so it is reasonable to describe both types of
interactions in terms of a single population of reactive wall sites. For artificial surfaces
such as prosthetic cardiac valves, different components of the surface may trigger the
different responses, and so two (or more) populations of reactive sites would be useful.
In the equations below, we assume that there is one population of reactive sites responsible
for both biochemical and mechanical interactions, but it should be clear how to modify our
equations to incorporate separate populations of reactive sites.

To reflect platelet activation by contact with injured vessel walls or artificial surfaces,
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we modify the transport equations (2.4)—(2.6) #ar ¢4, andc to be

()t + U - Vo = Dpdgn — (R(C) + RV (w))¢n (4.9)
(¢pa)t + U - Vg = (R(C) + R¥(w))¢n (4.10)
¢t + u- Ve = DcAc+ A(R(C) + RY(w))gn. (4.11)

The new termin (4.9) and (4.10) B"(w)¢n, which is the rate of activation of non-activated

platelets of concentratiogy, when in contact with reactive wall sites at concentratian

This term enters in (4.9) with a minus sign to reflect a decreagsg iue to activation,

and in (4.10) with a plus sign to reflect a corresponding increagg. ihe rate functions

R"(w) is 0 whenw = 0 s0the new terms are concentrated only in thin layers near portions

of the bounding surfaces. The new term in (4.1ARY(w)¢n, is the rate of release of

activating chemical because of activation of platelets caused by their contact with the walls.
To include in the model adhesion between activated platelets and reactive (‘sticky’)

wall sites, we definee™(x, r,t) so thatEW(x, r, t)dr is the concentration of (adhesive)

links which connect activated plateletseb wall sites ak +r. We again change variables

by lettingr = ey andEY(x, y, t) = €3EV(x, r, t). ThenEY(x, y, ) satisfies the equation

EY +U- VxkEY + (y - VU) - VyEY = a"(lyDpaw — AY(IyDE™. (4.12)

This is very similar to the transport equation (2.10) satisfied by the interplatelet link
densityE(x, y, t) except that the ternx(|y|)¢a2 from (2.10) is here replaced by the term
a(ly])¢a w. The change reflects the fact that the links describe&¥yonnect elements
of distinct species, platelets and reactive wall sites. We refer*tdy|) and 8V (Jy|) as
the adhesive-link formation and breaking rates, respectively. The funefigy|) decays
quickly for Jy| > 1, and the functio8"V(]y|) ideally increases sharply foy| > 1 because
of strain-induced breaking of the platelet—wall links.

Just as the stress tenso? is associated with the cohesive force den§hya stress
tensorg ¥ is associated with the adhesive force dengity The adhesive stress tensor is
defined by

1
ovix ) =5 [ Yy, 08"y o, (4.13)

To allow the adhesive links to break in a strain-dependent way without having to explicitly
deal with the microscopic scale, we assume that

Tr(e")
o — ,gw< = ) _ (4.14)

wherez"(x, t) = [ EY(x, y, t)dy. With this assumptiorr_LW satisfies the equation

T Tr(g")
o +u-Ve" =g"Vu+ (@"Vu)' +agawl — " ( = )gv, (4.15)

and the concentration of platelet—wall linkR¥ satisfies

Tr(a")
' +u- vz = afpaw — BV ( ZW ) V. (4.16)
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Onceg‘” is known, the adhesive force density may be calculated from
fYx, t)=V -a"(x, 1). (4.17)

The final element of the platelet—wall interaction is specification of boundary conditions at
the wall for the diffusing specieg, andc. Platelets certainly do not cross the vessel wall,
and we are aware of no evidence that the signalling chemical permeates the wall. Therefore
for both¢p, andc, we impose no flux boundary conditions along the immersed boundaries.

4.3 Fluid force density

We have described three different types of forces which each contribute to the force
densityf which drives the fluid motion. The first 6P, the force density generated by

the immersed boundaries and which represents the mechanical properties of the blood-
contacting surfaces. The second fsthe cohesive-force density which arises from links
between pairs of activated platelets. The third*ls the adhesive-force density which is
generated by links between activated platelets and sticky sites on the surfaces in contact
with the blood. It is also sometimes useful to specify an exogenous force dhiitgirive
abackground flow. For example, a unifofith corresponds to a spatially constant pressure
gradient (see Section 5.6 for details). Taking all of these into account, the force density in
the Navier—Stokes equations becomes

fx, 1) = f9+fP 4+ fW 4 fib,

4.4 Model summary

For the remainder of this paper we will focus on the form of the aggregation models in
which evolution equations (3.4), (4.15) for the cohesion stress tertsand the adhesion

stress tensar" are solved, and the cohesion and adhesion force densities are obtained by
calculating the divergence of these respective tensors. For convenience, we summarize the
equations of this form of the model here:

p(Uf +U-VU) =—Vp+ pnAu+f (4.18)
V.u=0 (4.19)
(¢n)t + U - Vo = DnAgn — (R(C) + RY(w))¢n (4.20)
(Pa)t +U- Vg = (R(©) + RY(w))¢n (4.21)
Gt + U- Ve = DcAc + A(R(C) + RY(w))¢n — Kc (4.22)

T 2 Tr(gP)
o +u-VoP =0gPVu+ (cPVU)" +axpa| — B ( > > aP (4.23)
fP(x, 1) = V- aP(x, 1) (4.24)

Tr(cP)
- ) 2. (4.25)

ZP—FU'VZp:aO(ﬁaZ—ﬂ(

w w w w T w w Tl’(gw) w
g +u- Vol =g"Vu+(@"Vu)' +ay¢awl — " —5— ) (4.26)



PLATELET-WALL IN TERACTIONS 307

fYx ) =V.-a¥(x1) (4.27)
Tr(c")

z'+u- V2" = afpaw — BV ( W ) z (4.28)

ang’t) =u(X(s 1), t) = / ux, H)8(x — X(s, t))dx (4.29)

FX(, 1), 8, 1) = %(Tt) . S(X(s, t) — xteth(s)) +Fy (4.30)
N Li

fP(x, t) = Z/ F(Xi (- 1), 8, D8(X — Xi(s, 1)) ds (4.31)

i=170
fx,t) = f94+fP 4 fW 4 0, (4.32)

5. Computational methods for the aggregation model

The computational solution of the aggregation models presents several challenges:
(1) the models involve a large number of coupled nonlinear partial differential equations;
(2) the models involve a mix of Eulerian and Lagrangian descriptions and communicating
between these is required; (3) the combination of rapid localized reactions and small
diffusion coefficients leads to the presence of steep spatial gradients; (4) transport of
platelets and chemicals needs to be confined to the portions of the domain inside of the
immersed boundaries used to represent the vessel walls; (5) the fluid—wall and fluid—
platelet interactions can be stiff and present difficulties in achieving stable calculations.
In this section, we describe the numerical methods we have assembled to meet these
challenges.

We solve the model equations in a rectangular red®og: [0, Xmax] X [0, Ymax]- For
the Eulerian variables which describe the fluid p, f; platelets¢, and ¢,; activating
chemicalc; the cohesion and adhesion stresses and farfess", fP, and fV; and
the link concentrationg”? and 2%, we we a uniform mesh placed ovdt. We take
the mesh spacing in both theandy directions to equah. Mesh points are denoted
xj. y) = ((j—=1/2h, 0 —=1/2h) for j =1,... ,Nx,| = 1,..., Ny. Time is discretized
into timesteps of siz&. We think of the discrete velocity as being defined at time levels
thr1/2 = (n 4 1/2)k and all other variables as being defined at time legls nk. The
reason for this is that the ‘time-centred’ velocitie$"'/? are involved in the transport
of advected quantities between timgsandt,;1, and the ‘time-centred’ stresses, e.g.
(eP)", determine the fluid motion between timgs.1/> andtn1/2. The notationur-'frl/2
is used for our approximation to the average of the velocity ovehthg-h cell centred
at grid point(xj, yi) at timetn1/2. Similar notation is used for each of the other Eulerian
variables. For each of the partial differential equations which govern the behaviour of an
Eulerian variable, we use an appropriate finite-difference approximation defined at points
of this mesh. These are described more fully below, as is the discretization of the immersed
boundaries.

During each timestep of the computation, we use a fractional step approach to update
each of the unknowns. The sequence of updates is as follows:

1. The adhesion and cohesion force densities are calculated from discrete versions of



308 A. L. FOGELSON AND R D. GUY

(4.24) and (4.27) and summed to give their contributions to the fluid force density
f". Any background force density is also addedto

2. The immersed boundary points are moved (usifig'/?) and the immersed
boundary forces are calculated and transmitted to the fluid grid adding to the fluid
force densityf".

3. The discretized Navier-Stokes equations are solved to give new velaciti&e
and pressur@".

4. For each variables, ¢n, ¢, oP, oV, zP, andzV in turn, the variable is updated to

account for advective transport (usiotjt/2) and diffusive transport.
5. The variable®,, ¢n, C, gp, g"", ZP, andZ" are updated to account for the reaction
terms in their respective transport equations and to yield values at timénev) k.

More detailed descriptions of major parts of the numerical methods follows.

5.1 Solution of Navier—Stokes equations

The domain from a typical simulation is shown in Fig. 8. Immersed boundaries are
used to construct blood vessel walls as described below. We refer to the portion of
the computational domain between the walls as the ‘vessel'. The computational domain
extends upstream and downstream of this ‘vessel’ to facilitate use of the immersed
boundary method to represent the walls. In the region between the vessel walls, we apply a
constant background force densifyin the x-direction. For flat walls, and in the absence

of platelet aggregation, this would result in a parabolic velocity profile between the vessel
walls.

Recall that the Navier—Stokes equations are solved in the full rectangular domain,
and that the effect of immersed boundaries, platelet—platelet cohesion, and platelet—wall
adhesion is felt by the fluid only through the force densityhich appears in the fluid
dynamics equations. Thus it is reasonable to use a uniform finite difference grid like that
introduced above rather than one that conforms to the geometry of the vessel walls.

To solve the Navier—Stokes equations, we use a second-order approximate projection
method similar to that called PMII in Browet al.(2001). In each timestep, the method has
two substeps. In the first, a discretization of the momentum equations is used to determine
an intermediate velocity field* which is typically not divergence free:

U — un-1/2
k

In the second stepi* is decomposed into the sum of a divergence free velocity ditd/?
and a gradient fiel¢ which is used to update the pressure:

u* =u™Y2 4 kGe (5.2)
p" = p" 1+ KGg — %D U, (5.3)

ya = —Gply g (Lum +Lu22) 440, (5.1)

In the above,G, D, and L are discrete gradient, divergence, and Laplacian operators
defined using standard central difference approximations except close to domain
boundaries. The term

a' = §(un—1/2 . G)un—l/z _ }(un—S/Z . G)un—S/Z
2 2
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is an approximation at the timek to the nonlinear advection teru - V)u in the
momentum equation. The requirem@u"t1/2 = 0 used with (5.2) would give a discrete
Poisson equatiokD - G¢ = D - u* with a wide (h-by-4h) stencil. Instead, because the
resulting Navier—Stokes solver has better stability properties, we &dlge= D - u*
with the standard five-point discrete Laplacian. Thereférep"+1/2 = 0 is satisfied only
approximately to ©h?). We note that as part of the projection step (5.2), we calculate cell-
edge velocitiesij+1/2| on vertical cell edges, ang |+1/2 on horizontal cell edges which
satisfy the incompressibility equation

Utar = U + T — v e = 0. (5.4)
That these cell-edge velocities have this property is important in the algorithm used to
advect the Eulerian variables other thanThe boundary conditions for the discrete
Navier—Stokes equations are discussed below.

5.2 Immersed boundary discretization

The Lagrangian functionX;(s,t) which describes thdth immersed boundary is
represented by a discrete set of points. We use the notfflono denote the location
of the pth point on theith immersed boundary at timig. Note that these points are
not constrained to coincide with points of the computational mesh used for the Eulerian
variables. Each immersed boundary point moves according to a discrete analogue of (4.29)
given by

XP =X+ kY ul 2Dy (x)h?. (5.5)

il

Here, Dj (X) denotes the value at grid poirij, yi) of an approximation to the
two-dimensionals-function centred at poiniX. Dj (X) is described further below.
Equation (5.5) shows that each immersed boundary point moves at a velocity that is an
average of the fluid velocity at grid points surrounding the immersed boundary point.

At each pointXjp, aforce is generated by the elastic links that connect that point to
other immersed boundary points or tether points (see Fig. 3). For the simulations presented
in this paper, we assume that each elastic link satisfies Hooke’s law, and so the immersed
boundary force aX;p is given by the expression

. Xh —xn

k ip i (@ p@ h

Finp = Z %m (”Xinp - Xin(q) p(q)” ~ Ra) XN — XN I + Stgt (xinp - xitgt :
gelip ip i(@) p@)

(5.6)

Here, L, is the set of indices of links which connect immersed boundary gim) to

other immersed boundary points. Fpre L p, link g connects the immersed boundary
point (i, p) to the immersed boundary poiftit(q), p(q)). Sq'”k is the stiffness of linkg

and Ry is its resting Iengths‘gth is the stiffness of the link between immersed boundary
point (i, p) and its tether point located at}‘;th. To construct each immersed boundary
object included in the present simulations, we use two filaments with equal numbers of
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Xi(@.p(@

FiG. 3. Immersed boundary representation of walls: link structure in a section of the double filament immersed
boundary walls. Solid lines show elastic links from pokg}, to its neighbours; ), p(q) and tether poinxiteg‘.

Dashed lines show other elastic links.

immersed boundary points. Each point on a filament is linked to its two neighbouring
points on the same filament. As shown in Appendix C, the two terms in the sum in (5.6)
which correspond to these connections are a discretization of the tension force expression
(0(Tt)/0s) dsin (4.6). Each point is linked also to the corresponding point on the other
filament and to the two neighbours of that corresponding point. The resulting criss-
cross link structure helps make the immersed boundary structures rigid. The equilibrium
separation between the filaments is set to the grid spdcihiging double filament walls
instead of single filament ones also helps isolate the fluid dynamic events in the region of
interest (inside the vessel) from those in the rest of the computational domain.

For the simulations presented in this paper, the stiffness constants were set so that the
walls would be essentially rigid. Note that the immersed boundary methodology allows for
future consideration of more realistic arterial wall mechanics.

The immersed boundary forces given by (5.6) are transmitted to the fluid grid using a
discrete analogue of the integral in (4.31):

)5 = FL DX, (5.7)
i.p

The discrete approximatefunction Dj; (X) used in (5.5) and (5.7) is the one introduced
by Peskin (1977). Itis constructed from the tensor product of approximate one-dimensional
s-functionssy (X):

Diji (X, Y) = 8n(X = Xj) 8n(Y — W), (5.8)
where

# (L+cogZ®). if x| <2h

Sh(X) =
h() 0, otherwise.

It is easily seen thaDj (X) has the property that
Z Dji(X)h? =1
il
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for any pointX. Because the support ddj (X) is confined to a 4x 4 portion of the

grid surroundingX, the immersed boundary forces are spread by (5.7) to a thin layer of
the domain along each immersed boundary, and the average velocity used to move each
immersed boundary point in (5.5) is a local average. Many more details about immersed
boundary methods can be found in Fauci & Fogelson (1993), and Peskin (1977).

The immersed boundary points and discrétfunction are also used to define the
function w(x, t) which gives the concentration of reactive sites on the vessel walls. For
each immersed boundary, we designate a subset of its paintss reactive. Letl; denote
the set of indices of reactive points on fltke immersed boundary. Then these points make
acontribution to the value obj; at grid point(x;, yi) given by the sum

wi| ZZZVViijI(Xinp)- (5.9)

i pel;

Here, Wi, denotes the reactive ‘strength’ assigned to pXigt Sowj # 0 only for points

of the grid near reactive portions of the immersed boundaries. In this paper, we simply
prescribe at the outset a constant value of the reactive stréfgtifior each immersed
boundary point, but it is also possible to allél, to be determined during the simulation.

For example, Wjp might depend on the shear stress exerted by the fluid at immersed
boundary poini;.

5.3 Diffusion

Platelets and activating chemical are transported by a combination of advection and
diffusion. We want to compute solutions to the transport equations using a uniform
Cartesian grid over the entire domain, while at the same time limiting the transport to
the domain of physical interest between the vessel walls. That is, we want to be sure that
there are neither advective nor diffusive fluxes across the immersed boundary walls. In this
section we describe how the no-diffusive-flux condition is imposed along these walls. The
basic ideas underlying our approach come froninimaersed interfacemethods introduced
by LeVeque and Li for elliptic problems with discontinuous coefficients (LeVeque & Li,
1994), and extended to elliptic and parabolic problems with Neumann conditions that are
imposed along an irregular boundary (Fogelson & Keener, 2000). Here we give the essence
of this approach. Further details can be found in the references just cited.

Consider solving the diffusion equation

o = BAq (5.10)

in a region2* bounded by a piecewise-smooth cuivalong whichg satisfies the no-flux
condition

aq _
—ﬁ% =0. (5.112)

We embed the regio? " in a rectangular regiof? and denote by?2~ the complement of
21 1in 2. We extendq to all of 2 by requiring thaty satisfy (5.10) in2—, that the extended
g be continuous in?2, and that (5.11) holds along where the derivative is interpreted as a
one-sided one involving values gfonly on 2T U I". This gives us two interface conditions
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gt =q~ andf,j—gJr = 0, and (5.10) implies the third interface conditiong)™ = (Aq)~.
The basic idea of the immersed interface method is to use the regular five-point stencil
for the discrete Laplacian at ‘regular’ grid points away from the interface, and to use the
interface conditions to derive a modified stencil for ‘irregular’ grid points near the interface.
An irregular grid point is one for which there is at least one of the regular stencil points on
each side of". In choosing the modified stencil we seek to obtain a stable second-order
accurate scheme. Because the irregular region is roughly a dimension less than the domain,
we achieve pointwise second-order accuracy by constructing an approximate Laplacian at
irregular points that is first order.

Consider irregular point; in Fig. 4 and lex* be a point on the curve close tox; and
at which the curve is smooth. Singl is continuous in2+, Ag(x2) = Aq(x*)* + O(h),
so it suffices to approximatéq (x*)* to within O(h). We approximateAq(x*)* by a linear
combination of values af at the nine mesh points shown by pluses in Fig. 4. It is because
x* is an interface point that we can use the interface conditions to analyse the accuracy
of this approximation and thereby derive appropriate stencil weightK Laddnote the set
of indices of these nine pointk ~ the subset of indices of points i?~, and K the
remaining indices. We seek to determine coefficientéor k € K so that the truncation
error

T*=Aqe)T — D maA) — Y rAGw (5.12)
keK* keK™

is O(h). Derivation of equations for these coefficients is facilitated by introducing local
orthogonal coordinate&, n) nearx* as shown in the figure, and assuming that, n&ar
the interface is described By = x(n). Write xx = (&, nk) and carry out Taylor series
expansions about* for each expression in (5.12) in terms of the local coordinatesd

n:
_ qt + + 1 +s 2 + 1 + .2 Oh3 5.13
Q(Xk) = 97 + 0 8k + 0 1k + 505k + Gg, Sk + 5k + O(N™). (5.13)

Here, each function value or derivative is evaluated using an appropriate one-sided limit
from 27 or 2~ depending on which side af the pointxk lies. Substituting (5.13)

into (5.12), we get an expression i in terms of the 12 quantitieg™, q;", o, oz,

q§j7, and q,%. The interface conditions allow us to replace tf?¢ quantities in (5.13)

by expressions solely in terms 6f~ quantities. In terms of the local coordinatés n),

the three interface conditions mentioned above arg i)= q-, (ii) qg = 0, and (iii)

qgg +q, = 0z¢ + d,,- We obtain three more conditions by taking first and second
derivatives with respect tg of the expressions in (i) and the first derivative of the
expressions in (ii), evaluating these @t n) = (0, 0), and making use of the facts that
x(0) = 0 and x’(0) = 0. The three additional conditions are (iq)f = d,, (V)

9, — x"g; =0, and (vi)q x" +q;, = g; x” + a,,. Using the six relations (i)-
(vi) we eliminate the quantitieg™, q;, qp,L, qg‘g, q;ﬂ, andq,;ﬁ7 and obtain an expression for
T* in terms of 2~ quantities. Then to obtain an() approximation to the Laplacian, we
choose thex so that the six terms witg—, g » Oy s Ogeo ey andgq,, vanish. (Note that

we expecty = O(h—2) so we must eliminate all six of these terms.) This yields six linear
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FiG. 4. Stencil for discrete Laplacian at an irregular grid point.

equations for the unknowy, and so, in general, we need six non-zggpand therefore a
six-point stencil, to obtain an @) approximation.

To apply these ideas to the solution of the diffusion equation, we use a Crank—Nicolson
time discretization, along with the standard five-point discrete Laplacian at regular grid
points, and the modified discrete Laplacian just discussed at irregular grid points. In matrix

form, this scheme is
(| —’3—2'(A> gt = <| +’3—2kA) q" (5.14)

where the coefficient matri@A corresponds to our approximation to the Laplacian. Thus,
for a regular point, the corresponding rowAtonsists of the coefficients from the standard
five-point approximation to the Laplacian, while for an irregular point, the corresponding
row of A typically contains six non-zero coefficients determined by solving the six linear
equations discussed above. These equations ensure that the local truncation error at each
irregular point is @h). Because there are many possible choices of which six points of the
nine point stencil to use, a lot of freedom is left in the choiceyofA sufficient condition
for stability of scheme equation (5.14) is that all of the eigenvalue lgg in the left half
of the complex plane or equivalently (since each row surA ia zero) that each diagonal
element ofA be negative and each off-diagonal eleménbe non-negative. In terms of
the numbering in Fig. 4, this condition is met{il, <0 and y» > 0 for k # 2}.
As shown in Fogelson & Keener (2000), this can almost always be achieved by using the
usual five-point stencil along with one of the corner points shown by circles in Fig. 4. In
the very few cases where no acceptable choice exists, we have seen no sign of instability.
In tests of this method on the diffusion equation, second-order convergence is verified,
contours of the solutioq intersect the interfac€ orthogonally, and the integral gfover
the region of physical intere€?™ is conserved to high accuracy.
We use this method to handle the diffusion terms in the equationgf@andc in the
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platelet aggregation model. In this context, the interfaceonsists of the union of the
immersed boundary surfaces in direct contact with the blood inside of the vessel. We note
that it is straightforward to locate the irregular points by traversing each of these immersed
boundary curves and determining where it crosses the computational grid. Also, since
in the current simulations the immersed boundaries are tethered strongly and therefore
are essentially stationary, the determination of the irregular points and the corresponding
stencil coefficients is done only once at the start of a simulation.

5.4 Advection

We use a slight modification of LeVeque’s high-resolution advection algorithm (LeVeque,
1996) to discretize the advective terms in the transport equatiors fgs, ¢, o, oW, 2P,
andz". The method is second-order accurate for smogadindu, and uses flux-limiters to
control oscillations in the numerical solution near discontinuities or steep gradiegts in
We briefly describe LeVeque's algorithm and our modification to it to ensure that there is
no advective flux across the immersed boundary walls.

LeVeque’s algorithm is concerned with solution of a scalar advection equation of the
form

G +u-Vvg=0, (5.15)

where the velocity fieldu(x, t) is incompressible. Becausé - u = 0, the advective
form (5.15) can also be written tonservativéorm as

G+ V-(ug) =0.

These are equivalent for the differential equations, but discretizations based on the
advective form are generally different from and often superior to those based on the
conservative form. Among the advantages of advective differencing is better treatment
of patches of constamt. On the other hand, advective differences may not preserve total
mass. For the advection algorithaj; is interpreted as the cell-averagegbver the cell

Cj (see Fig. 5). The method uses the cell-edge velocities shown in the figure as well as
numerical flux function$=j+1/2| andGj +1/> which give fluxes ofj across the respective

cell edges. The final update formula fpis

QHH =qj — KAFjs120 — Fi—y21 + Gjitr2 — Gji—1/2} - (5.16)

The version of LeVeque’s algorithm that we use proceeds in four steps, the first
corresponding to a first-order upwind method, and the later steps giving a series of
improvements to this basic method. Each of the steps can be described in terms of waves
propagating across the edges of the cells with each wave contributing to the numerical flux
of g from one cell to another. The algorithm is a hybrid in that the first step is written

in advective form while the correction terms, though based on advective differences, are
written in terms of flux differences. The resulting algorithm has the good features of an
advective differencing, but is fully conservative provided the discrete incompressibility
condition

n+1/2 n+1/2 n+1/2 nt1/2
U121 — YU 12 T V)47 = 1212 =0 (5.17)
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FiG. 5. Advection grid and interface velocities.

holds.

With reference to Fig. 6, we describe the steps involved in upd{xmf‘]gto {q”*l} For
simplicity, we describe the algorithm as if the velocitieandv are everywhere positive,
All of the cell-edge fluxes are initialized to zero.

Step 1 consists of modifying the fluxes by amounts calculated according to the process
illustrated in Fig. 6(a). Construct a piecewise constant function with \qﬂuia all of cell
Cji. ThenFj_1,2, is modified to account for theormal propagation of the valuq 1)
from Cj_q, into Cj;, andGj _1/2 is modified to account for theormal propagatlon of
the valueq?, _; from C;_1 into Cj;. If these were taken as the final values of the fluxes,
the resulting method would be a simple first-order upwind procedure.

In each of the remaining steps, the cell-edge fluxes are updated further. Step 2 is also
based on the piecewise constant representation of the solution, but takes into account
transversepropagation across each cell edge as shown in Fig. 6(b). The upward motion
of the wave which crosses the cell edge betw€gn; | andCj affects the cell averages
in Cj; andCj 41 and so adds an increment to the fi@x | ;1/2. Smilarly, the rightward
motion of the wave which crosses the cell edge betwégn ; andCj affects the cell
awerages irCj; andCj,1 and gives an increment #j,1,2,. If the fluxes after Step 2
were used to updatg)j }, the method would still be first order but would have a smaller
error constant and better stability properties than the simple upwind method.

For Step 3, linear approximations are used to represent the solution in each cell in
order to obtain a second-order method. Since the propagation of the cell averages have
already been accounted for in Steps 1 and 2, these linear approximations have mean 0.
For the propagation in the-direction, the approximation in ceCj; is linear inx with
slopeh( qJ 1,)<15J 17215 and is constant iy. The limiter $j_1/2 is used to prevent
the mtroductlon of spurious oscillations or overshoots near steep gradiestiormal
propagation of this linear function from c€ll; 1 into cellCj modifiesFj_1,2| as shown
in Fig. 6(c). Similarly, normal propagation of an approximatiomgtavhich in each cell is
linear iny and constant ix modifiesGj_1/2. If the fluxes after this step were used to
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FiG. 6. Geometric picture of LeVeque’s advection algorithm. (a) Normal propagation of piecewise constant cell
values at speeds= uj_1/,2| andv = vj |_1/2. (b) Transverse propagation of piecewise constant cell values. (c)
Normal propagation of correction wave at spegd 2 | . Dashed lines are contours of the linear approximation
incellCj_y . (d) Transverse propagation of the correction wave with velocify {2 |, vj,1+1/2-)

update{q; }, the method would be second-order accurate. LeVeque calls the waves which
correspond to Step Grrectionwaves.
Step 4 accounts for thieansversepropagation of the correction waves. As shown in
Fig. 6(d), the upward motion of the correction wave between €glls | andCj, affects
the fluxes across the top edges of both of these cells and so ma@ifies 1,2 and
Gji+1/2. In asimilar way, the rightward motion of the correction wave between cells
Cj,—1andCj affects the two fluxe$;1/2/—1 andFj11/2). The transverse propagation
of the correction waves does not improve the formal order of accuracy of the method, but
can substantially reduce the magnitude of the error. The v@ﬂ{ﬁ&} are obtained using
these final values of the numerical flux functions in the update formula equation (5.16).
LeVeque's algorithm requires that the discrete incompressibility condition equa-
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tion (5.17) be satisfied at tim@-+1/2)k. Asremarked in Section (5.1), cell-edge velocities
uTHﬁl and v?ﬁ/lzz which satisfy (5.17) are calculated in the projection step of our
Navier—Stokes solver.

Weuse LeVeque’s advection algorithm over the entire grid, and we want to ensure that
there is no advective flux across the immersed boundaries that make up the vessel walls.
We accomplish this using mask function®(j, ) andmY(j, |) as follows: by traversing
each immersed boundary in contact with the fluid inside the vessel (the same infedace
which the no-diffusive-flux condition is imposed), we determine which cell edge midpoints
(Xj—1/2, 1) and(xj, yi—1/2) are outside the domain of physical interest, and for these we
setm*(j,1) = 0 ormY(j,l) = O, respectively. For all other horizontal and vertical cell
edges, the function®* andm¥ have value 1. We multiply the cell edge velocitigs_1/2,|
andvj_1/2 by m*(j,1) andmY(j, 1), respectively, to ensure that the cell edge velocities
used by the advection algorithm are 0 for any cell edge outside of the physical domain.
Since itis the cell edge velocities that carry material across the edges, this ensures that there
is no advective flux across the interfafe In tests of the combined advective—diffusion
algorithm in a given incompressible velocity field (not shown) second-order convergence
was obtained.

5.5 Reaction terms

Having accounted for diffusion and advection of the model variables, we now turn to
the reaction terms in (a) equations (4.20)—(4.22), (b) equations (4.23) and (4.25), and (c)
equations (4.26) and (4.28). In the reaction terms, there is no coupling between different
grid points, so our discussion here applies to each grid grjnty) separately, and so we
drop subscriptgl. We treat separately the reaction terms within each of the three groups
notated above and describe each in turn.

The platelet response to the activating chemical ADP is threshold-like (Weiss, 1975),
and so we take the activation rate functiBic) in (4.22) to beR(c) = RgH(c — c71)
whereH (-) is a smoothed version of the Heaviside step function@ni the threshold
concentration for activation. Within the context of a continuum model, smoothing the
activation rate function in this way accounts for the variability of real platelets’ sensitivity
to the stimulus.

The reaction terms fapy, ¢4, andc give rise to the ordinary differential equations

Y (R + RY(w)n (5.18)
Y — (R@ + R w)én (5.19)
O:jit = A(RE) + R¥(w))n(t) — Kc. (5.20)

To update g, andg,, we assume that, and therefordR(c), isconstant over the duration of

the timestep and we solve analytically the resulting linear differential equations (5.18) and
(5.19) to obtainpn™* = ¢n" exp{—(R(C) + R¥ (w))k} andpa""* = ¢a" + (én" — ¢ ).

Then, we replace,(t) andga(t) in (5.20) by their respective averages™ ! + ¢n")/2
and(¢a"1+¢a")/2, and solve the resulting linear equation analytically to deterfihé
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The reaction terms in (4.23) and (4.25) give rise to the ordinary differential equations

doP T ) Tr(aP)

o =LYUYW +apda’l — B ( > ) of (5.21)
dzP Tr(cP)

d_Zt _ a0bs? — B < = ) » (5.22)

Since these are used to determine the cohesion force ddifsityhich contributes
substantially to determining the fluid motion, stability is a concern, and we found it
important to use an implicit (trapezoidal) time discretization of these equations. To describe
it, let A be the operator which computes the time-average of its input at tinaeslt, 1,

and letvu = Vu™1/2, Our discretization is

(gp)n—Fl _ (gp)n

T Tr(aP)
= A(cP)Vu + (A(gp)&) + apA(pa)® — A ( B < P ) aP >

k
(5.23)
+1_ Tr(cP
EPEEY sonwar A (8(T5) ), (529

The implicit equations are solved iteratively using Newton’s method. If a solution is not
found after a prescribed number of iterations, we do time-refinement locally at this grid
point for these reaction terms. That is, we halve the timestep, and do two steps of half
the previous duration in each of which we employ the implicit discretization and iterative
solver. If failure is met again, further local time refinement is done. The same procedure is
used for the reaction terms in the equationssfrandz".

5.6 Pressure—flow relation

Our computational domain represents only a segment of a longer artery, and the pressure
drop over the length of the computational domain changes in time because the growing
thrombus increases the resistance to flow in this vessel segment. We seek a simple way
to account for these facts in our simulations. To this end, consider the situation shown in
Fig. 7 in which the portion of the artery corresponding to our computational domain has
length Lo and the remainder of the artery has lenith o for someM > 0, so that the
length of the complete artery (M + 1)Lo.

Imagine that the pressures at the ends of the arterfPgr@nd Pyown as shown and
that the pressure dro,p, — Pyown is maintained during a simulation. Before aggregation
starts, and ignoring the effect of any stenosis, this pressure drop would drive a steady-state
volumetric flow Qg related to the pressure drop by the equatiy®o = Pup — Paown.
Here, the resistancBy is determined from the Poiseuille solution for flow in a channel.
Without a stenosisRy = (M + 1)rg whererg = 12pvLg/ad is the resistance for a channel
of width a and lengthL. Note that, at this time, the pressure drop is identical over any
segment of the artery of lengtky.

Now, consider how the situation changes after aggregation begins and there is an
increase in resistance to flow within the computational domain because of the aggregate.
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up APy Pdown

FIG. 7. Schematic of artery which contains computational domain (shaded).

Denote this additional resistance Byt). (We do not need to know this function explicitly.)
Let APgq(t) denote the pressure drop over the length of the computational domain &t time
and letQ(t) denote the flow through the domain at that time. (Because of incompressibility,
Q(t) is the same for any cross-section of the artery.) The resist&iteis defined
implicitly by (ro + R(1)) Q(t) = APcq(t). As R(t) grows, bothQ(t) and A P.4(t) change

as well, withQ(t) decreasing and\ P4(t) increasing.

We can determine a relationship betwe@rt) and A Pcq(t) if we make the assumption
that, for the portion of the artery outside of the computational domain, the pressure—flow
relation is that for steady parabolic flow. It then follows thp — Pyown — APcd(t) =
(Mrg)Q(t) and so

APcq(t) = Pyp — Pgown — (Mrg) Q(1). (5.25)
This relation is equivalent to
Pup — Pdown = ((M + Dro+ R(t))Q(t)

and, using the relationship satisfied by the initial flQe, Pup — Pdown = ((M + 1)r0) Qo,
we can write this as

Qt)  (M+Dro
Qo (M+Dro+ R’

The largerM s, that is, the longer the artery of which our domain is a piece, the less
sensitive the flonQ(t) is to the increased resistance caused by the aggregate. In all cases,
however, if the aggregate grows so as to occlude the vaR@gl,— oo, Q(t) — 0, and
APg(t) — Pup — Pdown.

Dividing the terms in (5.25) by the length,, of our computational domain, and
definingg(t) = AP.(t)/Lo to be the average pressure gradient over the domain, we
obtain the formula

Pup— P Mr
up down . OQ(t), (5.26)
Lo Lo

gt) =

which we use below.
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5.7 Boundary conditions

We assume that all variables satisfy periodic boundary conditions iy-tteection, that
is, along the top and bottom boundaries in Fig. 8. These boundaries are outside the region
of physical interest and the assumption of periodicity simplifies the calculations.

In designing boundary conditions for the upstream and downstream ends of the
computational domain, we make use of (5.26) in order to account for the fact that our
computational domain is only a piece of a larger artery. We note that if our computational
domainis O< X < Lgand O< y < a, the pressure dropcq(t) used above is related to
the pointwise pressurg(x, v, t) by

1 a a
PCd(t) == </ p(ov Y, t) dy - f p(L07 Y, t) dy)
a\Jo 0

and, similarly, thaQ(t) = /3 u(0, y, t) dy.
Now, imagine splitting the physical pressyseasp = p — g(t)x whereg(t) is given
by (5.26). Then the fluid momentum equation (4.18) can be written as

p(U+U-VU) = —VP+gt)e +pnAu+fP 4+ P4 W

whereeg is a unit vector in thex-direction and we identifyg(t)ex with the background
force densityf 9 in (4.18) which drives flow through the domain. We do a similar splitting
of the discrete pressung”~! and substitute it into the discrete momentum equation (5.1)
to obtain

u*_un—l/z

& = —GP"gtn-Dect 5 (LU Lu"TH2) 4 (1) (P + ()"

(5.27)

Hereg(tn—1) can be evaluated as the averagey@h_3/2) andg(th—1/2), and these can
be calculated from (5.26) becaus®& %2 andu"%/2 are known by this time. We define
fH" = g(th_1)ex. In (5.27), p plays the role of the pressure in the projection method and
so values ofp" are obtained from

u* =u™Y2 4 kGe (5.28)
p" = p" 1+ KGg — gD U, (5.29)

Becausey(t) accounts for the pressure drop over the computational domain at titig
important that the values ¢f produced by the projection method satisfy a discrete version
of the equation

a a
/0 p@,y,t) Oly—/0 p(Lo,y,t)dy =0. (5.30)

Whether they do depends on the boundary conditions imposed on the intermediate velocity
u* and on¢. We require that thex-derivative of both components af vanish atx = 0

andx = Lg. These are fairly typical inflow and outflow conditions when the computational
domain is only a portion of a longer tube or channel. &owe require thap(x, y,t) =0
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FiG. 8. Computational domain with immersed boundary representation of vessel walls and a 50% stenosis. The
equilibrated initial velocity field and the region of damage ¢ 0) are shown. In this and subsequent plots,

arrows are shown at every fourth grid point in thelirection and every second grid point in thairection, and
arrows for velocities below a prescribed magnitude are not displayed.

atx = 0 andx = Lo. Using these conditions and the periodicity of the velocityyijrit
follows from (5.29) that (5.30) holds at tinrek if it holds initially. We note also that the
boundary conditions we impose allow the inflow and outflow velocity profiles to adapt to
the disturbances produced by the growing aggregate.

In summary, the upstream and downstream boundary conditions we use for the flow
variables are that-derivatives of the velocity vanish, and that the pressure drop over the
computational domain between timgs 1> andty1/> is determined from (5.26) using
the ‘lagged’ flow evaluated at timg_1.

For quantities transported by the fluid, we impose inflow boundary conditions at the
upstream end of the vessel segment; typically wepgdb a positive constant, angh, c,
aP, 2°, ¢V and Z" to 0. We impose extrapolation outflow boundary conditions on these
quantities at the downstream end of the vessel segment. As already noted, our advection
and diffusion algorithms were designed to impose conditions of no advective or diffusive
flux across the vessel walls themselves.

6. Computational studies

In this section we illustrate the capabilities of the model by showing the results of a variety
of computational simulations. Systematic parameter studies will be presented elsewhere.
Each simulation is carried out in a stenotic vessel in which up to 50% of the vessel lumen
is blocked, see Fig. 8. The vessel is approximately 1 mm in diameter and approximately
6 mm in length. For simulations in each geometry, the initial velocity field is obtained
during a preprocessing step. The vessel is considered to be a segment of a longer artery
20 times its length (in the terminology of Section 5M,+ 1 = 20); a pressure drop is
prescribed over this longer artery; and the Navier—Stokes equations are solved until the flow
equilibrates. The resulting flow has a Reynolds number of about 50 (usia@-04 P and

p = 1gcnt3), and there are recirculation zones adjacent to the upstream and downstream
shoulders of the stenosis. A uniform 2564 grid was used in the calculations.

The geometry used for these simulations is an idealization of a stenosis in which the
cap of the plague has ruptured and exposed platelet-reactive material to the blood. In
such situations, the thrombus often begins to form within the plaque itself (Robbie &
Libby, 2001) and this is the reason for the ‘dip’ on top of the stenosis. The ‘damaged’
tissue is represented by a prescribed non-zero density of reactive walbgkedlatelet
interactions with these sites initiates activation and subsequent aggregation.
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We present three sets of experiments. The first shows the time development of a
thrombus in a stenotic vessel. The second illustrates the importance of considering strain-
dependent breaking, by varying the valuefin the breaking rate function given in
equation (3.6). The third shows the possibility of embolization.

Figures 9 and 10 show snapshots from a simulation with a 50% stenosis and a moderate
value of 81. The concentration of adhesive and cohesive liaksy- zP at each location is
shown in dark (low) to light (high) greys to depict the growing aggregate. Locations where
the activating chemical’'s concentration is sufficient to activate platelets are indicated. The
velocity field is shown by the arrows; the arrows are scaled identically in all frames so
guantitative comparisons can be made between the flows at different times.

Initial activation is induced by interactions of platelets with reactive wall sites, and
leads to the release of ADP and subsequent ADP-induced activation. Activated platelets
adhere to the reactive wall sites and cohere with one another to begin aggregate formation.
Aggregation is initially confined to the dip at the top of the stenosis in which the damaged
region is found, and where events are sheltered from the main flow. Because advective
transport of non-activated platelets and released ADP is weak in this region, the aggregate
grows slowly. While it grows, it also solidifies. This can be seen by the greater extent of
the light grey region in the second frame compared to the first.

In the second frame, the aggregate begins to extend out of the downstream end of the
dip. Subsequent aggregation is greatly accelerated as ADP is rapidly spread downstream by
advection in the faster main flow. This in turn triggers further activation and ADP release,
and together these lead to rapid and extensive aggregation downstream of the stenosis.
The consequent narrowing of the vessel lumen leads to acceleration of the flow near the
upper vessel wall, inducing higher stresses on the top edge of the thrombus and causing
increased dissolution of this part of the thrombus via faster link breaking. An approximate
steady state is attained in the width of the open lumen above the thrombus and persists
through the fourth frame in Fig. 10. In the light grey portions of the thrombus, aggregation
has progressed to the extent that these portions behave as a solid and the velocity within
them is essentially zero. The dark grey portions of the thrombus are not quite solid and
these ‘0o0ze’ downstream at a velocity much lower than that of the adjacent free fluid.

Gradually, the aggregate grows out from the upstream end of the damaged region into
the stronger flow and this leads to a second period of rapid aggregate growth above the
stenosis and to occlusion of the vessel. This is seen in the bottom frame of Fig. 10.

Next, we examine the effect of variations in the sensitivity of the link breaking rate
to strain. Recall that we are using a link breaking-rate function, defined in (3.6), in which
the breaking rate depends on the local average strain efletgyTr(oP)(x)/z°(x). This
function is a constanty whené is not greater than the average energy at which links form
&o, and increases exponentially wigh— & when€ > &y. The sensitivity of the breaking
rate to energies abo is governed by the parameiéy. We consider four different values
of B1 in a set of simulations in which the geometry (0% stenosis) and all other parameters
(including Bp) are held constant. Figure 11 consists of snapshots taken at the same time in
these four simulations which show the aggregation intensity (as in the figures above) on the
left, and the strain energy per link on the right. From top to bottéphas value 104, 2,
and 0, measured in units fp) 1.

The first thing to notice from the plots & is that it is approximately equal t6y
throughout most of the aggregate. The exceptions are generally on the edge of the aggregate
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FiG. 9. Thrombus growth in 50% stenosis. Aggregation interdity 2V (red low, yellow high), above-threshold
activating chemical concentrati@n(grey), velocity fieldu (blue vectors).

exposed to the highest fluid shear stress. The maximé of the frames on the right
from top to bottom are # &g, 1.9&0, 2880, and 141 Eq. So, as expected, if links break
readily for€ > &, that is for largess, the aggregate can sustain only value€ afightly
above &, while lower values of31 allow links to be stretched more without breaking and
consequently permit higher values®fo develop.

A second and surprising observation is that aggregates are larger for higher values
of B1. This is counter to the intuition that if links are more easily broken, the resulting
aggregate should be smaller. To understand the observed behaviour, focus on the upstream
edge of the aggregate close to the vessel wall as that part of the aggregate forms early in the
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V4

FiG.10. Thrombus growth in 50% stenosis (continued). Aggregation intes3ity 2V (red low, yellow high),
above-threshold activating chemical concentratiggrey), velocity fieldu (blue vectors).

simulations. In all cases, this part of the aggregate experiences substantial shear stresses
as it forms. For thegg; = 0 case, the newly formed links can stretch significantly without
breaking and can thereby generate forces which prevent further local fluid motion parallel

to the wall and which redirect the flow up and over the aggregate. Fg#ithe O cases,

similar events occur, but as the links stretch they break at a faster rate. The consequence is
that the leading edge of the aggregate is not quite solid and the local fluid motion within it
has components both away from and parallel to the wall. The oozing fluid carries with it
both platelets activated near the leading edge and ADP released as a consequence of this
activation, and thus promotes faster thrombus growth in a direction up and to the right of the
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Fic. 11. Effect of link breaking rate. Left: aggregation intensiyt- 2" (red low, yellow high), and fluid velocity
field u, (blue vectors). Right: average energy per links Tr(aP)/zP, (green~ &g, yellow ~ 1.25&, red greater
than 15¢&p, dark-red greater than 19). First Row:81 = 10, Second Rowg; = 4, Third Row: 81 = 2, Fourth
Row: 1 = 0. 81 measured in units afg) 1.
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leading edge of the aggregate. This effect becomes more pronounggdsamcreased,
up to a point. For extremely largé;, links subject to any strain break rapidly and the
aggregate does not hold together. Thus the effect should peak for some vg{unaofthis
may be hinted at in the slightly smaller extent of aggregatiorfor 10 (first frame) than
for 81 = 4 (second frame).

As we just discussed, strain-dependent link breaking can lead to gradual remodelling of
an aggregate in response to shear stresses. It can also lead to sudden embolization, in which
alarge piece of aggregate separates from the wall. This is illustrated in Fig. 12. The results
are for a simulation that differs from those above in that the valugg ahds)’ are tenfold
higher here 8, = 4 asfor the simulations shown in Figs 9 and 10). From (2.12), the steady-
state link concentration (assuming that all platelets become activated arftl thad) is
P = ao¢§//30 and this suggests that aggregates tend to be weaker for larger valges of
In the left frames in Fig. 12, light grey corresponds to a much lower aggregation intensity
than it did in the earlier figures.

The top left frame shows an aggregate that, while not quite solid, has substantially
reduced the flow velocity compared to that in the free fluid above it. The top right frame
shows the average strain enegyAgain there is a layer of high strain energy along the
edge of the aggregate that experiences substantial shear stress. There is also a sliver of high
strain energy close to where the aggregate is attached to the wall. There is a corresponding
sliver of relatively low link concentration in the top left frame. This sliver is a vestige of the
manner in which this part of the aggregate formed, which was by folding over of a piece
of aggregate initially attached only at the upstream end of the injury.

In the second row of Fig. 12, the left frame shows an increased flow velocity within
the aggregate. The right frame shows a remodelling of the upper edge of the aggregate
due to stress (the slope of the upstream edge of the aggregate is more gentle than in the
frame above), and shows also an increase in the average strain energy near the base of the
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FiG.12. Embolization. Left: aggregation intensit§ + 2" (red low, yellow high), above-threshold activating
chemical concentration (grey), and fluid velocity fieldu, (blue vectors). Right: average energy per lfik=
Tr(gp)/zp, (green~ &, yellow ~ 1.25&, red greater than-8 &y, dark-red greater than 1y).

aggregate. Because hightleads to faster link breaking, this process is self-reinforcing
and the concentration of links in the ‘sliver’ is decreased in the next frame while the strain
energy is substantially increased. The latter is also due in part to increased relative velocity
of the bulk of the aggregate and the piece of aggregate attached to the wall. This process
continues and in the next frames we see a large piece of aggregate has broken away from
the wall-bound aggregate. In the bottom frames, the separation is greater and the piece of
aggregate still attached to the wall has been remodelled because of high stress on portions
of its surface. Since there is still substantial ADP in the fluid surrounding the wall-adherent
aggregate, growth of another large thrombus is possible, and there could be further cycles
of embolization and thrombus growth.
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7. Conclusion

Arterial thrombi consist largely of platelet aggregates formed in response to damage to
the vessel wall. We have developed a model of the aggregation process that accounts
for the influence of fluid motion and forces on aggregation, and for the feedback role of
aggregate growth on the fluid dynamics. The model accounts also for the activation of
platelets by chemicals in the blood plasma and by vascular tissue exposed through vessel
injury. It models platelet—platelet cohesion and now platelet—wall adhesion using evolving
distributions of elastic links from which, at any specific time, we can calculate the forces
through which the aggregates affect the fluid motion. One of the principal accomplishments
described in this paper is the addition of interactions between platelets and the vessel wall
to our earlier solution-phase models of aggregation (Fogelson, 1992, 1993). Based on these
same earlier models, (Sorengaral,, 1999a,b) presented models of platelet deposition on
vessel walls, but their models treated the fluid dynamics as given and allowed no feedback
of aggregate development on the flow, or any effect of fluid forces on aggregate growth.
Our new model shows the profound disturbances to the flow that can result from growth of
aggregates including its complete cessation when a vessel becomes occluded.

A second important achievement of this paper is the development of an approximate
closure for the evolution equations that govern the stresses stemming from platelet—platelet
cohesion and platelet-wall adhesion. With this closure, we can treat strain-dependent
breaking of cohesive and adhesive links without having to explicitly solve for dependence
on microscale spatial variables. As the results depicted in Figs 11-12 make clear, strain-
dependent link breaking can influence thrombus development through local remodelling
of the thrombus’ shape and by allowing stress-induced separation of large pieces of an
aggregate. Using the computational methods developed in Wang & Fogelson (1999), we
could include strain-dependent link breaking in our calculations but only by explicitly
treating both macro- and microscale spatial variables. Such computations are two orders of
magnitude more costly than those with the closure approximation.

The final important accomplishment reported here is the development of computational
methods with which to study the extended model. We described a second-order projection
method combined with immersed boundary treatment of the vessel walls that allows us
to study flows in vessels of irregular geometry. To impose no-diffusive-flux boundary
conditions on the irregular vessel walls for platelet and chemical transport, we use
an immersed interface approach to define modified finite-difference stencils near these
walls. A high-resolution finite-difference method is used for advective transport; it
works well even in the presence of steep concentration gradients. We developed a local
time-refinement strategy to improve the stability of computations of the non-advective
interactions among the fluid, platelets, and stresses. And we described a pressure-flux
boundary condition that allows us to treat the computational domain as a segment of
a longer vessel. Elements of the computational methods can be improved, and we are
working on these. For example, the outflow boundary conditions for the cohesive stresses
sometimes lead to premature termination of a calculation. Local mesh refinement near the
stenosis will allow for accurate resolution of the flow at higher Reynolds numbers.

The results presented in this paper illustrate some of the behaviours the model can
capture. Systematic study of the model's dependence on parameters, variations in the
functional form of the model's kinetic terms, and vessel geometry is needed, as is
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comparison with appropriate experimental systems. A particularly nice system for this
purpose is the flow chamber, described in Barsthdl. (1994), in which a stenosis of
defined shape can be incorporated. We are working with two of its authors, Turitto and
Sakariassen, to design and carry out a tandem computational and experimental study on
aggregation in stenotic artery-sized chambers.

Itis also of interest to extend the model, in particular to include other platelet activators.
One of these is thrombin which is a potent platelet activator produced on the surface of
activated platelets. A simple way to include thrombin in the model is to have activator
release be proportional to the concentration of activated platefgjs s was done by
Sorenseret al. (1999a), rather than having it be proportional to the rate of activation of
platelets as is appropriate for ADP. However, this may be too much of a simplification.
Thrombin is an enzyme produced by the complex coagulation reaction network, and
through feedback reactions can accelerate its own production substantially. Only part of
this feedback effect is captured in the assumptions that thrombin induces platelet activation
and that the rate of thrombin production is proportional to the concentration of activated
platelets. Furthermore, recent modelling (Kuharsky & Fogelson, 2001) and experimental
(Hathcock & Nemerson, 2004) results suggest that it may be only the activated platelets
near the surface of a thrombus that contribute significantly to thrombin production, and this
should be taken into account in adding thrombin to the current model. Another extension of
the model would add the possibility of shear-induced platelet activation. There have been
many studies (Moaket al.,, 1988; Alevriadotet al., 1993; Holmeet al,, 1997) showing that
fluid shear stress, in particular high stresses such as those associated with severe stenoses,
can activate platelets. It would be straightforward to model an activation mechanism which
depends on the instantaneous shear stress experienced by a platelet. It is more difficult
to see how, in the context of a continuum model, to model shear-induced activation if it
depends on the history of a platelet’s exposure to shear stress as has been suggested by
Mertenet al. (2000) and others. We are currently working to include thrombin and shear-
stress-induced activation in our models.
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Appendix A. Derivation of transport equation for E(X, y, t)

To derive the transport equation (2.7) for the platelet—platelet link distribution functions
E(x,y, 1), we consider thaotal numberN (t) of elastic links between activated platelets
in an arbitrary material volum&y (t) and those in an arbitrary material volurfe(t):

N(t):/ f E(x, £ — X, t) d¢ dx.
NGRALI0)

We assume thaN (t) changes only because new links form and existing links break, and
that these reactions obey mass action kinetics. Therefore,

dN() - ~ ~
& - /me /Qg(t) {@(1€ — XDpal€, Dpax. 1) — B(E —XDE(X, &€ —x, 1) } d€ dx.

(A.1)

Here, & and B are the link formation and breaking rates, respectively. To derive an
expression for & /dt from the definition of N(t), we proceed in a way standard in
continuum mechanics. Let(xo, t) denote the flow map. That i, = ¢(Xg, t) gives the
location at timet of the fluid particle which is at locatioxy at time 0. Suppos€y (0) and

{2 (0) are the respective preimages of the regifpd) and(2: (t) under the flow map, and

let J(xp, t) denote the Jacobian of the flow map evaluated at painThen, we change
variables fromx and§ to xo and§ in the integrals definingN (t) to get

N(t) =/ f Ex(1), £(t) — X(1), 1) I (X0, 1) I (€o, 1) dé Ao, (A.2)
%) J 12 0)

where we have used the notatieft) = ¢(Xo, t) and&(t) = ¢(&g, t). Since the integral
is now over a domain fixed in time, it is straightforward to compute the time derivative of
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N(t) to be

N /gx@ /gs@ "’a—f + X vEy (f'j—f - %) -vzﬁ} 30, 1) I (€g, 1) A Ao
* /QX(O) /95(0) E%J(&), t)} oo
* /.QX(O) /Qy(O) E 00 t)%} oo "2

Here, Vi denotes the gradient d with respect to itsith argument. Now, x/dt =
u(x(t), t), and it follows that, for anyo,

%(xo, ) = J(Xg, 1) V- ux(t), t).

Since the flow is incompressibl®, - u = 0, and soJ (xo,t) = 0 for all xo. Hence, the
second and third integrals in (A.3) vanish, to leave

dN
—_— = déydxod (Xg, t) I (€p, t
i /!ZX(O) /95(0) €0 dXoJ (Xo, 1) I (§o, 1)
9E ~ -
X (W +ux(t),t) - VIE + (&), t) — ux), 1)) - VzE> .

In this expression, the argumentsl%farex(t) , £(t) — x(t), andt. Now change variables
from xp and&g back tox andg, to obtain

dN 9E ~ -
— = dédx | — 4+ u(x,t) - VIE 4+ (u(&, t) — u(x, 1)) - VoE | . A4
™ /nggﬁ<at+()1+((€)())z> (A.4)
Equating this to the expression foNddt in (A.1), noting that the integrands must match
because the regions of integration are arbitrary, and then lattiagt — x, we conclude
that

% +UX, t) - VXE + UX+T, 1) —UuX, 1) - Vi E = &(Ir)alX, Dpa(X + 1, t) — B(Ir|)E.
(A.5)

Note that the expression on the left is exactly what we would have obtained if we applied
the chain rule tde (x(t), £(t) — x(t), t).

The platelet length scale is much smaller than the macroscopic length scale, so we
expecta, B, andE to vary rapidly with the separation vectorTo make this explicit, let
r = ey, and definex(ly|) = €3a(r), B(ly)) = B(r), andE(x, y, t) = €3E(x, r, t). Finally,
expandu(x + ey, t) andga(X + €Yy, t) aboutx and keep only the O(1) terms to obtain

E
Sp UG - VXE 4 (v VU) - VyE = a(lyDga(x, 2 — B(yDE (A.6)

which is the form of the equation used in the model.
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Appendix B. Derivation of formulaefor fP and f¥

To derive (2.8), we begin with the expression for the total body force at pagenerated
by links between activated platelets there and activated platelets at other points:

fP(x, 1) = / Ex,r, t)E(r)dr (B.1)

whereF(r) is the force generated by a single link. In terms of the scaled coordjinate
r /e, the forceF(y) is defined so thaF(r) = ¢ 1F(y). The factore~1 accounts for the
rescaling of the length dimension in the force. With this change of variables,

fP= 6_1/ E(x,y, t)F(y) dy. (B.2)

As we show, the factar—1 is not a problem because the integrand is nearly an odd function
of y, and so the body force is order one. Cledfly) is an odd function. The link function
E(x,y, t) is not, but must satisfy the equation

EX —y,t) = EX—€y,y, 1) (B.3)

because both expressions describe the concentrations of links between platelets at the
pointsx andx — ey. Expanding the right side of this equation for smadlives

E(X, -y, 1) = E(X, Y, 1) — ey - VRE(X, Y, 1) + O(?). (B.4)

We make the change of variablgs— —y in (B.2) and we use the expansion (B.4) and the
fact thatF(—y) = —F(y) to obtain

fP(x,t) = —fP(x, t) -|-/y -VxEX, Y, HF(Y) dy + O(e). (B.5)

We rearrange this equation, retain only the leading order term, and A@jte= S(|y|)y
to obtain

1
fP(x,t) = Efy- VxEX,y, t)S(ly])y dy (B.6)

which is the expression in (2.8).

The derivation of the formula (B.8) fdr" is similar to but not the same as that just
given because&"(x,y, t) does not have the ‘almost-odd’ characterBx, y, t). The
adhesive force densitiy¥ (x, t) at x is the resultant of (i) the net force from elastic links
which connect activated platelets nedo sticky wall sites elsewhere, and (ii) the net force
from elastic links which connect sticky wall sites neawith activated platelets elsewhere.
Thus,

fW(x, t)=/|§""(x,r,t)i§w(r)dr+/ EW(X —r,r, )F" (=r)dr (B.7)

WhereEW(r) is the force generated by a single adhesive link. We make the change of
variablesr = ey in both integrals. We recall th&"W(x, y, t) = €3EW(x, r, t), we define
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FV(y) by E"(r) = e "1F"(y), and we assume th&¥(y) = S"(]y|)y. With these changes,
we have

fYx, 1) = 6‘1/ {(EV(X,y, 1) — EV(x —ey,y, D} S"(lyDy dy.

We expand EW(x — ey, y, 1) in a Taylor series in its first argument about the point
substitute this into the above integral, and obtain to the leading order in

P 1) = / y- VEW(x, y, )S¥(ly]y dy. (8.8)

Appendix C. Immersed boundary forces

The terms in the sum in (5.6) which give the force on immersed boundary Egint
generated by the connections between it and its two neighbouring points on the same
immersed boundary (see Fig. 3) have the form

Xi.p-1— X{! p

; Xi,p+1 - X
™ (IXip = X pral = R) =P o
||x|,p71—xl,p||

—— P gk, — XML —R)
It X, pr1 — Xi.pll P el

Letting As denote the increment in arclength between consecutive immersed boundary
points in their rest configuration, this may be rewritten as

(Xip = XP 1)/ As
1Xip — Xi,p+1)/As|l

_ginkeiy: N -R =2 }/A i|
(I Xip i,p—all )Il(xi,p — Xi,p—1)/As]| >

AsH§"‘k<nxip =Xl = R)

This is a discretization of the tension force expressiiit)/as)ds in (4.6) in the case of
aHookean tension rule.



