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Ann. Probab. 15(1987), 1441–1460.

53. Rates of convergence of random walk summation (with M. Csorgo),
Bulletin London Math. Soc. 19(1987), 531–536.

54. Nonparametric tests for the changepoint problem (with M. Csorgo), J.
Statist. Planning Inference 47(1987), 1–9.

55. On the distribution of the suprema of weighted empirical processes
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heuvels). In: Nato Conf. on Curve Estimation, Kluwer, Boston, 1991,
213–223.

94. Short distances on the line, Stoch. Proc. Appl. 39(1991), 65–80.

95. Weak convergence of the discrete scattering process, Adv. Applied
Probab. 39(1991), 55–60.

96. Rate of convergence in limit theorems for Brownian excursions, Stoch.
Proc. Appl. 39(1991), 55–60.

97. Strong approximations of open queueing networks, Math. Op. Res.
17(1992), 487- 508.

98. Strong approximation of a multi-time parameter Poisson process (with
M. Csorgo). In: Nonparametric Statistics and Related Topics, North-
Holland, Amsterdam, 1992, 365–370.

99. Invariance principles for logarithmic averages (with M. Csorgo), Math.
Proc. Cambridge. Phil. Soc. 112(1992), 195–205.

100. A goodness-of-fit-test for exponential familes (with E. Gombay), Stat.
Probab. Letters, 15(1992), 235–239.
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IMS Collections 1(2008) 293–304.

216. Confidence bands for ROC curves (with Zs. Horvath and W. Zhou)
Journal of Statistical Planning and Inference 138(2008) 1894–1904.

18



217. Sample autocovariances of long memory time series (with P. Kokoszka)
Bernoulli 14(2008) 405–418.

218. On the performance of the fluctuation test for structural change (with
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variance problem. Revista Matemática Complutense 28(2015), 505–
548. (with Gregory Rice)

272. Change point detection with stable AR(1) errors. Asymptotic Laws

and Methods in Stochastics Fields Institute Communications Volume
76, 2015, pp. 179–193. (with Alina Bazarova and István Berkes)

273. Variance targeting estimation of multivariate GARCH models Journal
of Financial Econometrics 14(2016), 353-382. (with C. Francq and
J.-M. Zakoian)

274. On the extremal theory of continued fractions Journal of Theoretical
Probability 29(2016), 248–266.(with A. Bazarova and I. Berkes)

275. Adaptive bandwidth selection in the long run covariance estimator of
functional time series. Computational Statistics and Data Analysis
100(2016), 676–693. (G. Rice and S. Whipple)

276. Statistical inference in a random coefficient panel model. Journal of
Econometrics 193(2016), 54–75. (with L. Trapani)

277. On the asymptotic normality of kernel estimators of the long run co-
variance of functional time series. Journal of Multivariate Analysis
144(2016), 150–175. (with István Berkes and Gregory Rice)

278. Functional generalized autoregressive conditional heteroscedasticity. Jour-
nal of Time Series Analysis 38(2017), 3–21. (with Alexander Aue and
Daniel Pellatt)

23



279. Change point tests in functional factor models with application to yield
curves Econometrics Journal (with Patrick Bardsley, Piotr Kokoszka
and Gabriel Young)20(2017), 373–403.

280. Estimation of the time of change in panel data. Econometric Theory
33(2017), 366–412. (with Marie Hušková Gregory Rice and Jia Wang)
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