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Up to this point we’ve dealt exclusively with initial value problems
where we’re given the values of a function and some number of its deriva-
tives at a point. So, for example, we may be given the differential equation

y'+3y=0

along with the initial conditions y(0) = 0, and '(0) = 2. We know from
our existence and uniqueness theorem for linear differential equations that
there is a unique solution to this initial value problem on the entire real line
R.

Well, sometimes we’re not given values at the same point. What if, in-
stead, we're given the values y(0) = 0 and y(7) = 0. We're not guaranteed
that there exists a unique solution in this case. So, is there a solution? If so,
how do we find it, and how many are there? This is what we'll investigate
in today’s lecture.

This lecture corresponds with section 3.8 from the textbook. The as-
signed problems for this section are:

Section 3.8-1, 3,5, 8,13

Endpoint Problems and Eigenvalues
Suppose we're given the linear second-order differential equation:
y'+3y=0
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with the specified values y(0) = 0,y(w) = 0. This type of problem is
sometimes called an “endpoint value problem”, as instead of specifying
initial conditions, we’ve specified the value of the function at the “end-
points” 0 and 7. Well, the general solution to this differential equation
is:

y(z) = Acos V3x + Bsin v3z.
If we plug in the first endpoint value, = 0, we get
y(0)=A=0.
Setting A = 0 if we plug in our second endpoint value, z = 7, we get
y(m) = Bsin /3.

Now, sin V37 ~ —.7458, which is important only in that it is not zero.
So, this means B = 0, and the only solution to this endpoint value problem
is the trivial solution y(z) = 0.

OK, so there is a unique solution in this case. It just happens to be
the trivial one. Let’s modify this differential equation slightly. We’ll still
have the same endpoint values, y(0) = y(m) = 0, but we'll change the
differential equation to:

y" + 4y = 0.

Doesn’t seem all that different, does it? Well, it is. The general solution
to this differential equation is:

y(x) = Acos2zx + Bsin 2x.

If we plug in y(0) = A = 0 we don’t get anything new, and we end up
with the equation:



y(x) = Bsin 2z.
But, if we plug in z = m we have
y(m) = Bsin2m = 0.

Now, sin 2 = 0, so this means any value for B will satisfy the differ-
ential equation and the endpoint values. There are an infinite number of
solutions.

This will be the general scenario for this type of differential equation.
There will either be only the trivial solution, or an infinite number of solu-
tions, and which one we get will depend upon a parameter in the differ-
ential equation.

In general, suppose we have a differential equation of the form:

y" + p(x)y + Ag(x)y =0

with endpoint values y(0) = 0, y(L) = 0. Well, there will either be only
the trivial solution, or there will be an infinite number of solutions, and
which one we get will depend upon the parameter \. The values of X for
which we get an infinite number of solutions are called the eigenvalues of
the differential equation. The associated solutions are called the eigenfurnc-
tions.



Example - Determine the eigenvalues and associated eigenfunctions for
the endpoint problem

y'+ Ay =0
y(0) = 0,y(L) = 0.

Solution - The general solution to the differential equation will be:
y(z) = Acos (VAx) + Bsin (Vz).
Using our initial values we have:

y(0) =A=0,
y(L) = Bsin (VAL).

Now, sint = 0 if and only if ¢ = n7 with n € Z. So, we want VAL = nr,
which means

77,27T2
\ =
12
In particular,
77,27T2
Ap =
12

are the eigenvalues with corresponding eigenfunctions

Yn(x) = Bsin (n—Lﬂx>



Note that for a given eigenvalue there will be many eigenfunctions,
but in general the eigenfunctions for a given eigenvalue will all be linearly
dependent. (They’ll all be constant multiples of each other.) There are
exceptions to this, but we won’t deal with them now.

The term eigenvalue should sound familiar to you if you’'ve taken a lin-
ear algebra course. In particular, for a square matrix A a number A is an
eigenvalue if there exists a vector x # 0 such that

Ax = Ax.

This will be true if and only if the matrix A — AI is singular, which is
the case if and only if its determinant is 0.

So, why do we call those values in our differential equations eigenval-
ues? Well, let’s take a look at our second-order system again:

y" + p(x)y + Ag(x)y = 0.

We know there will be a unique general solution to this system, and
this general solution will depend upon the parameter \. So, we can write
this general solution as:

y(z) = Ayi(z, A) + Bys(z, A).

Now, if we're given endpoint values y(0) = 0 and y(L) = 0 then we
need to find values for A and B that satisfy the system of equations:

( y1(0,A)  92(0,

3)(5)- (1)

This system of equations has a non-trivial solution (the trivial solution
being A = B = 0) if and only if

‘yl(()’)‘) y2<07
yi(L, A) ya(L,
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The values of A for which this is true are the eigenvalues of our dif-
ferential equation. Just as in linear algebra, they’re the values for which a
given determinant is 0.

Example - The eigenvalues of the following endpoint value problem are
all nonnegative. First determine whether A = 0 is an eigenvalue, then find
all positive eigenvalues and associated eigenfunctions.

y'+ Ay =0;
y'(0) =0,y'(m) = 0.
Solution - If A = 0 then y(x) = Az + B, and y/(z) = A. If A = 0 then

y'(0) = y/(m) = 0. So, y(x) = B is a solution, and A = 0 is an eigenvalue
with corresponding eigenfunction y(z) = 1.

The solutions for A > 0 are of the form:

y(z) = Acos (VAx) + Bsin (Vx),
y'(r) = —AVAsin (V) + BV A cos (VAz).

Plugging in our initial values we get:
y'(0) = BVA=0,s0 B = 0.
y'(7) = — AV Asin (Van).

For 4/ (1) = 0 we need VA = n, so \,, = n’.
The eigenvalues are A, = n? forn € N.

The corresponding eigenfunctions are y,,(z) = A cos (nx).

Notes on Homework Problems
Problems 3.8.1, 3.8.3, and 3.8.5 are involve finding the eigenvalues and

associated eigenfunctions for different endpoint value problems. The ap-
proach for all is the same as in the example problem done in these notes.
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Problem 3.8.8 is a little more involved, and it requires some interesting
root finding. So, start digging for those roots!

As for problem 3.8.13, it’s a little more involved than the relatively sim-
ple eigenvalue problems 3.8.1, 3.8.3, and 3.8.5, in that the first-derivative
term is not zero. But, fundamentally, there’s nothing tricky going on with
it.



