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Abstract

In this paper any non-homogeneous differential equation with constant coefficients is reduced to a matrix equation $\vec{q} = \vec{c}P$. For the discussion, $\vec{q}$ represents a matrix of constant coefficients to the differential equation, $\vec{c}$ a matrix of arbitrary constants to the solution, and $P$ is a lower triangular matrix with entries that are derivatives of the characteristic polynomial of the differential equation. After careful development, the task becomes finding an inverse to the matrix $P$. Interestingly enough, $P$ is a generalized form of what is termed a Pascal Matrix. [1] An inverse for certain conditions to such a matrix is proven to exist by the theorem given in the paper.

This approach was developed in earlier research, [2]. The advantage is that it uses fundamental concepts such as the linearity of the derivative, matrix multiplication, and product rule for derivatives. Furthermore a precise algorithm to solve a wide variety of differential equations is given with this approach.

1 Demonstration of Method.

How would one find a particular solution to the following differential equation?

$$y''' - y' + 3y = (1 + 5t)e^{4t}$$  \hspace{1cm} (1)

We begin by defining an operator $L$ so that $L = D^3 - D + 3$. In this instance $D^k$ is the $k^{th}$ derivative of $y$ with respect to $t$. Note that:

$$L(e^{4t}) = 63e^{4t} = p(a)e^{4t} \quad \text{where} \quad p(a) = a^3 - a + 3.$$  

Let us assume a particular solution of $y^* = (c_0 + c_1t)e^{4t}$. Our strategy will be to differentiate the particular solution and compare it to the right hand side of Equation 1.

We can also rewrite the differential equation in matrix format:

---
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\[ L(y) = \begin{bmatrix} 1 & 5 \\ \end{bmatrix} \begin{bmatrix} 1 \\ t \end{bmatrix} e^{4t}. \]

By applying \( L \) to \( y^* \) we obtain the following:

\[ L(y^*) = L \left( \begin{bmatrix} c_0 & c_1 \end{bmatrix} \begin{bmatrix} 1 \\ t \end{bmatrix} e^{4t} \right) = \begin{bmatrix} c_0 & c_1 \end{bmatrix} L \left( \begin{bmatrix} 1 \\ t \end{bmatrix} e^{4t} \right). \]

By the linearity of \( L \), one can apply \( L \) to each entry in the column vector. On the other hand, by direct calculation, \( L(te^{4t}) = (63t + 47)e^{4t} \). These results can be subsequently written in matrix format:

\[ \begin{bmatrix} c_0 & c_1 \end{bmatrix} \begin{bmatrix} 63 & 0 \\ 47 & 63 \end{bmatrix} \begin{bmatrix} 1 \\ t \end{bmatrix} e^{4t} = \begin{bmatrix} 1 & 5 \end{bmatrix} \begin{bmatrix} 1 \\ t \end{bmatrix} e^{4t}. \]

As a result, this problem easily reduces to a simple matrix equation:

\[ \begin{bmatrix} c_0 & c_1 \end{bmatrix} \begin{bmatrix} 63 & 0 \\ 47 & 63 \end{bmatrix} = \begin{bmatrix} 1 & 5 \end{bmatrix}. \]

The inverse of the \( 2 \times 2 \) matrix is easily calculated to find \( c_0 \) and \( c_1 \). So the particular solution to the differential equation is:

\[ y^* = \left( \frac{-172}{3969} + \frac{5}{63} t \right) e^{4t}. \]

Certain questions naturally arise from this example.

1. How was the form of the particular solution determined?
2. If \( k \) and \( a \) are any real numbers, are there shortcuts to apply \( L \) to \( tk e^{at} \)?
3. Is there an easy way other than the usual techniques to construct the \( 2 \times 2 \) matrix that we inverted?
4. Is that matrix always invertible? What is its inverse?

Such questions and others will be answered if we consider the problem more generally.

## 2 Theory.

### 2.1 Transforming the Problem.

Consider a \( n^{th} \) order differential equation with constant coefficients of the form:

\[ a_n \frac{d^n y}{dt^n} + a_{n-1} \frac{d^{n-1} y}{dt^{n-1}} + \cdots + a_1 \frac{dy}{dt} + a_0 y = (q_0 + q_1 t + \cdots + q_m t^m) e^{at}. \quad (2) \]
where \( n, m \geq 0 \) and \( a_k \) and \( q_k \) represent constant coefficients.

Define a linear operator \( L(y) \) such that:

\[
L(y) = \sum_{k=0}^{n} a_k D^k(y),
\]

where \( D^k \) is the \( k \)th derivative with respect to \( t \). Thus the left hand side of Equation 2 is represented by \( L(y) \). Furthermore, the right hand side of Equation 2 can be represented in matrix form:

\[
(q_0 + q_1 t + \cdots + q_m t^m) e^{at} = \begin{bmatrix} q_0 & q_1 & q_2 & \cdots & q_m \end{bmatrix} \begin{bmatrix} 1 \\ t \\ t^2 \\ \vdots \\ t^m \end{bmatrix} e^{at}.
\]

So Equation 2 is transformed into the following equation:

\[
L(y) = \begin{bmatrix} q_0 & q_1 & q_2 & \cdots & q_m \end{bmatrix} \begin{bmatrix} 1 \\ t \\ t^2 \\ \vdots \\ t^m \end{bmatrix} e^{at}.
\]

### 2.2 Finding a particular solution.

We assume a particular solution \( y^* \) of the form \( y^* = (c_0 + c_1 t + c_2 t^2 + \cdots + c_m t^m) e^{at} \). We do this by selecting the order of the polynomial \( c_0 + c_1 t + c_2 t^2 + \cdots + c_m t^m \) to be of the same order as the polynomial on the right hand side of Equation 3. The plan is to compute \( L(y^*) \) and then compare it to the right hand side of Equation 3. This will allow us to determine the coefficients \( c_i \).

Writing \( y^* \) in matrix format we can see that:

\[
L(y_p) = L \left( \begin{bmatrix} c_0 & c_1 & c_2 & \cdots & c_m \end{bmatrix} \begin{bmatrix} 1 \\ t \\ t^2 \\ \vdots \\ t^m \end{bmatrix} e^{at} \right) = \begin{bmatrix} c_0 & c_1 & c_2 & \cdots & c_m \end{bmatrix} L \begin{bmatrix} e^{at} \\ te^{at} \\ t^2 e^{at} \\ \vdots \\ t^m e^{at} \end{bmatrix}
\]

\[
= \begin{bmatrix} c_0 & c_1 & c_2 & \cdots & c_m \end{bmatrix} \begin{bmatrix} L(e^{at}) \\ L(te^{at}) \\ L(t^2 e^{at}) \\ \vdots \\ L(t^m e^{at}) \end{bmatrix}.
\]
Now we develop a formula for $L(t^k e^{at})$ where $0 \leq k \leq m$. Observe that:

$$L(e^{at}) = \sum_{k=0}^{n} a_k D^k(e^{at}) = \sum_{k=0}^{n} a_k a^k e^{at} = e^{at} \sum_{k=0}^{n} a_k a^k = p(a)e^{at},$$

where $p(a) = \sum_{k=0}^{n} a_k a^k$.

Note that $p(a)$ is the characteristic polynomial to the differential equation. To find higher derivatives of $L(e^{at})$ we note two things. First, by considering $L(t^k e^{at})$ as a function of $a$ and $t$, we can utilize the fact that in this case the order of differentiation of mixed partial derivatives can be interchanged. Using this we see:

$$L(t^k e^{at}) = L\left(\frac{\partial^k(e^{at})}{\partial a^k}\right) = \frac{\partial^k(L(e^{at}))}{\partial a^k} = \frac{\partial^k(p(a)e^{at})}{\partial a^k}.$$

Second, from Reference [3] we can invoke Leibniz’s Rule for higher derivatives of the product of two functions $u$ and $v$:

$$(uv)^{(n)} = u^{(n)}v + \binom{n}{1} u^{(n-1)}v' + \cdots + v^{(n)}u = \sum_{r=0}^{n} \binom{n}{r} u^{(r)}v^{(n-r)}.$$

Thus, to calculate $L(t^k e^{at})$ we apply this rule to $\frac{\partial^k(p(a)e^{at})}{\partial a^k}$ and simplify:

$$L(t^k e^{at}) = \frac{\partial^k(p(a)e^{at})}{\partial a^k} = \sum_{l=0}^{k} \binom{k}{l} [p(a)]^{(k-l)} [e^{at}]^{(l)}$$

$$= \sum_{l=0}^{k} \binom{k}{l} p^{(k-l)} t^l e^{at} = e^{at} \sum_{l=0}^{k} \binom{k}{l} p^{(k-l)} t^l,$$

where $p^{(k-l)}$ signifies the $k-l$th derivative of $p$ with respect to $a$.

Note that $\sum_{l=0}^{k} \binom{k}{l} p^{(k-l)} t^l$ is just a polynomial with coefficients involving derivatives of $p$. By writing out the terms, we can use a $m+1 \times m+1$ matrix $P$ to represent Equation 5.

Let $P_{k+1}$ represent the $k+1$th row of $P$. Naturally we would like to organize $P$ so that $L(e^{at}) = L(t^0 e^{at}) = p(a)e^{at}$ corresponds to entry $P_{11}$ of the matrix. Since $k$ ranges from 0 to $m$, $L(t^k e^{at})$ will correspond to row $k+1$. Similarly, we order the columns by the power of $t$ in Equation (5) which is $l$.

Note then that $P$ is a lower triangular matrix, so $P_{kl} = 0$ for $k < l$. Thus,

$$P_{k+1,l+1} = \binom{l}{k} p^{(k-l)}$$

where $0 \leq k, l \leq m$ (6)

By writing the powers of $t$ as a column vector we have the following:
\[
L \begin{bmatrix}
  e^{at} \\
  te^{at} \\
  t^2e^{at} \\
  \vdots \\
  t^me^{at}
\end{bmatrix} =
\begin{bmatrix}
p & 0 & 0 & \cdots & 0 \\
p' & p & 0 & \cdots & 0 \\
p'' & 2p' & p & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
p^{(m)} & \binom{m}{1}p^{(m-1)} & \cdots & \binom{m}{m-1}p' & p
\end{bmatrix}
\begin{bmatrix}
1 \\
t \\
t^2 \\
\vdots \\
t^m
\end{bmatrix} e^{at} \tag{7}
\]

Set \( \vec{c} = [c_0 \ c_1 \ c_2 \ \cdots \ c_m] \) and \( \vec{q} = [q_0 \ q_1 \ q_2 \ \cdots \ q_m] \).

Comparing Equations 3 and 7 we obtain:

\[
L(y_p) = \vec{c} P \begin{bmatrix}
1 \\
t \\
t^2 \\
\vdots \\
t^m
\end{bmatrix} e^{at} = \vec{q} \begin{bmatrix}
1 \\
t \\
t^2 \\
\vdots \\
t^m
\end{bmatrix} e^{at}. \tag{8}
\]

Thus Equation 8 reduces to the matrix equation:

\[
\vec{q} = \vec{c} P. \tag{9}
\]

\( P \) is a general form of a Pascal Matrix, a lower triangular matrix with entries that correspond to Pascal’s Triangle. Reference [1] only discusses Pascal Matrices with integer entries. In this situation the entries of \( P \) are higher order derivatives of a function. With Reference [1] as a guide, we can generalize an inverse to such matrices to find an inverse for \( P \), which is what we need to solve the differential equation.

### 2.3 Finding a Solution.

In order to solve for \( \vec{c} \), we need to find \( P^{-1} \). In order for \( P^{-1} \) to exist, \( \det(P) \) must be nonzero. Since \( P \) is a lower triangular matrix, \( \det(P) = [p(a)]^m \). For the moment, assume that \( p(a) \neq 0 \). (The case \( p(a) = 0 \) will be considered later.)

**Theorem 1** Let \( P \) be as in Equation 6 and assume \( p(a) \neq 0 \). Let

\[
Q_{k+1,l+1} = \begin{cases}
   \frac{k!}{l!} \frac{1}{a^{k-l}} & k \geq l \\
   0 & k < l,
\end{cases}
\]

then \( P^{-1} = Q \).

**Proof:** It is clear from properties of lower triangular matrices that:

\[
(PQ)_{k+1,l+1} = \begin{cases}
   0 & k < l \\
   1 & k = l.
\end{cases}
\]
Because when \( k < l \) the matrix entry will be zero in any case. If \( k = l \), then \( k - l = 0 \) and \( p^{(k-l)} = p \). Similarly, \( (1/p)^{(k-l)} = 1/p \), and the product of the two is 1.

Now we need to show that \((PQ)_{k+1,l+1} = 0\) if \( k > l \). Suppose \( k > l \). Then \( k = l + q \) for some \( q > 0 \). We see that:

\[
(PQ)_{k+1,l+1} = \sum_{r=0}^{q} P_{l+q+l+r+1} Q_{l+r+1,l+1}
\]

\[
= \sum_{r=0}^{q} (l+q)\binom{l+q}{l+r} p^{(q-r)} \left( \frac{1}{p} \right)^{(r)} .
\]  

(11)

Expanding the binomial terms, Equation 11 is equivalent to:

\[
(PQ)_{k+1,l+1} = \frac{(l+q)!}{(l+r)! (q-r)! r!} \sum_{r=0}^{q} p^{(q-r)} \left( \frac{1}{p} \right)^{(r)} .
\]  

(12)

or:

\[
(PQ)_{k+1,l+1} = \left( \binom{q}{r} \sum_{r=0}^{q} \binom{q}{r} p^{(q-r)} \left( \frac{1}{p} \right)^{(r)} .
\]  

(13)

Using Leibniz’s Rule for Higher Derivatives of Products once more, Equation 13 becomes:

\[
(PQ)_{k+1,l+1} = \binom{k}{q} \sum_{r=0}^{q} \binom{q}{r} p^{(q-r)} \left( \frac{1}{p} \right)^{(r)} = \binom{k}{q} \left( \frac{1}{p} \cdot p \right)^{(q)}.
\]

Since \( q > 0 \), \( \binom{k}{q} \left( \frac{1}{p} \cdot p \right)^{(q)} = \binom{k}{q} (1)^{(q)} = 0 \). Thus, when \( k > l \), \((PQ)_{k+1,l+1} = 0\).

So, \((PQ)_{k+1,l+1} = \begin{cases} 0 & k \neq l \\ 1 & k = l \end{cases}\) Showing that \( P^{-1} = Q \).

For our purposes \( p \) is specified as the characteristic polynomial of the differential equation, yet this theorem generalizes the results of [2] to include functions, instead of integers, as entries in the Pascal Matrix.
Now that \( P^{-1} \) is found, Equation 9 can be solved and the coefficients of the vector \( \vec{c} \) can be determined. Thus, the particular solution \( y^* \) to the differential equation is obtained, that is:

\[
\vec{c} = qP^{-1} \quad \text{and} \quad y^* = \vec{c} te^{at}. \tag{14}
\]

A good exercise would be to use the methods described and apply them to the initial example. As one can see, we used the same method outlined thus far to solve the first example.

### 2.4 Adjusting the Method.

The restriction that \( p(a) \neq 0 \) is a limitation. Note that finding \( P^{-1} \) hinged on the assumption that \( P \) has a nonzero determinant. Consider the following differential equation:

\[
y'' - 16y = (1 + t^2)e^{4t}. \tag{15}
\]

Applying our method to this differential equation reveals that \( p(4) = 0 \). This gives a matrix \( P \) with 0’s along the main diagonal, which makes its determinant zero. Thus the technique seems to fail.

If \( p(j)(a) = 0 \) for all \( 0 \leq j < q < m \), this suggests that \( y_h \), the homogenous solution to Equation 2 is:

\[
\sum_{j=0}^{q-1} r_j t^j e^{at} \quad \text{where} \quad r_j \text{is a constant.}
\]

A lower triangular matrix can still be constructed to determine the particular solution. In this case we assume a particular solution of the form:

\[
(c_q t^q + c_{q+1} t^{q+1} + \cdots + c_m t^m + \cdots + c_{q+m} t^{q+m})e^{at}.
\]

To find the value of each \( c_i \) we can follow a similar process outlined previously. Since \( p(j)(a) = 0 \) for \( j < q \), the corresponding entries in Equation 7 will be zero. As a result, Equation 7 reduces to a \( m+1 \times m+1 \) lower triangular matrix:

\[
L \begin{bmatrix}
  t^q e^{at} \\
  t^{q+1} e^{at} \\
  t^{q+2} e^{at} \\
  \vdots \\
  t^{q+m} e^{at}
\end{bmatrix} =
\begin{bmatrix}
p^{(q)} & 0 & 0 & \cdots & 0 \\
p^{(q+1)} & (q+1)p(q) & 0 & \cdots & 0 \\
p^{(q+2)} & (q+2)^2 p(q+1) & (q+2)p(q) & \vdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
p^{(q+m)} & (q+m)^2 p(q+m-1) & (q+m)p(q+m-1) & \cdots & (q+m)p(q) \\
\end{bmatrix}
\begin{bmatrix}
1 \\
t \\
t^2 \\
\vdots \\
t^m
\end{bmatrix} =
\begin{bmatrix}
1 \\
t \\
t^2 \\
\vdots \\
t^m
\end{bmatrix} e^{at}.
\]

The lower triangular matrix can still be used to construct the particular solution. In this case we assume a particular solution of the form:

Thus, we can extend our previous formulation of matrix \( P \) to the following:
\[ P_{k+1,l+1} = \begin{cases} \frac{(q+k)}{l} (p(l))^{(k-l)} & k \geq l \\ 0 & k < l \end{cases} \] (16)

where \(0 \leq k, l \leq m\) and \(p^{(j)} = 0\) for \(j < q\). Since \(p^{(q)} \neq 0\), \(\det(P) \neq 0\) and \(P^{-1}\) exists.

Returning to Equation 15, let’s assume a particular solution of the form:

\[ y^* = (c_1 t + c_2 t^2 + c_3 t^3)e^{4t} \]

Since \(p'(4) = 8\), by emphasizing the binomial coefficients, we see that this leads to a matrix \(P\):

\[
\begin{bmatrix}
1 \cdot 8 & 0 & 0 \\
1 \cdot 2 & 2 \cdot 8 & 0 \\
1 \cdot 0 & 3 \cdot 2 & 3 \cdot 8
\end{bmatrix} = \begin{bmatrix} 8 & 0 & 0 \\ 2 & 16 & 0 \\ 0 & 6 & 24 \end{bmatrix}.
\]

One may innocently think that the form of \(P^{-1}\) would be similar to (10). Unfortunately, this is not correct. The key to finding an \(P^{-1}\) rested in the fact that \(P\) had the form of a Pascal Matrix. Equation 16 certainly has entries from Pascal’s Triangle yet that is not a strong enough condition to guarantee that in this case \(P^{-1}\) can be generalized. As a result, we need to find \(P^{-1}\) from standard techniques.

For completion, \(P^{-1}\) for Equation 15 is given by:

\[
\begin{bmatrix}
\frac{8}{64} & 0 & 0 \\
\frac{2}{64} & \frac{1}{8} & 0 \\
\frac{1}{256} & -\frac{1}{64} & \frac{1}{24}
\end{bmatrix}.
\]

So the particular solution to Equation 15 is:

\[ y^* = \left( \frac{33}{256} - \frac{1}{64} t^2 + \frac{1}{24} t^3 \right) e^{4t}. \]

### 2.5 Comments.

- If the order \(n\) of the differential equation is less than the order \(m\) of the row vector \(\vec{q}\), then \(p^{(j)}(a) = 0\) for \(n \leq j \leq m\). Due to the restriction that \(p(a) \neq 0\), it will never be the case that \(P\) will be a zero matrix. In fact, if \(m = 0\), the particular solution is quite simple:

\[ y^* = \frac{q_0}{p(a)e^{at}} \text{ when } m = 0. \]

- As Gollwitzer remarks, this method can be used to solve a wide variety of non-homogeneous equations. If faced with a trigonometric equation on the right-hand side, one can use Euler’s identity and set \(a = i\omega\). The final solution will either be the real or the imaginary part of the particular solution. Table 1 summarizes these adjustments to Equation 14:
### Table 1: Adjustments to Equation 14.

<table>
<thead>
<tr>
<th>Right hand side of Equation 2</th>
<th>Adjustment to Equation 14</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0 + q_1 t + \cdots + q_m t^m$</td>
<td>$a = 0$</td>
</tr>
<tr>
<td>$(q_0 + q_1 t + \cdots + q_m t^m) \sin(\omega t)$</td>
<td>$a = i\omega$, Im(Equation 14).</td>
</tr>
<tr>
<td>$(q_0 + q_1 t + \cdots + q_m t^m) \cos(\omega t)$</td>
<td>$a = i\omega$ Re(Equation 14).</td>
</tr>
</tbody>
</table>

#### 3 Conclusions.

Non-homogeneous differential equations with constant coefficients arise frequently in physics, chemistry, and engineering. For example, forced motion of a pendulum and LRC circuits generate such differential equations. In practice, this method could be applied to many cases encountered by a physicist, chemist, biologist, as well as a mathematician.

The following procedure can be applied to solve most differential equations of the form given in Equation 2:

1. Identify $p(a)$, the characteristic polynomial and $m$, the number that determines the size of $P$.
2. Construct $Q = P^{-1}$ from (10).
3. Multiply $\vec{q}$ and $P^{-1}$ to find $\vec{c}$, the coefficients to the particular solution.
4. Make necessary adjustments to Table 1 if needed.

As it can be seen, this procedure could be implemented by a computer program. In general, computers could solve Equation 2 with less time using this method than with a method such as undetermined coefficients because this method utilizes matrices, which generally take less computational time.
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