Math 5010 § 1. Solutions to Ninth Homework
Treibergs March 20, 2009

226[9] Let X,, € {1,—1} be a sequence of independent random variables such P(X,, = 1) =p =
1—¢=1-P(X,, = —1). Let U be the number of terms in the sequence before the first
change of sign and V' the further number of terms before the second change of sign. In other
words, the sequence X1, Xa, ... of random variables is made up of a number of runs of +1’s
and runs of —1’s. U is the length of the first run and V is the length of the second run.

(a) Show that E(U) = g + % and E(V) = 2.
(b) Write down the joint distribution of U and V and find Cov(U,V) and p(U,V).

(a.) To compute the expectations, let us determine the pmf’s for the individual variables
U and V following the procedure outlined in lecture. Observe that set of values of U or
V, the number in the run is D; = N = {1,2,3,...}, the natural numbers. Let A; denote
the event that X; = 1. The idea is to condition on Aj, the first value. This determines
whether the first run is +1’s or —1’s. Thus if X; = 1 and there are u in the first run, then
Xo=Xg=---=Xy=1and Xyq41 =—1,s0if u € Dy,

fu(u| Ay) =p“'q.
Similarly, if X; = —1, then
fulu] A9) = ¢""'p.
Using the partitioning formula
fo(w) = fo(u | A)P(A1) + fulu | A)P(A]) =p" Lgp+pg"tg=p"q+pq"
It follows that

oo m u

PU>uw=) (q+pd")= lp_qur lpzq =p"+q"
k=u

Thus, using Theorem 4.3.11,

EU) =Y PU>u=> (" +¢")= 2+ 1

I—-p 1-¢
Thus if X; = 1 and there are w in the first run and v in the second run, then X, ;; = —1
and X490 = Xyy3 == Xy4o = —1 and Xy4441 =1, so if v € Dy, and independence of

individual X;’s,

fr(v] A) =pg ™"
Similarly, if X; = —1, then

fr(v] A =p"""q

Using the partitioning formula

fr@)=frw | ADP(AD) + fr(v | ADP(AS) =pq” 'p+p" L ? =p* ¢ +p" 1 &%



Here is an alternative way to compute the expectation. These formulas involve for |z| < 1,
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Thus, using (1),

E(V):Z,va Z 2v1 v1q2)
vEDz v=1
2 2

2 v—1 2 -1 _ q
=p vg" +gq vp'T = + =2.
Z Z 1_q) (1—p)?

(b.) The joint probability is also gotten by conditioning on A;. Let (u,v) € Dy X Ds and
f(u,v) =P(U =w and V = v). Thus if X1 =1 and the length of the first run is u and the
length of the second run is v, then Xo =--- =X, =1, X 41 = Xyqo =+ = Xyyo = —1
and X, 4,41 = 1, so if v € Do, and independence of individual X;’s,

flu,v | Ay) =p"~tq'p = ptq".
Similarly, if X; = —1, then

fluv | A}) = ¢" "' pPq=p"q"
Using the partitioning formula

flu,v) = fv(u,v[A1) P(Ar) + fu,v]AT) P(AS) = p“ ¢"p+p" ¢“ ¢ =p" "' ¢" + p"¢" .

Let us check the marginal probabilities.

> pu+1q pqu+1
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To compute the further expectations, using (1),
pg(l+p) , pal+4q) _pA+p) qald+q)
u” fulu u”(p“q +pg*) = + = +
Z uzl (1-p?  (1-q)? s P
o0 2 2
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v fr(v v ) = + - +
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—a ot (1-p?(1-9? q¢ »p



The variances are

Var(U) = BU?) — By = PR a0 ta) (p N q>2;

q D q D
1 |
Var(V) = E(V?) —E(V)? = 4 1TP .
p q
1 1 2 2 —op? —2g?
Cov(U,V) = E(UV) —~BU)E(V) =~ + - — 2 24 _P+d=2r =2
q D q p pq

The expressions may be simplified using

P’ +a>=p>+2pq+q¢>—2pg= (p+q)> —2pg =1 — 2pg;
rP-=p+alp-q9)=p—q

The variance of U may be simplified using (2) and (3),

Var(U) = p3(p+q+p);r2q3(p+q+q) B <p2 +q2>2

p*q Pq

2t + g+ pd® + 2¢* — p* — 2p%¢% — ¢*
P*q?
_ ' =20’ + ") + pa(p® + ¢°)
P2
_(0* =)+ a0 — 2pq + ¢*) + 20°¢°
B P22
. Pm0? (p;g)z_
Pq P*q

The variance of V' may be simplified

_Ppt2 g _4_pq+2q2+2p2+pq—4pq
p q pq
_ a2 =2pa+d’) _, 200 —a)’
pq pq
Thus Var(V) < Var(U) unless p = ¢ = 3.

The covariance may be simplified using (2)

Var(V)

Cpt+q—2p*—2¢° 1-20p*+¢*) 1-2(1-2pq) 4pg—1
B Pq B pq B pq pq
_dpg—(p+a9?® _ (p—9)?
B Pq  pg

Cov(U,V)

The correlation coefficient is thus
B Cov(U, V)
V/Var(U) - /Var(V)

—(p—q)?

p(U,V)

\/(21%1 +(p— a2+ ) (2pg +2(p - 0D

I doubt that the text’s answer is correct since neither variance has (p — ¢)? as a factor.



226[25] Let X and Y be independent geometric variables so that for m > 0,
fx(m) =P(X =m)=(1-X)A",  fy(m) =P =m)=(1-pp",
where 0 < A\, pu < 1.

(a) If X # p, show that
(1-NA-p +1 +1
P(X +Y =n) = ALty
(X+Y =n) - ( p )
FindP(X =k | X +Y =n).
(b) Find the distribution of Z = X +Y if A = p, and show that in this case,

These geometric rv’s are defined for m € D = {0,1,2,...}. Since the variables are assumed
independent, their joint pmf is the product

f(@,y) = fx(@) fy(y) = (1= A) (1 = ) A" p¥.

(a.) The pmf of the sum of independent variables is given by the convolution formula
Theorem 5.4.11. We observe that the sum is a finite geometric sum.

fo ) fy(z — )

=1 =2 A= p)p

=1-N1-pk

Observing that x = k and z+y = n implies x = k and y = n—k, the conditional probability
is gotten using the usual formula for 0 < k < n,

B . P(X=kandZ=n) PX=FkandY =n—k)
PX=k|Z=n)= P(Z =n) - P(Z = n)
_ k) AP )

Faln) X

(b.) In case A = p,

fo ) fy(z —x)

_ Z(l o )\)2 AT NP
x=0

= (z+1)(1 =N\



The conditional probability is for 0 < k < n,

B . P(X=kandZ=n) PX=FkandY =n—k)
PX=k|Z=n)= P(Z =n) - P(Z =n)

C flkn—k)  (1-X2A 1

fzn)  (n+1)(1-A2X" n+1

Two cards are chosen at random without replacement from a standard deck. Let X denote
the number of kings and Y the number of clubs. Find the joint pmf f(x,y), Cov(X,Y) and
p(X,Y).

The sample space 2 is the set of combinations of 52 cards taken two at a time. Thus
1 = (%)) = 1326. Both X and Y take values in D; = {0,1,2}. The pairs take values in
Dy xDy. T X =z and Y =y then f(z,y) = P(X =2z and Y = y). There are 52— 16 = 36
cards that are neither kings nor clubs. If X = 0 and Y = 0 both cards are neither king nor
club. If instead Y = 1 then one card is a club that isn’t a king and the other is neither king
nor club. If also Y = 2 both cards are clubs but neither is a king.

12-36  12-36-2 72

%) 36-35 105
() ~ 5251 221 () ~ 5251 221
(%) _12-11 11
()~ 52.51 221

f(O’O): f(O,l)Z

f(0a2) =

If X =1 there is one king. For Y = 0 the king can’t be a club so there are three remaining
kings. The second card cannot be king nor club, so there are 36 choices. For Y = 1 there is
one king and one club. Either one card is the king of clubs and the other neither king nor
club or one is a non-club king and the other is a non-king club. If also Y = 2 then one of
the cards is a king of clubs and the other is another club so

3-36 3-36-2 18 1-36+3-12 722 12

f(1,0) (522) 5251 2217 fL.1) (522) 52-51 221’
1-12 12-2 2

T2 ="y =555~ w1

If X =2 and Y = 0 both cards are kings but neither is the king of clubs. If instead ¥ =1
then there are two kings, one being the king of clubs. If also Y = 2 then it is impossible
that both cards are kings and both cards are clubs.

ren= BB ey B 82 ]

The joint pmf is collected in Figure 1.

The marginal probabilities are the row and column sums of the joint pmf. For x € D; or
ye D27

Ix@) =" flay): Ky =D fay).

yeDo reDq
The marginal probabilities are also given in Figure 1.

The variables X and Y are not independent, for example because

1 13

2.2 =04 s =2 = fx()fy(2).



x = z=1 xz=2 Iy ()
-0 105 18 247 _ 19
Y= 221 221 143 142 = 34
=1 72 12 1 169 _ 13
y= 221 221 242 42 ~ 34
_ 1 2 13 _ 1
y=2 21 21 0 221 — 17
188 32 1
Ix@) | %1 w1 mm 1

Figure 1: Table of joint pmf and marginal probabilities.

The expected values are

_0-188+1-32+2-1 34 2

EX) = Z x fx(x)
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reDq
0-194+1-134+2-2 17 1
E = = = — = —
y€D,
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2y _ 2 _ _ 9v.
xeDq
0%2-19+12-13+22.2 21
E(Y?) = 2 — _ A
V)= v frv) 31 30
yED>
1-1-24+1-2-442-1-1 34 1
E(XY) = Z vy f(x,y) = 112 113

(z,y)€ED1X D>
The variances and covariances are from their computational formulas,

Var(X) = E(X?) - E(X)? 36 22 400

T 921 132 2873

21 12 25

= 2— 2:———:—'
Var(v) = B(Y?) —E(Y)? = = - 5 = =

1 2 1
Cov(X.Y) =E(XY)—EX)E(Y) = — — = .= =
ov(X,Y) = B(XY) - B(X)B(Y) = - - = .

Thus X and Y are uncorrelated, since the correlation coefficient is

p(X,Y) = Cov(X,Y) 0

B V/Var(X) \/Var(Y)




