Math 3220 § 2. Second Midterm Exam Name: Golutions
Treibergs October 23, 2019
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— L if (2,y) # (0,0);
1. Let f(z,y) = vty

0, if (x,y) = (0,0).
of of

Is f is continuous at (0,0)% Do the partial derivatives 9z and B0 exist at (0,0)? Is f
€ Y

differentiable at (0,0)? Why?

The function 18 CONTINUOUS at (0,0). Indeed

k5 k|
rrgs 0| = s < I < VAR = (1) - 0,0)] 0

£k, k) = £(0,0)] = = T <

as (h,k) — (0,0).
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The PARTIAL DERIVATIVES EXIST at (0,0). We have f(z,0) =0 and f(0,y) = 042—7314 =y.
It follows that

0 h,0) — £(0,0 0—-0

—f(0,0): lim—f( ,0) = /(0,0 =lim —— =0

ox h—0 h h—0

of .. f(0,k)—f(0,0) .. k-0 _
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f(z,y) is NOT DIFFERENTIABLE at (0,0). If the differential exsted, it would be the linear
transformation involving the Jacobian matrix

df (0, 0) (Z) - (gi(o,()) gi(o,m) (Z) - (o 1) (Z) —k

But the difference quotient does not limit to zero. The difference quotient is

k5
gy = LB OE+0) = £0.0) = df(0.0)(h k) _ g 0k
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K-k + k) kh?
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Along the path (h, k) = (¢,0) we have ¢(¢,0) = 0 — 0 as t — 0. But along another path
(h, k) = (t,1),

to 1 1
tt) = — =— — —
a(t1) (t4 4+ tHVE2 + 12 2v/2 2v/2

as t — 0. Thus the limits along two paths are unequal so the limit lims, x)—(0,0) ¢(h, k)
does not even exist.




2. Let f(z,y) : R? — R be a function whose first partial derivatives exist everywhere. For
(a,b) € R?, let

f(z7y)*f(avy)*f(zvb)‘i’f(a?b)

;i (2, y) # (a,b);
g(w,y) = (z—a)(y—b)
¢, if (z,y) = (a,b).
Assume that g(z,y) is continuous at (a,b). Deduce that both 0°f and 0°f exist and
a&Y T Ox Oy Oy Ox

are equal at (a,b).
Strictly speaking, the function g(x,y) is not defined if x = a or y = b. However, using the
assumption that partial derivatives exist, the limits exist at x = a and y # b

i o(e.) = 5 (G - St

T—a y—b

and for y = b and x # a

lim g(x,y) = L (af(a:,b) — Z(a,b)) .

y—b x—a \ Oy
Thus we may extend the function to (x,y) # (a,b) by

f(;(;,y)—f(a, )—f(x,b)—i—f(a,b) if 2 # a and y # b

1 af(z AT ’
g(z,y) = y_<%x(a7y)—gm(a,b) , if v = a and y # b;
1
x—a(agjj(l‘,b)_a:};(a,bO, ify=">band z # a;
“ if ($>y) = (a,b).

This function also satisfies

:~ f— 1. a .
c=g(a,b) (I’y)lgl(a’b)g(h,k)

The two second derivatives are the limits as (h, k) — (0,0) for different paths, hence are
equal to the limit. By continuity of g, the limit exists and equals the value at (a,b). By
going = — a first and then y — b we have

c=gle) = tm g0
— i L (;igg fla,y) = f(a7y£ :i‘(wab) + f(avb)>
— i 1 (S - San)
2y 2:09)

0
where in the inner limit we used the assumption that a—f(z,y) exists for all (z,y). Thus
x
2

Oy Ox

the partial derivative

(0,0) exists at (a,b) and equals c. Instead, by going y — b first



and then x — a we have

where in the inner limit we used the other assumption that

Thus the partial derivative

C:g(avb) :( %Hn( b)g(hak)
i ! (hm f(x,y) — f(z,b) — f(a,y) +f(a,b)>
T—=a r — a \y—b y—b

lim ! <3f( b)fa—f(a,b)

z—ax —a \ Oy dy
0 f

%(m,y) exists for all (z,y).

(0,0) exists at (a,b) and also equals c.
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of
Jzx dy

3. Determine whether the following statements are true or false. If true, give a proof. If false,
give a counterexample.

(a)

STATEMENT: Let D C R and v: D — R? be continuous. If (D) is connected then D
is connected.

FALSE. The set D = (0,1) U (2, 3) is disconnected but for y(¢) = (0,0), constant, the
singleton set v(D) = {(0,0)} is connected.
STATEMENT: Let E C RP and f: E — R be continuous. If A is relatively closed in
f(E) then f=1(A) is relatively closed in E.

TRUE. A being relatively closed in f(E) means that f(E)\A is relatively open in f(FE).
Hence there is an open set U C RY so that f(E)\A =UnN f(E). It follows that

E\fTHA) = fTHF(B)\A) = f7H(U N f(E))
= U)NfHfE) = U NE = f7H(U),

which is reltively open in E because f is continuous. It follows that f~1(A) is relatively

closed in F.

STATEMENT: f(z,y) ~ Z (332 + yg)k converges uniformly in the unit ball B1(0,0).
k=0

FALSE. The partial sums f,(z,y) = Z 2 + y * are bounded for (x,y) € B1(0,0),
k=0

n n
e <3 |22+ 92 <> 1=
k=0 k=0

since 22 + y? < 1. If the convergence were uniform, {f,} would limit to a bounded
function, contradicting the fact that the sum is unbounded on B;(0,0)

(oo}
_ 2 2k _ 1
k=0
= a
We have used the formula for the sum of a geometric series Zark =7 with
—r
k=0

T::z:2+y2.



Other proofs are possible based on other properties of uniformly convergent series.
For example, if f,, — f is uniform as n — oo then f,(2n,yn) — f(@n,yn) — 0 for any
sequence {(zn,yn)} in B1(0,0). However, choosing (zn,yn) = (./1 - %,0) we have

Fol@nyyn) — f(@n,yn) <n+1—-n? - —oc0 as n — oo, so the convergence couldn’t
have been uniform.

4. Let K C RP. Define: the set K is compact. Suppose that f : RP — RY is a C' function.
Show that for every r > 0 there is an M € R such that for all x,y € B,.(0), the ball of
radius r,

1f(x) = FIl < Ml[x = yl|.

A set K C RP is compact if every open cover has an finite subcover, i.e., if K C UaeaGq

for some open sets G, then there are finitely many indices a4, ..., a, so that
K CGaU---UG,,.
Writing the function in components, f(x) = (fi(z1,...,2p),..., fo(z1,...,2p)), its differ-

ential is the linear transformation given by the ¢ x p Jacobian matrix

Si(z) - S(w)
df (x) =
o(w) o S

Because f € C!(RP,R), the partial derivatives are all continuous. Hence the function

i) = |33 (5w)

is continuous. It is also a bound on the operator norm of the differential: for all x,h € R?

1df () ()| < M (x)] |- (1)

Choose r > 0. The closed ball B,(0) is compact so that the continuous function has a
bound on B,.(0) given by

M, = sup M(x). (2)
x€B,.(0)

Now choose any x,y € B,(0). Since B,.(0) is convex, the line segment [x,y] C B,.(0). It
follows from the Mean Value Theorem that there is a point z € [x,y] C B,-(0) so that

f(y) - f(x) = df(z)(y — x).
By taking norms and using (1) and (2),

[£(y) = £l = lldf (2)(y —x)|| < M(2)|ly — x|[ < M|y —x]|.

5. Let a,h € R?, f:R3 — R? and g : R?> — R? be given by

U xr+y
1 k 2u —wv T

a= s h = » f v = ) g = xy
2 l vw Y

w -1



Compute d(f o g)(a)(h) in two ways, directly and using the chin rule.
The first way is to compute f o g and take its differetial.

x+y
T T 2(x+y)_xy
feog =fly =f Ty = )
Y Y —TY
-1
T 2—y 2—z
d(fog) = ;
Y -y -z
1 k 0 1 k
d(f o g)(a)(h) =d(fog) =
2 l -2 -1 l

3
1
b=yg(a)=g =2
2
-1
1 1 1 1
T 1
dg =|y 2z so  dg(a)=dg =l2 1
Y 2
0 0 0 0
U 3
2 -1 0 2 -1 0
if || = o dfb)=df | o | =
0 w w 0 -1 2
w -1

By the chain rule,
d(f o g)(a)(h) = df (g(a)) (df (a) (h)) = df (b) dg(a)(h)
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2 -1 0 k 0 1 k
0 -1 2 ¢ -2 -1 L
0 0



