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First 15 terms of
P 1

1+n2x on [�0.08, 0.02]
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P15
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Power Series

I Recall Root Test for
P1

n=1 an

I Comparison with geometric series





I Apply root test to
P1

n=0 anxn

I Radius of convergence

R =
1

lim sup(|an|
1
n )



I For every ✏ > 0 uniform and absolute convergence on
[�R + ✏,R � ✏]



I If f (x) =
P1

n=0 anxn, then

f 0(x) =
1X

n=1

nanxn�1



I Iterate: Taylor series.



I Taylor series of f (x) =
P1

n=0 anxn at x0 2 (�R,R)



Theorem
Suppose

P1
n=0 anxn has radius of convergenve R > 0 and

suppose that

{x 2 (�R,R) :
1X

0

anxn = 0}

has a limit point in (�R.R). Then an = 0 for all n.













Back to Fourier Series

I Recall L2[a, b]
I Space of complex functions on [a, b] with

Z
|f (x)|2dx , < 1

(Eventually need Lebesgue integral)
I Inner product

(f , g) =
Z b

a
f (x)g(x)dx



I Recall ON system {�n} on [a, b]:

Z b

a
�m(x)�n(x)dx = �m,n =

(
0 if m 6= n
1 if m = n.

I If f 2 L2[a, b] can associate a “Fourier series”

f (x) ⇠
1X

n=1

cn�n(x)

where

cn =

Z b

a
f (x)�n(x)dx







“Linear Algebra” and “Euclidean Geometry” give

I Let

sn(f ) = sN(f , x) =
NX

n=1

cn�n(x)

be the Nth partial sum of the Fourier series, and let

< �1, . . . ,�N >

denote the span of �1, . . . ,�N in L2[a, b]

I Then sN(f ) is the vector in < �1, . . . ,�n > closest to f .







Equivalent formulations:

I If tN 2< �1, . . . ,�N >, then ||f � tn||2 � ||f � sN(f )||2

I f � sN(f ) ? < �1, . . . ,�N >







They imply Bessel’s inequality

I
1X

n=1

|cn|2 
Z b

a
|f (x)|2dx

I So f 2 L2[a, b] ) {cn} 2 `2

I Ideal situation: this correspondence is an isometry
between L2[a, b] and `2.

I This is the case for usual Fourier series, see Thm.
8.16 in Rudin.







Trigonometric Series

Usual normalization for trigonometric series:

I

f (x) ⇠
1X

�1
cn einx

I where
cn =

1
2⇡

Z ⇡

�⇡

f (x) e�inxdx

I This formula for cn is correct because
Z ⇡

�⇡

eimxe�inxdx = 2⇡ �m,n =

(
0 if m 6= n,
2⇡ if m = n.



I Observe that
R 2⇡

0 or
R a+2⇡

a for any a would work as
well.

I The associated ON system is

{ einx
p

2⇡
}

but it’s convenient to use the einx instead.



L2 and `2

I Would like isomorphism.

I Would like to understand other forms of convergence.





Real Trigonometric Series

I If f is real. then

cn =

Z ⇡

�⇡

f (x)e�inxdx =

Z ⇡

�⇡

f (x)e�i(�n)xdx = c�n

I So combining n and �n terms in
PN

n=�N cneinx get

c0 +
NX

n=1

(cneinx + c�nei(�n)x) = c0 +
NX

n=1

(cneinx + cneinx)



I Let a0 = c0 2 R.
I For n = 1, . . . ,N, let an, bn 2 R be defined by

2cn = an � ibn.

I Then

NX

�N

cneinx = a0 +
NX

n=1

(an cos(nx) + bn sin(nx))





I

a0 =
1

2⇡

Z ⇡

�⇡

f (x)dx

I for n > 0
an =

1
⇡

Z ⇡

�⇡

f (x) cos(nx)dx

I and
bn =

1
⇡

Z ⇡

�⇡

f (x) sin(nx)dx





Dirichlet Kernel

I How to sum sN(f , x) =
PN

�N cneinx

I Put in definition of cn and rewrite

NX

�N

⇣Z ⇡

�⇡

f (t)e�intdt
⌘

einx =
NX

�N

⇣Z ⇡

�⇡

f (t)ein(x�t)dt
⌘

I Same as
Z ⇡

�⇡

f (t)
⇣ NX

�N

ein(x�t)
⌘

dt =
Z ⇡

�⇡

f (x � t)
⇣ NX

�N

eint
⌘

dt



I

DN(t) =
NX

�N

eint

is called the Dirichlet Kernel.
I A more useful expression

DN(t) =
sin((N + 1

2)t)
sin( t

2)







DN(T ) over 3 periods for N = 3, 5, 7:
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Recall:

Theorem
Suppose that f is Riemann integrable and that for some x
there are constants � > 0 and M > 0 so that

|f (x + t)� f (x)|  M|t |

holds for all t 2 [��, �]. Then

lim
N!1

sN(f ; x) = f (x).



I Recall
sN(f ; x) =

1
2⇡

Z
f (x � t)Dn(t)dt

where

DN(t) =
sin((N + 1

2)t)
sin( t

2)

is Dirichlet’s Kernel, and

1
2⇡

Z ⇡

�⇡

DN(t)dt = 1

I Thus

sN(f ; x)�f (x) =
1

2⇡

Z ⇡

�⇡

(f (x�t)�f (x))
sin((N + 1

2)t)
sin( t

2)
dt



I Write

sin((N +
1
2
)t) = cos(Nt) sin(

t
2
) + sin(Nt) cos(

t
2
)

I The formula for sN(f , x) = f (x) is a sum of two terms:
I

1
2⇡

Z ⇡

�⇡

⇣ f (x � t)� f (x)
sin t

2
cos(

t
2
)
⌘
sin(Nt)dt

I and
1

2⇡

Z ⇡

�⇡

(f (x � t)� f (x)) cos(Nt)dt





I The first is the Nth Fourier sine coefficient of

f (x � t)� f (x)
sin( t

2)
cos(

t
2
)

which is Riemann integrable by the assumption
|f (x � t)� f (x)|  M|t | using sin(t) ⇠ t

I The second is the Nth Fourier cosine coeff of a
Riemann integrable function.

I By Bessel’s inequality these ! 0 as N ! 1.





Fejer’s Theorem

I Cesaro sums: given {sn}, define

�N =
s0 + s1 + · · ·+ sN

N + 1

I {sn} is Cesaro summable if {�n} converges
I {sn} convergent ) Cesaro summable
I Not conversely.



Theorem
f continuous ) �N(f : x) ! f uniformly.
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Gamma Function

I Definition: For x > 0

�(x) =
Z 1

0
tx�1e�tdt

I Note: for 0 < x < 1 have to check both 0 and 1.
I Integration by parts:

�(x + 1) = x�(x)













Zeta Function








