Math 5090, Assignment 4, Chapter 12, Exercises 27, 30, 37, 39.

27. (a) f(x;0) = 0 " exp{—>_x;/0}. log f(x;6) = —nlogh — > x;/0 has
derivative —n /0 + >" x;/6%. Set equal to 0 and solve to get the MLE, 6 = 7.
Under Hy, 6y = 6y. So the GLR statistic is

f(@;00) _ b " exp{=> =i/bo}
f(x;0) " exp{— > 1;/7}

With g(z) = a"e™ (/%)% choose ¢; < ¢y such that g(c;) = g(cz) and {T <
¢1 or T > co} has size a. This is the GLR test of size a. It is difficult to
determine the constants ¢; and co precisely, so an equal-tailed test is usually
chosen.

In the large sample case, we use —2log A(¢) as our test statistic, and an
approximate critical region for the size a test is {—2log A\(z) > x3__(1)}.

(b) We need to find the MLE when 0 is restricted to [0, 00). It is 6 = T if
T > 0y and 6y if T < y. In other words, it is max(T, 6y). Now the GLR statistic
is

Az) =

= const, Z" exp{—(n/0y)T}.

ANz) = f(@;00) = 0o " exp{—>_xi/0o}
f(x:0)  max(T,00) " exp{— Y x;/ max(T,b)}

B {constnf” exp{—(n/0p)x} if T > 6y

1 T <6y

Then A(xz) < k is equivalent to T > ¢, and ¢ can be chosen to give size .
Specifically, T is GAM(6y/n,n) under Hy so (2n/600)% is GAM(2,n) or x2(2n).
We reject Hy if (2n/00)T > x3_,(2n).

30. (a) Assume means are known. The likelihood function is L(c3,03) =
(2m0f) ™" /% exp{— (i — p1)?/(207)} (2m03) "2/ exp{— T (y; — n2)?/(203)},
so we can find the unrestricted MLEs to be 67 = (1/n1) > (z; — u1)? and
63 = (1/n2) X(yi — p2)*.

Next we must find the MLEs under Hy. Under Hy the likelihood func-
tion is Lo(0®) = (2m0®)~(MFm2)/2 exp{— Y (x; — m1)?/(20%)} exp{— 2 (yi —
p2)?/(20%)}. We get 6§ = [3o(wi — 1) + 3o(yi — p2)?]/(n1 +n2), or

nq ~92 U») ~9
o]+ 5.
ni + ng ny + ng

~2
0g =

So our GLR statistic A(z,y) is




This is a function g of 67/63, and g(x) < k is equivalent to z < ¢; or x > co.
Again it is difficult to determine the exact ¢; and co, so an equal-tailed test is
usually used. Under Hy, 67/63 has an F(ny,ng) distribution, so we reject Ho
if this statistic is < F, ja(n1,n2) or > Fi_q/2(n1,n2).

(b) Here the means are unknown. The unrestricted MLEs are iy = T,
fio =7, 63 =n7 S (2, —T)?%, and 6% = ny ' > (yi — ¥)%. Under Hy, the MLEs
are iy = T, fis = ¥, and 62 = (n1 +n2) D (z: — %)% + D (v; — ¥)?]. So our
GLR statistic A(x,y) is

Lo(fi, fiz, 63)
L, fi2,6%,63)
(2m68) ()2 exp{— 3 (x; — 7)?/(263)} exp{— X_(y: — 9)*/(263)}

(2r67) 2 exp{— (w1 — )2/ (267) H2n33) /2 exp{— L (s — 1)/ (263)}
(@)

(@) @)

The situation is similar to part (a). Again we use an equal-tailed test. Under
Hy, 62/62 has an F(n; — 1,ny — 1) distribution, so we reject Hy if this statistic
is < Fpjo(ni —1,np —1) or > Fi_q/9(n1 —1,n2 — 1),

(c¢) The unrestricted MLEs are as in part (b). Under Hj, the MLEs are
those for a single sample of size ny + na2, so fi = (N T + n2y)/(n1 + na) and
6% = (n1 +n2) D (z — )? + Y (vi — 4)?]. So our GLR statistic A(z,y) is

LO(:&’&2)
L(ju, fiz, 0%, 63)
_ (2m62)~(mtn2)/2 exp{— 3 (x; — 1)%/(262) } exp{— > (ys — 1)?/(26%)}

(2n67) =72 exp{ = S(wi — 7)2/ (269) H2no3) "2 exp{ = Llys — 1)/ (263)}
(62)’(”1“12)/2
G CEr

We reject Hy for small values of this statistic. Since its null distribution is
unclear, we use the large-sample approximation, reject Hy if —2log \(x,y)

37. (a) ki = a/(1 — B) = 0.10/0.95 = 0.1053 and kf = (1 — a)/B8 =
0.90/0.05 = 18.
(b) The nth likelihood ratio is

271) /2 exp{—(1/2 ?m? n - 2
(1(873"/2 eXi}—Elﬁl)S)ZZ? x;} =3 eXp{_(4/9);$i}

If, for some n > 1, k§ < Ly, (x) < kf for m = 1,2,...,n— 1 and L,(x) < k§,
then we reject Hy. If, for some n > 1, kf < Ly, (x) < kf form=1,2,...,n—1
and L, (x) > k7, then we accept Hy.

(c) Take logs in part (b). log L, (z) = nlog3 — (4/9) Y 7 z7. If, for some
n > 1, logky < mlog3 — (4/9)> 7" 2? < logk} for m = 1,2,...,n — 1 and

%

Y

L,(x) =




nlog3 — (4/9) Y7 7 < k{, then we reject Hy. If, for some n > 1, logk
mlog3—(4/9)Y1" 27 <logkj form =1,2,...,n—1 and nlog3—(4/9) 3"} «?
k3, then we accept Hy.

(d) Byt [N] = {alogla/(1 — )] + (1 — a)log[(1 — a)/B]}/Fozi[log3 —
(4/9)x2] = (0.1010g[0.10/0.95] + 0.90 1og[0.90/0.05])/(log 3 — (4/9)) = 3.63 and
Fyes[N] = {(1 - B) logla/(1 — B)] + Blog[(1 — a)/B]}/ Eyusllog 3 — (4/9)a%] =
(0.9510g[0.10/0.95] + 0.0510g[0.90/0.05])/(log 3 — (4/9)3?) = 0.69.

(e) log kf = —2.25 and log k7 = 2.89. If (z1, 22, ...,210) = (—2.20,0.50, 2.55,
—1.85,—-0.45, —1.15,—-0.58,5.65,0.49, —1.16), then (si,...,s10) = (—1.05,
—0.0650, —1.86, —2.28, —1.27, —0.759,0.190, —12.9, —11.9, —11.4). This exits from
the interval at the fourth step, so the test terminates in four steps with rejection
of Ho.

IV A

39. (a) The nth likelihood ratio is

_ Op"exp{—3 xi/00} _ 27"exp{—3 7y @i/2} _
07" exp{— 2V @i/} 47" exp{=3C) wi/4}

L. (@) 2" exp{— > /4}

so log L, (x) = nlog2 — > ] x;/4. In particular z; = log2 — x1/4. With
(1, %o, ... T20) = (1.1,1.4,1.3,1.7,1.9,1.8,1.6,2.2,1.7,2.7,4.1,1.8, 1.5, 1.2, 1.4,
3.0,1.7,2.3,1.6,2.0). As in Exercise 37, logk} = —2.25 and log kT = 2.89. At
the 14th step, 5,, exits from the interval for the first time with S14 = 3.2. Thus,
we fail to reject Hy.

(b) Eg—s[N] = {alogla/(1— )]+ (1—a) log[(1—a)/8]}/ Eozsllog 2—21/4] =
(0.1010g[0.10/0.95] + 0.9010g[0.90/0.05])/(log 2 — 2/4) = 12.3

(c) Eg=4[N] = {(1-5)log[a/ (1= B)]+ Blog[(1—)/B]}/ Eg—3[log 2—x1 /4] =
(0.9510g[0.10/0.95] + 0.0510g[0.90/0.05])/(log 2 — 4/4) = 6.5.



