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[bookmark: _GoBack]This is a continuation of the problem on the previous page.
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[image: ]  Find a UMVUE for the unknown parameter and explain how you know it is a UMVUE.
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[image: ]  
Explicitly state the non-zero function, u(x), used to show that it is not complete.











Is the following family a member of the REC?  Explain.
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7. Find method of moments estimators (MMESs) of § based on & random sample X, ...
from each of the following pdPs:

(@ f(x;0) = 02710 < x <1, zero otherwise; 0 < 0.
(6) f(x;8) = (6 + Dx~*%; 1 < x, zero otherwise; 0 < 6.
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Let X, Xa,..., X, be independent identically distributed random variables with density func-
tion

0, if t¢[0,1]

o=, if te(0,1].

(1) Find the maximum likelihood estimator for 6.

h(t;6) = {
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(2) Compute the asymptotic variance of the maximum likelihood estimator.
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4. Consider a random sample of size n from a two-parameter exponential distribution, X, ~
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17.
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18. Let X ~ N(0,8);8 > 0.
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(b) Show that N(0, §) is not a complete family.
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N(0, 6); 8 = 0.
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21. LetX,,..., X, be a random sample from a Bernoull; distribution, X, ~ BIN(L, p);
0<p<l
() Find the UMVUE of Var(X) = p(1 — ).
(b) Find the UMVUE of p*.
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21. Suppose X and Y are continuous random variables with joint pdff(x, y) = 2(x + y) if
0 < x < y < 1 and zero otherwise.

(a) Find the joint pdf of the variables S = X and T = X Y.
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25.. Let X, X5, X5, and X, be independent random variables. Assume that X,, X,,and X,
cach are Poisson distributed with mean 5, and suppose that Y = X, + X, + X; + X,
~ POI(25).
(a) What is the distribution of X, ?
(b) What is the distribution of W = X, + X,?
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2. Consider a random sample of size n from a distribution with CDF F(x) = (1 + ")
all real x.

(2) Does the largest order statistic, X,.,, have a limiting distribution?

for
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19.
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find the limiting distribution.of (1/n) exp (X,,,
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2. The distance in feet by which a parachutist misses a target is D = /X7 + X3, where X,
and X are independent with X, ~ N(0,25). Find P[D < 1225 feet).




