
1. Let N1, . . . , N5 be independent normal random vaiables with zero mean. Asuume EN2
1 =

EN2
2 = EN2

3 = 4 and EN2
4 = EN2

5 = 9. Find c such that

0.95 = P
{
N2

1 +N2
2 +N2

3 ≤ c(N2
4 +N2

5 )
}
.



2. Let X1, X2 and X3 be three independent normal random variables. X1 is normal N(0, 4),
X2 is normal N(0, 12) and X3 is normal N(0, 9) . Compute

P

{
X1 +X2

|X3|
≤ 3

}
using one of the enclosed tables.
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3. Let X1, X2, . . . , Xn be independent identically distributed random variables with density
function

f(t) =

{
0, if t < θ

e−(t−θ), if t > θ.

Find a moment estimator for θ, where θ is the unknown parameter.
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4. Let X1, X2, . . . , Xn be independent identically distributed random variables with density
function

h(t; θ) =

{
0, if t 6∈ [1, 3]

θ2−θ(t− 1)θ−1, if t ∈ [1, 3]

Find a maximum liklihood estimator for θ.
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5. Let X be a random variable with density function

h(t; θ) =
1

2θ
e−|t|/θ, −∞ < t <∞.

Compute the Cramer-Rao lower bound.
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Here are some percentiles that may help you. If the percentile you need is not here, state
which one you need and express your answer in terms of the unknown percentile. Note
that f.05(3, 2) is the fifth percentile of an f-distribution with 3 numerator and 2 denomi-
nator degrees of freedom. Similarly, t.87(1) is the 87th percentile of a t-distribution with
1 degree of freedom.

f.05(3, 2) = .105
f.10(3, 2) = .183
f.90(3, 2) = 9.162
f.95(3, 2) = 19.164
t.87(1) = 9/4
t.92(2) = 9/4
t.95(3) = 9/4
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