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ON SOME REPRESENTATIONS OF DEGENERATE AFFINE
HECKE ALGEBRAS OF TYPE BC,

XIAOGUANG MA

1. INTRODUCTION

The degenerate affine Hecke algebra (dAHA) of any finite Coxeter group was
defined by Drinfeld and Lusztig([Dril,[Lus]). It is generated by the group algebra
of the Coxeter group and by the commuting generators y; with some relations.

In [AS], the authors give a Lie-theoretic construction of representations of the
dAHA of type A,—1. They construct a functor from the BGG category of sly
to the category of finite dimensional representations of the dAHA of type A4, _;.
They also describe the image of some modules, e.g. the Verma modules, under
this functor. In [CEE], this construction is generalized from the BGG category to
the category of sly-bimodules and is upgraded to a Lie-theoretic construction of
representations of degenerate double affine Hecke algebra (AIDAHA) of type A,_1.

In [EFM], the authors generalize the Lie-theoretic constructions in [AS] and
to the type BC), root system. They construct a functor:

finite dimensional representations of dAHA of
type BC),, with special parameters,

M — (M @ (CN)om)Fe,

Fupu:  gly-modules

where £ is the subalgebra of gl, X gl, generated by trace zero matrices and u € C.
They also upgrade this construction to the dDAHA of type BC),.

In this paper, we first compute the dimension of the image of the principle series
module Hrg, under the functor F, , ,. Then we construct a family of vectors such
that they are common eigenvectors of the commutative generators {y;} of the type
BC,, dAHA. Then we prove the main result (Theorem [7) which descirbes the
dAHA module structure of F,, , ,,(Hrgy). In the rank 1 case, we also write down
an explicit formula for the generator y; in terms of central elements of U(g). We
calculate the eigenvalue of y; by using the central characters.

The paper is organized as follows. In Section 2, we recall some basic knowledge
about principal series modules, representations of unitary groups, representations
of symmetric groups and the Schur-Weyl duality. In Section 3, we recall some
results in [AS] and [EFM]. In Section 4, we compute the dimension of the image
of the functor F, , , for a principal series module of U(p, q), construct a family of
common eigenvectors for {y;} and prove the main result of the paper. In Section
5, we consider the case when the rank of type BC,, dAHA is 1. We use the central
character of the principal series modules to compute the eigenvalue of y;.
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2. PRELIMINARIES

2.1. Principal series modules for real reductive Lie groups. Let G be a
reductive Lie group and K be its maximal compact subgroup. Let gr and &g
be the real Lie algebras of G and K, respectively. For gr, we have the Cartan
decomposition gr = tgr @ p. Let a C p be the maximal abelian algebra in p. Let A
be the corresponding connected Lie group. Denote by M the centralizer of A in K.
Under the adjoint action of a on gg, we have a weight decomposition gr = @, g(\).
The weight A such that g(A) # 0 is called a restricted root of a in g. Let A™* be
the set of all restricted roots. Let ny = @,\eAfsg(A) and N be the corresponding
Lie group. We have the Iwasawa decomposition G = K x A x N.
For any element v € ag, we define a character of A by

viexp X) =expv(X), for X € a.

We will denote v(a) by a” for any a € A. Let (m,W) be a finite dimensional
irreducible representation of M. Define the space

Hrg, = {f: G — W|f is measurable, f|x is square integrable,

and for all m € M,a € A,n € N,g € G, f(gman) = a~ YT x(m™1)f(g)}.

We define the representation trg, of G on H;g, by

Ltraw(9)f(T) = f(971$)797$ eG.

This representation is called the principal series representation of G with parameters
m and v. It is easy to see that:

trgy = Ind§, 1y (T @ v @ 1).

The principal series representations have the following nice properties which are
used later.

Proposition 2.1 (See [Vog]). (1) The principal series representation is an ad-
missible representation of G. Every irreducible admissible representation of
G is infinitesimally equivalent to a composition factor of a principal series
representation of G.
(2) The restriction of the principal series module to K is the induced represen-
tation from the representation w of M to K, i.e. we have

Res% Hrw, = Indi,W.
In particular, ResﬁHﬂ@, does not depend on v.

2.2. Principal series modules for U(p, ¢). From now on, we will use the follow-
ing notations. Let p,q be two positive integers and N = p + ¢q. Without loss of
generality, we suppose ¢ > p. Let G = U(p, q) and K = U(p) x U(q) be its maximal
compact subgroup. Let ggr be the real Lie algebra of G, and g = gl,. Let €g be the
real Lie algebra of K, and t = gl, x gl .

The Cartan decomposition of gg is given by ggr = tr © p, where

0 B

p={M € Maty«n(C)|M = ( B 0 > , where B € Mat,4(C)}.
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Then by direct computation, we can find that

0D O
a=RP={( D| 0 0 ||D=diag(ai,...,ap),a; € R}.
010 O

Let M = U(1) x U(1) x ... x U(1) xU(q — p). The centralizer of A in K is a

2p times

subgroup of M:
M=AUQ)xUQ1Q)x...xUQ)xU(g—p) 2U1) xU(1) x...x UQ1) xU(g—p),

p times p times

where A : U(1) x U(1) x...xU(1) - U(1) x U(1) x ... x U(1) is the diagonal

p times 2p times
embedding. Let A be the Lie group corresponding to a. The restricted roots and
the basis for the root spaces are given in table 1.

TABLE 1. Restricted roots and restricted root spaces for U(p, q)

Restricted roots Basis for the restricted root spaces gy
1
A=a;—aj vij = (Bij = Eji) + (Bptiptj — Epijpti) + (Bipyj +
Epyj,i) + (Ejpti+ Epyij)s
(1<i<j<p) wl = VoL(Bij + Bji) + VoI Eptiptj + Bptjpti) +
V1(EBiptj = Bpyji) = V-1 Ejpti = Bpiyij)-
A=aj —a; v = (Bij — Bji) + (Bpyipts — Eptipts) — Bipt +
Eptji) = (Bjpti+ Bpyij),
1<i<ji<p) | wi = V1B + Ej) + Vo I(Epyipts + Bpyjpri) —
VI(Bipt; = Epyji) + VEI(Ejpyi — Epyij)-
A=a;+a; v = (Byj — Bji) — (Bptipts — Bptjp+i) = Biptj +
Eptji) + (Bjpri + Bptig)
(1<i<j<p) wi; = V=I(Bij + Bji) = V1(Eptiptj + Eptjpti) —
VI(Eipt;j — Epyji) = V=1(Ejpti — Epyij)
A= —a;—aj vl = (Biyj = Bj)) — Bptipts — Bptjptd) + Biptg +
Bpyji) = (Bjpyi+ Epyij)s
(1<i<j<p) wl = V=I(Bij + Bji) — V=1(Epiiptj + Bprjpti) +
V_1(Eiptj = Epyji) + V1(Ejpri — Epyig)-
A=a; vij = (Bptipts = Eptip+i) T (Bipts + Epiji)s
l<sisp,j>p) w5y = V1(Bpipts + Bpijpti) + V=L Eipyj = Epiji)-
6
A= —a; vij = (Bptipti = Epyjpti) = (Biptj + Epiji),
l<sisp,j>p) w5 = VI Bppipts + Bptjpti) = V=L Eipgj = Epiji)-
A =2a;,(1<i<p) vl = V=N Eptipti — Bii) + V=1(Bi pti — Eptii)-
A= —2a;,(1<i<p) w! = —V=1(Epyipti — Fi)) + V=1U(E; pyi — Epyii)

Remark 2.2. In the future, we will choose A™® = {a; —a;, —a; —a;, —a;, —2a;}
as the set of positive restricted roots when p # ¢q. When p = ¢, we will choose
AT = {a; — a;, —a; — aj, —2a;} as the set of positive restricted roots. We will
denote ny = @xear=g(N).

2.3. Representation theory for unitary groups. The representation theory
of the unitary group U(n) is the same as the representation theory of GL,(C).
All the finite dimensional irreducible unitary representations of U(n) is classi-
fied by the dominant weight, i.e. by a sequence of integers & = (&1,...,&n)
with & > & > -+ > &,. Denote an irreducible module with weight £ by V(¢).

We can see the following conclusions immediately.
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i) The finite dimensional irreducible representations of M have the form:

®V<az—> ® ®V(@-> ®RV(E)

where «; and f; are integers and £ = (&1,...,&,—p) is a dominant weight.
As a representation of M, it is
P
QV (i +8:) @ V(©),
i=1

which is irreducible, and all finite dimensional irreducible representations
of M have this form.

ii) As the vector representation of U(N), CN = V(1,0,...,0). Denote it by Vi
and denote the trivial module by 1. If we restrict the vector representation
to M in the natural way, we have a decomposition :

(1) cN=Vle - -ovVPeV,,,

where V) =1® - ®1®V; ®1®---® 1 is the irreducible representation
of M with V; appearing on the i-th component of the tensor product.

2.4. Irreducible representations of symmetric groups. Let S,, be the sym-
metric group. It is well known that all its irreducible representations are in 1 — 1
correspondence to the partitions of the integer m.

In fact, for each partition A = (A1,...,As) of m, we have an irreducible rep-
resentation of S,,, denoted by S*, which is called the Specht module. Any finite
dimensional irreducible representation of S, is isomorphic to such a module and
we have

m!
T (M)
where hi()) is the hook length of the Young diagram corresponding to A, and
IA| =327, Ai. For more details, see [Full.

Let S* be the Specht module corresponding to the partition A. Consider the
Jucys-Murphy elements

LS:ZSSj, fors=2,...,m, and L; = 0.

j<s

dy = dim 8* =

These elements commute, and Murphy [Mur] constructed a basis of S* consisting
of common eigenvectors for Ls. Now let us recall the construction of such basis.

Let {Ti}fgl be set of the standard Young tableaux with shape A. For an element
at position (k,1) in a standard Young tableau, its class is defined to be | — k. Let
a; s for ¢ =1,...,n be the class of the position where 7 sits in Ts. For example, if
we consider the standard Young tableau 77:

1 213 |-

T =
ni+1{n1+2| - -+ pi1+ng
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and put the class in the boxes, we get:

In fact, in this case, we have:
0%1 :i—()\1+"'+)\k71)—k, fOI‘ /\1+"'+)\k71 <i§/\1+"'+)\k.

Let e; = e, = deCTS sgn(o)o{Ts} be the standard basis for S*, where Cr, is
the column permutations of T which is a subgroup of S, sgn is the sign function
of the permutation o, and {7} is the element in S* corresponding to the standard
Young tableau 7. Define

m—1 c_ Lz
E.= ]] 11 o’

(&
c=—m+1 {i|a;, s Fc,i<m}

Then we know from [Mur] that {w;|ws = Eses} is a basis for S*, and Lws = o sws.
Now define a new family of operators as follows:

ZALZ-:ZSW-, fori:l,...,m—l, andjim:O.

i<j
We have the following lemma:

Lemma 2.3. Leto = HEE Si(m—i+1)- Then ws = aEses are common eigenvectors
ofjil- fori=1,....m,s=1,...,dyx. The eigenvalues are

di,s = Om—i+1,s fO’f’i 7é m, and dm,s =0.

Proof. Notice that l:l =0Ly—i+10. So

Liws - O'meiJrlEses - O‘mfiJrl,so'Eses = Q sWs.

O

2.5. Schur-Weyl duality. Let V = CV be the vector representation of G =
GL(N,C). Let S, act on V®™ by permutation and G act on it diagonally.
Then from the duality principle, we have that as an (S,, x G)-module,

ven = D V() @8,
|X|=m, height of A<XN

where S* is the Specht module of S,,, corresponding to A and V()) is the highest
weight representation of G corresponding to A.
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3. THE LIE-THEORETIC CONSTRUCTION OF REPRESENTATIONS OF THE
DEGENERATE AFFINE HECKE ALGEBRAS

3.1. Degenerate affine Hecke algebras. In this section, let us recall the defini-
tion of degenerate affine Hecke algebras. For more details, see [Ch].

Let b be a finite dimensional real vector space with a positive definite symmetric
bilinear form (-,-). Let {¢;} be a basis for  such that (e;,¢;) = d;;. Let R be an
irreducible root system in h (possibly non-reduced). Let Ry be the set of positive
roots of R, and let IT = {«;} be the set of simple roots. For any root «, the
corresponding coroot is oV = 2a/(a,a). Let P = Homgz(QV,Z) be the weight
lattice.

Let W be the Weyl group of R which is generated by 3, the set of reflections
in W. Let S, € ¥ be the reflection corresponding to the root . In particular, we
write .S; for the simple reflections S,,.

Definition 3.1. For any conjugation invariant function x : ¥ — C, the degenerate
affine Hecke algebra (dAHA) H(k) is the quotient of the free product CW x Sh by
the relations

Siy —y51S; = k(Si)ai(y), y € b.
Here are two examples.

Example 3.2 (dAHA of type A,,—1). In this case, k reduces to a complex param-
eter. The dAHA of type A, —1, Hn(k), is generated by CS,, and y1,...,y, with
relations:

Zyi =0; [Sy]=0, Vi#ii+1 [yiy] =0 Siyi —yit15 = k.
i=1

For any ¢ # 0, we have an isomorphism H,, (k) = H, (ck).

Example 3.3 (dAHA of type BC,,). The function k reduces to two parameters
k= (K1, K2)-

Let Wge,, = Sp X (Z2)™ be the Weyl group of type BC,,. We denote by S;; the
reflection in this group corresponding to the root €; — €;, and by ~; the reflection
corresponding to €;. Then W is generated by S; = Sjj41),7 = 1,...,n—1, and 7,.

The type BC,, dAHA H,(k1,k2) is generated by y1,...,y, and CWpe, with
relations:

Siyi — Y15 = k15 [Si,y;] =0, ViFdi+1
TYnYn + YnYn = K23 [7n7yj] = Oa Vj # n; [yla yJ] =0.
For any ¢ # 0, we have an isomorphism H,,(k1, k2) = H,,(ck1, cka).
3.2. Type A, _; case. Consider the Harish-Chandra pair (sly X sly,sly), where
sly C sly x sl is the diagonal. Let g = sly and let HC(g) be the category of
Harish-Chandra bimodules, i.e. the category of g-bimodules which are locally finite
under the adjoint action of g.
For any M € HC(g), we define
Fo(M) = (M ® (CY)®™)s,

where g acts on M by the adjoint action and acts on CV by the vector represen-
tation. Let the A, _1-type Weyl group S, act on F, (M) by permutation of the
components of (CV)®n.
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Let {bx} be an othonormal basis for g and define

-1
yi:—;bk(@(bk)i— Z Sij_nTa

1<j5<i

where S;; € S, is the permutation (4, j), and the action of by ® (bg); on F, (M) is
defined by letting the first by act on X and the second one act on the i-th component
of (CN)®™ by vector representation. Then we have the following results.

Theorem 3.4 ([AS]). F, defines a functor from the category of Harish-Chandra
bimodules to the category of finite dimensional H,,(—1)-modules.

Remark 3.5. This is not quite the original statement of the paper [AS]. In fact,
they constructed a functor from the BGG category for gl(n) to the category of finite
dimensional H,,(—1)-modules. We can obtain the functor in [AS] by composing the
Bernstein-Gelfand functor [BG| (from the BGG category to the category of Harish-
Chandra bimodules) with F,,. Arakawa and Suzuki showed that the functor they
constructed is exact. They also studied the images of the standard modules in the
BGG category under this functor. For more details, see [AS].

3.3. Type BC,, case. Let us recall the construction of the functor F,, ; , in [EFM].
Let CV be the vector representation of g. Let M be a g-module. Define

FopuM) =M@ (CN)®n)EO’#7

where € is the subalgebra in ¢ = gl, x gl, consisting of trace zero elements and

(€0, p)-invariants means for all « € &, xv = ux(z)v. Here x is a character of ¢
defined in [EFM]:

X(< )gl 8 >)—qtrX1 — ptr Xo.

The Weyl group Wpgc,, acts on F,, p, ,,(M) in the following way: the element S;;
acts by exchanging the i-th and j-th factors, and ~; acts by multiplying the i-th

factor by J = Iy I (here we regard M as the 0-th factor).
—1q
Define elements gy, € End(F, ; ,(M)) as follows:
(2) gk:_ZEi,j@)(Ej,i)k, fork=1,...,n,
ilj
where 37, =377 30+ 200 2L, the first component acts on M and

the second component acts on the k-th factor of the tensor product.

Theorem 3.6 ([EEM]). The above action of W and the elements gy, given by (2]
combine into a representation of the degenerate affine Hecke algebra H(k1,k2) on

—q—uN
the space F,, p ,,(M), with k1 = Z#, ke =1 and
-, p—q—pN 1 _ 1 _ 1 -
yz—y1+ 2 71"‘2281]6 2ZSzk+2ZSzk7{}/k-
k>i k<i i#k

So we have a functor Fy, , , from the the category of g-modules to the category of
representations of type BC,, dAHA with such parameters.
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Since we know that the principal series module H,g, is an admissible G-module,
the Harish-Chandra part (or the K-finite part) (Hreu)mc is a (g, K)-module. So
we can apply the functor F, ;. to (Hrgy)mc. Since the functor only depends on
the (b, u)-invariant part, F, p , (Hrew)Hc) = Fnpo(Hraw)-

In the next several sections, we will study the module F), ,, , (Hrgu).

4. IMAGES OF PRINCIPAL SERIES MODULES UNDER I, ;,

Let K, M be the subgroups of U(p, q) defined in section 2221 Now let (w, W) be
an irreducible unitary representation of M with the form
(3) W=V(m) e e Vin) 8 Ve,

where n;’s are integers and § = (&1, ...,&4—p) is a dominant weight for U(q — p).
Let v = (v1,...,1p) € af. Notice that ¢ = £ + u(1), and for any X € u(1) C &,
the action on Fj, p ,,(Hrgy) is given by

p q—p
Xv=0 "ni+Y &+njv, Y€ Fypu(Hrgw).
=1 1=1

1 _
Let 7= — (30 n; + Y177 & + n) and define 1y to be a 1-dimensional repre-

sentation of K with character ¥ = —puyx — 7. From the definition of the character x
of ¢ in [EEM], we have

19(( Yok )) = —pgtr Ky — ptr Kz) — 7(tr (K1) + tr (Kz)).

In order to make px lifted to a unitary group character for K, we assume up, uq € Z
from now on.
It is easy to see that

F";P;H(HTF®V) = (Hﬂ'®u ® (CN)®n)eO7M = (Hﬂ'®1/ 0 (CN)®H & 1]-19)K'

Remark 4.1. We can omit the condition that up, ug € Z if we consider the uni-
versal covering of the group U(p, ¢). For simplicity, we assume this condition in the
future discussion.

4.1. Dimension of the image. By Frobenius reciprocity and proposition 2.1l we
can easily see that

(Hrgy ® (CN)®n ® 1119)K (Res?((Hw®,, ® (CN)@)H) ® 1119)K

(Indf, (W) @ Res% (CV)®" @ 14)%
(W @ (CN)®" @ 14)M

For any elements in (Hrg, ® (CV)®" @ 1)X, it is a linear combination of f ® v
where f is a W-valued function on G and v € (CV)®" ® 1y. The isomorphisms
I, 1T tell us that such an element only depends on f|x ® v. The isomorphism 1]
comes from the Frobenius reciprocity. Then we have the following:

= R~

~
~
~

1

Lemma 4.2. We have an isomorphism of vector spaces:
(Hrgw @ (CY)OM)f0r — (W@ (CV)®" @ 19)",
dfev — Y flkle)®@vely,

where 1y is a nonzero element in 1y.
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Let
p
U= {(alaﬁlv <. '7ap76pan0)|Viaai Z Oaﬁl Z Oano Z O; E (ai + ﬂl) + no = TL}
1=1

From (), we have

P
RGSM CN @@V az"'ﬁz ( — )®n0,

v oi=1
and so we have
p
W @ Res§, (CV)® =@®V (i +ai+ ;) @ (V(€) ® (Vg—p)®™) .
v =1

Now let S, be the subgroup of S,, generated by permutation of the elements in
(Vyep)®mo = (C17P)®m0 C (CNV)®", From the Schur-Weyl duality, we know that as
a (gl(q — p) X Sp,)-module, we have
VI = BV () @ S8,
AepP

where P is the set of dominant weights appear in the V;fi’;“ as a gl(¢ — p)-module.
So we have

(W @ Res§, (CV)®" @ 19)M

p M
= @ (@V(nz—i—az—i—ﬁz)@V(f)@V(A)@lﬁ) ®S>\.

wAeP \i=1
Since
Olar = (=plg =p) =27, .., —plg = p) = 2T, p = T, ., j1p — T),
p times q—p times
the vector space @'_, V(n; + o + ;) @ V(§) @ V(A) ® 1y contains M-invariants
if and only if

(1) V(n; + a; + B; — u(qg — p) — 27) are trivial modules for i =1,...,p;
(2) V(A) is the dual representation of V(& + pp —7,...,§q—p + pp — 7).
Thus we have the following theorem.

Theorem 4.3. Let W be an irreducible representation of M with the form ().

(i) Fnpp(Hregw) = (Hrgy ® (CN)®)t0:r £ 0 if and only if the parameters
n;, & satisfy the following conditions:
(a) all (n; — p(q —p) — 27)’s are non-positive integers;
(b) (&1 4+wup—7,...,&—p+up—T) is a dominant weight for U(q—p) with

& +up—1<0.

(ii) For generic parameters n;,&; satisfying the conditions in (i), the dimension

of the vector space F, p ,,(Hrgy) 1S

n! T, 9lni—p(g—p)—27|
[Ty ni = pla = p) = 27N T hs69)
where hi(E*) is the hook length of the Young diagram with shape &* =
(=Sg-p = HP+ T, =S1 —pp+ 7).
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Proof. Tt is easy to see (i). Now we prove (ii). We know that dim S¢" = d¢ =
[Set
Hk hk(gﬂy

at position k. Define
Oﬁl np #{(ala s aﬁpano) € \Ij|a1 + 61 =—n; + ,U(q _p) + 2T7Vi = 17 s ap}v

and we have

where hj is the hook length of the Young diagram with the shape &*

.....

C# ’I’L!Hf:12ai+ﬁi
N1yeeMp Hle(oq + 61)'”0'

So
n!HZiD:12(*"i+#(‘I*ZD)+2"')
T7_ (—ni + (g — p) + 27T B (€9)
O

1 . . gu -
dim Fy, p,u(Hrgw) = CF iy dim S5 =

mn1,.

From now on, we suppose the parameters n;, §; for the M-module W are generic
and satisfy the conditions in theorem A3 (i).

4.2. Operator y;,. We use the notation in section From the Iwasawa decom-
position, we have that for any element X € gr, X = X + X, + Xy, which
corresponding to the decomposition gg = g + a + ny where n; is defined in
the remark 22l For any g € G and f € Hyg., g9(f)(z) = f(¢9~'2) and from
lemma A2, the vector Y g(f) ® v € F,p u(Hrgy) is uniquely determined by
S 9(f)lx(e)@v =" f(g~)®v. Thus if we consider the Lie algebra action, we have
that Y X(f) ® v € Fnpu(Hrgy) is  uniquely  determined by
2(Xeg + Xa)(f)x(e) @ 0.
Notice that, for E; ; € g, we have:

E;;= % ((Bij + Eji) —V=1(V—-1E;; —V—-1E;;)) .

From table 1, we have the following identities:

. . 1
1<i<y<p, Ei,p-‘rj + Ep-‘,—j,i = 5(“33‘ - U'Lz,j) + (Ep-i-i,p-i-j - Ep-i-j,p-i-i)u

1
V=UEip+j — Eptji) = 5(“’?,;‘ —w} ;) + V=1 Epyipt+; + Eprjpri);

o 1
1<j<i<p, Eiptj + Epyji = —5(?132 +v5,) + (Bji — Eij),
1
V=UEip+j — Eptji) = 5(?”?,1- +wi;) = V=1(Ej; + Ei );
1<i<p<y Eiptj+ Eprji = =0+ (Bpripts — Eptjpi);
V=UEiprj — Epiji) = —wy; + V=1 Epripri + Eprjpri);
1<i=j<p, Bipti+ Eptii = Bipti + Eprig,

VAU(Eipti = Ep+ii) = w] +V-1UEptipri — Eig).
Here we choose positive root as in the remark Since ny acts on the principal
series module by zero, we have as operators on H,g,,
Eptiptj, 1<i<j<p; —Eptjptis 1<i<j<p;
Eiptj = —Eij, 1<j<i<p; Epiji= Eji, 1<j<i<p;
Eptiptj, 1<i<p<y. —Eprjpri- 1<i<p<y.
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Eipri = 5(Bip+i+ Eprii) + 5(Epyipti — Bi),

N =
N =

Eprig = §(Ei,p+i + Eprii) — §(Ep+i,p+i —Ey),1 <i<p.

So as operators on F, p, ,,(Hrgy), we have

g = —> Ei; @ (B
ilj
= Z Eptipti @ (Ep+ji)e + Z Eptjpti ® (Bipti)k
1<i<j<p 1<i<j<p
+ Z EZJ® p+al - Z E31® 1p+j)k
1<j<i<p 1<j<i<p
Z Eptipti ® (Eptji)e + Z Eptip+i @ (Bip+i)k
1<i<p<j 1<i<p<j
1 1
- > 5 Eipri + Eptii) @ (Eptii)k — > 5 Eptip+i = Bii) @ (Bprii)e
1<i<p 1<i<p
1 1
-y 5 Bipti + Bprii) @ (Eipri)n + > 5 Eptip+i = Bii) @ (Eipri)e.
1<i<p 1<i<p

Then using the invariant property, we have (as operators on F, , ,,(Hrgv))

g o= — > 19Eiprii— Y, 190(Epe— Y, 10 (Eipyi)k

1<i<yj<p 1<j<i<p 1<i<p<j
1
- Z pz p+1 z Z pz zp+z - Z 5 ® (Eeri,i)k
1<z<p 1<i<p 1<i<p
pup+q) p +49)
- Z ,p-‘rz kT 9 Z I® (Ep-‘ri,l) - Z 1 ® ;P-H k
1<z<p 1<i<p 1<i<p

- Z Z P+17P+])l ® (EP+]7 e + Z (Ep-i-j,p-‘ri)l ® (Ei,p-i-j)k'i'

k£l 1<i<j<p 1<i<j<p
Y (B ®Epjidi— Y, (B @ (Bipij)k

1<j<i<p 1<j<i<p

= Y Boript i ® Bppiide+ > (Bprjpsihi ® (Bipys) +
1<i<p<j 1<i<p<j

1

- Z Bppiptiht ® (Bprii)k + Y (i)t ® (Bpisi)r

1<7,<p 1<i<p

1
+ Z Eptipti)i @ (Bipyi)k — Z §(Ei,i)l®(Ez‘,p+i)k

1<7,<p 1<i<p

v+p

Here p; = 5

(Bptiyi + Eipyi)-
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When ¢ > p, we have

Then

So as operators on Fy, p, ,,(Hrgu),

¢ vi pp+aq) qg—p vi pp+q)
= Xﬂ 2—5——774®wwmw%Zx77—5+—77ﬂ®wmmk
1<i<p

(Epripti)t @ (Eprgidi+ Y, (Bpripri)t @ (Biprj)k
k l 1<1<j<p 1<i<j<p

+ Z Eii)® (Eprilk— Y, (Bji)i® (Bijipk

<j<i<p 1<j<i<p

Z p+z,p+] 1 ® (Ep-i-J, )k + Z (Ep-i-j,p-‘ri)l ® (Ei,p-‘rj)k +

1<i<p<j

1 1
- 5 Eptip+ill @ (Bprii)r + > 5 (i)t ® (Bp+isi)r

1<i<p 1<i<p

1 1
+ 5 Eptip+i)t ® (Bip+i)k — > 5 (Eiit ® (Bip+i)r

1<i<p 1<i<p

When g = p, we have

p: (—2p+2l— 1)az
1<i<p
Then
= ptiotyl
Pi = —P B 5
So as operators on Fy, p, ,(Hrgy),
Uk
V; v
= Z (—5 — 1p) ® (Eipyi)r + Z (—5 + 1p) @ (Epti,i)k
1<i<p 1<i<p
= Y. Borinti)i @ Epriidk+ Y, (Boyjpri)i @ (Bipi)
k#l 1<i<j<p 1<i<j<p
+ Z 1 J l ® p+] z) - Z (Ej,i)l & (Ei,jer)k
1<]<z<p 1<j<i<p
1
- Z p+1 p+1 1 ® (Eeri,i)k + Z g(Elyl)l & (E;D+i7i)k
1572 2 1<i<p

1
+ Z Epripti)i @ (Bipsidn = ) 3 (Eii)t ® (Bip+i)r

1<7,<p 1<i<p
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4.3. Common eigenvectors for y;. Let W =V (n1)®---®@ V(np) @ V() be an
irreducible module for M with generic parameters n;, § = (&1,...,&q—p) satisfying
the condition in theorem

Let nj' = —n;+u(g—p)+27, and n* = (nf,...,nk). Let § = —&;_p—ir1—pp+T,
and £# = (&,...,&0 ). Let né‘ => & =-%¢& — up(qg —p) + (¢ — p)7. Notice
that all n' and ¢! are nonnegative integers and we have > 2, nf' +mng = n. Rewrite
(CN)® as (CV)E™ @ --- @ (CV)®™ @ (CV)®". Let S,» be the subgroup of S,
which is generated by permutations of the tensor factors in (CV)®". Let Sng be
the subgroup of S, which is generated by permutations of the tensor factors in
(c)ore.

From section 1] we know that any vector in F,, , ,,(Hrg,) has the form:

Zwi®u§®m®u;®wi,
7

where w' € W ® 1y, u} € V(n}) C (CV)®", and w' € V(#) ® S&" c (CV)en,
Now choose a nonzero vector w € W ® 1y with the highest weight, and a nonzero
vector wen € V(E#) C (CN)®"E of weight £,
For k=1,...,p, define

up = (e — ehip) @ - @ (ef — epyp) € (CV)E%,

n’; times

where e; is the vector in CV with 1 on the i-th position and 0 elsewhere. It is easy
to see that uy € V(nt').
Define

(4) W =wWRUL R DUy ® (Wen ®Ws), for s=1,...,den,

where 1, as in lemma 23] are basis for the Specht module S¢" of Sn'g and are

common eigenvectors of f)z with eigenvalues &; s.
We have the following properties:

Proposition 4.4. (i) @ is invariant under the action of Spux- - -xSyn C Sp.
(ii) Under the action of Sng C S,, ws generates S€" .

(iii) The subgroup of T, 1 x -+ x 1 x ZZS acts as —1.
(iv) Under the action of Sy, {w;} generate F, p ,(Hrew).

Proof. From the construction of u;, we can get (i) easily. Since Vo € Sng we have
U(ws) :W®’UJ1®"'®UP®U}5;¢ ®U(1I)S),

we get (ii).
From the construction, wen € V(§#) C (CM)®" . So wen € Span{e;|i > 2p}
which implies (iii).
We can see that under the action of Wpc, / Sng, w), generates a vector space
m
nilly_ 2"
7 nfIng!

do not intersect since the last component w; and w; are linearly independent. So

with dimension Two vector spaces generated by different w; and w;
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the total dimension of the space generated by {w;} under the action of Wg¢, will
be
n!H’i):lQ"f Lo = n!HfZlTﬁ
&r =

T z :
Iy Ing! TP P ITTLS s (E0)

which equals to the dimension of F, , ,,(Hrg,) we find in theorem L3l This proves
(iv). O

Remark 4.5. All the above discussions hold for ¢ > p. In fact, when ¢ = p, n’g =0
and we can still do the above construction of w,. The only difference is that we do
not have the V(&) ® S¢" part, which makes things much simpler.

For r =1,...,p, let m, = >.._, n¥ and mo = 0,mp41 = n. Notice that when
g = p, we have my, = mp41 =n.

Theorem 4.6. The vector ws defined by [@) is a common eigenvector of the oper-
ators yx, fork=1,...,n, s=1,...,dev. When q > p, the eigenvalue of yr on w,
18

%—F%—k—k%, for my._1 < k < m,, wherer < p;

Ak,s =

_P—q—g(zH-q) + &kfmerl,sa Jormy, <k <mypii.
When q = p, the eigenvalue of yx on ws is
vp My + Mp—1
Aps = —+——
k,s 2 + 9
In the rest of this section, we will prove this theorem. We divide the proof into
the following cases corresponding to the range of the index k.

1
—k+§, forme._1 < k < m,.

4.3.1. Case 1: my—1 < k <m,, forr <p and ¢ > p. From the construction of w,
we know that the k-th factor of the tensor product must be e, or e,;,. Then as an
operator on wy, ¥ can be written as follows:

_ (p—q vr p(p+q) qg—p v pp+q)

o= (-5 T) ® (Brptr)k + (T D) + T) ® (Eptrr)k
M n
+ Y (FeEaek- Yo EBr)
1£k

my—1<l<m,

+ 3 D> (Borrptth ® (Bprer )k + (Bt @ (Evpir i)

r<t<pmi_1<Il<m.

> > (Botrpri @ (Brpir)k + (Er)i @ (Bpyar)k)

t<r my 1 <I<my
Y. Boript)i @ Bogiidi — Y. (Bprjpriht @ (Bipis)
k#l \1<i<p<j 1<i<p<j
Notice that the vector w, can be written as

W =w® (a® (er)r b —a® (epyr)k @b) @ Ws.
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Then we have

Bl Bl
> (FEEpi k= 5O Bpirale) ()
1#£k

My <l<m,

= Y we S @e(-e)h®b—ad (G b o,
£k
My <l<m,
1
= -3 > Sumk(@s).

I#k

my—1<l<m,
Similarly, for m;—1 <1 < my, and t < s, we can write
w = wRa®(e)i QbR (er)r ®c—a® (er4p)1 @b (e7)k D C
—a® (€)1 DR (eryp)k @+ a® (€11p)1 ® DD (€r4p)k @ €) @ Ws.
Then

- Z Z (Bptrp+t)t @ (Bt ptr)i + (Erht @ (Epter i) (ws)

t<r my_1<l<my

= =) Y wee(E)i@b® (epk ® @ +a® (eryp) @D® (e)r ® ¢ @ 1bs)

t<r my_1<I<my

= Z Z %(Skl_skl'Yk'Yl)(wS)'

t<r my_q1 <l<my

By a similar method, we can show that

Z Z (Eptrp+t)t @ (Epter )k + (Er )t @ (Bpir)i | (s)

r<t<p \mi_1<l<my

= _ Z Z %(Sm + Skven) (@s)-

r<t<pmi_1<Il<mq

Now consider the last term. Since p + j > 2p , we have

S Y. Borivti)i @ Bpgiide— Y (Bprjpriht @ (Bipii)i | (@)

kAl \1<i<p<j 1<i<p<j
= § E (Eptrp+i)t @ (Eptjr) | (@)
mp<l<mypi1 p<j
Now suppose wen @ Ws = Y Cfl,...,inu €, @ eing’ where by our construction, all
g
the indices i,, > 2p. Then we can write

ws = wRaR ()b (Z Cfl,...,inueil ®R--® eing)
¢

.....

It is easy to see that
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S B @ Bppjdi(@ws) == Y %(Slk + Siknve) (@s)-

mp<l§mp+1 p<j mp<l§mp+1

From above discussion, we have

gk(ws)
_ (p—a v pptaq g—p v pp+q)
= (( 9 2 2 ) ® (ET,p-‘rr)k + ( 2 2 + 9 ) ® (Ep-i-r,r)k
1 1
~3 o Sumwmty, Y, 5 Skt = Skmemn)

l#k t<r my_1<l<my
my—1<l<m,.

1 1
= > Gt Sumn) Y (St S | (@)

r<t<pmi_1<l<my mp<l<mpi1
p—q v, plp+q) qg—p v pp+q)
= ((T -5 T) ® (Brptr)k + (T -5t T> ® (Eptr,r)k

—%Zsuﬂl”ﬂc+z Z %Skl - Z Z %Skl (ws).

l#k t<r my_1 <l<my r<t<pmi_1<I<my

From the construction of wy, we have

1 1 m,—k k—my—1—-1 m,+my—_1+1
D ST R S ey S R S

2 2 2 2
k<l<m, me_1 <I<k
Then
p—q v plptq qg—p v, pp+q)
s — a5 T a8 Er r —a  a - a8 E T
w@) = (E51-% =MD o 5yt (150 - 5+ 01D 6 5,0,
- - + 'r‘+ r— +1
P4 2u(p q)%ij ﬂ"; 1 _k> ().

Now let us write w, as

s =wRa® () RbRWs —w R a® (Eryp)k @b Ws.

We have
p—q v plptaq ¢—p v ppta)
- - - — - -7 ET r —_— — — I e— E T s
(< 18 I o (B + (S - 2 B (B ) (1)
_ . + N
N el B Lk X L R P
2 2 2
_ - + .
+(u_u_ M)w@a@(erﬂ:)@b@ws,
2 2 2
and
—q— + —q— + " -
W%(ws) _ %ﬂ(p%@(a@<eT)®b®ws+a®<ep+r>®b®ws>-
Then
Ve My + My 1
plws) = (5 + = —k+3)@), formpy <k <mpr<p.
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4.3.2. Case 2: mp_1 < k < my, forr < p and ¢ = p. By a similar discussion, we
have,

gk (ws)
Vp

= ((_3 — pp) ® (Er,p-'rr)k + (_% +pp) ® (Ep-i-r,r)k

ot/ n
+ Y (o - L (B )
£k

my_1<l<m.,.

+ Z Z (Eptrp+t)l © (Ep-‘rt,r)k + (Ert) ® (Et,p-‘rr)k

r<t<p \mi_1<l<my

- Z Z (Eptrp+t)l @ (Bt ptr )k + (Ert)t © (Eptt,r)k (ws).

t<r \mi_1<l<my

Thus by a similar discussion as in the ¢ > p case, we have

Vyp Uy
yk(ws) = ((_E - Mp) ® (Er,p-i-r)k + (_3 + Np) ® (Ep-l-r,r)k
My +Mpe_1+ 1
S P ) ()

ks T T— 1
= (% + % —k+ 5)(@15), for my_1 <k <my,r <p,

which proved the theorem for the ¢ = p case.

4.3.3. Case 3: k > m,. Now let kK > m,, and ¢ > p. In this case, as an operator on
ws, Yi has the following simple form:

k#l 1<i<p<j

- Z Z Z(Ep+j7p+r)l Q (Erpt5)k

r=1m,_1<Il<m, j>p

1
= Z §(Skl — Skvemn)-

I<m,
Then
_ (s pma—ppte 1 1 !
ye(@s) = |+t > Sy - 3 > Su+ 3 > S | (@)
1>k 1<k 17k
1 p—q—plp+q 1 1
— ~(Sk - S _pmam et SNt 2 s
> 5 (St = Skykm) 5 —i-QZ k~ 3 > Sw
1<m, 1>k my<I<k
1 1 1 1
—3 > Su+ 3 > Su+ 3 > S+ 3 > Suww | (@)
1<m, 1>k mp<I<k 1<my

- <_p—— q _;(ZH— %) + ZSZk) (s)-

>k
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Notice the action of Zbk Sir on w, only affects the component w,. From the
construction of 1, it is easy to see that » ., Six(Ws) = Qg—m,+1,s(Ws), where &
is defined in lemma [2.3] and only depends on the partition £~.

Thus in this case, we have

p—q—pup+q)
2

4.4. Image of the Harish-Chandra modules. We continue to use the setup in
section 43l Let H, (K1, k2) be the type BC,, dAHA with parameters as in theorem
0.0l

Fori=1,...,p, let H' := H,» (k1) be a type A,»_; dAHA generated by S,»
and Yo, 415+ Ym;- Let HE = Hng(lil,lig) be a type BCng dAHA generated

yk(ws) = (_ + &kfmerl,s)ws-

n“ .
by Sy Z,* and Ym,41,...,Yn. Then H := @ H' ® H® is a subalgebra of
Hn(lil, Iig). .

Let P be the Specht module of S™¢. Define a H-module structure on P by
letting S,,» act trivially, Z;g act by —1 and y; act on P by y;(ws) = A sws for
s=1,...,den. Here, wy and A,  are defined in theorem (.6

Define

P = Indjy "),
We have

Theorem 4.7. The image of the Harish-Chandra module Hrg, under the functor
F p,u is tsomorphic to P as Hy (K1, K2)-modules.

Proof. Define a linear map

0: P - Fn)p)H(Hﬂ'®U)7
@S = wsa

and extend it to P as a H.,, (K1, k2)-module homomorphism. It is surjective from
proposition (.41 )
Now compute the dimension of P. Since

we have .
- 2] T, 2
|WBCn/F| = T - = n;ql_lzi)l ::. .
277,5 n?' Hle nf ng ! Hi:l n;

nt!
Notice that dim P = ﬁ, thus

)
~ n TP, 2™
dmP = —————— Hifl .
i1 1 1Ty (§9)
By comparing the dimension, we can see that 6 is an isomorphism which proves
the theorem. O

Corollary 4.8. When n = 1, F, p ,(Hxgy) is the principal series module for
Hi(k1, k2) with character A 1.
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5. INFINITESIMAL CHARACTERS

From now on, we assume the rank of the dAHA n = 1 and ¢ > p. Then the
possible M-module W with the form (8] has the following parameters:

Case 1: All n; = p(q —p)+ 27 and v; = —up+ 7 except one ny = p(qg—p)+27—1
for some 1 < k < p;
Case 2: all n; = p(q —p) + 27 and v; = —pup + 7 except Yg—p = —pp + 7 — 1.

We want to compute y7 by using the infinitesimal character of g = gl. Most of
the computations in this section are done by using the software Mathematica 6.0.

5.1. Casimir elements and y?. The Casimir elements are a family of elements
in Z(g) C U(g) which are defined by:

Ck = E Eil,iinz,ig"'Eik,iu fOI’kzl,...,TL.
11,0000k

Define the action of Cy on F), p ,(Hrgy) by letting it act on the 0-th component,
i.e., on the H;g, part.

Proposition 5.1. Suppose n =1. As operators on Fy, p ,(Hrgw),

1 1 p+q p+q9? 1
2 . _ - (1 _ e =
(5) vi = —30s+ 2( 3 +u(q —p) +27)Ca + 15 3
1 1
+p—a- 27)%p” — 5pap = a)p + g)n(l - 1)
1
P+ T2 - P+ a7 +3um(p—q) - Ar?).

Proof. The proof is based on direct computations. At first, as operatorson Fy, , ,(Hrgw),
we have

gt
= Y Ei;jE.i®Ej
ilkj
= =Y EijEiEjx@1—(up—7) Y EijE;; @1+ (ug+7) > EijE;;®1
ilkj i<p<j i<p<i
= - Z Ei j(Ej kB + Exxdij — Eji) @1 — (up — 1) Z EijEji®1
ilk,j i<p<j
+(ug+7) Y EijEj @1
j<p<i
= =) EijEjsEwi®1+@+q+pqg—p) +271) Y Ei;E,;®1
ilkj i<p<j

1—7 147
—p(p+u(J+7)®T+(p+NQ+7)Q®T—MPQ(p+Q)(p+/LQ+T),
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and
Cy = Z E; jF;;
4,J

— Z E;,;E;; + Z E; B + Z Ei B + Z E B

1<p<j J<p<i 4,j>p 4,5<p
= Y EiBu+ Y (BB +Ea—Ei)+ Y EiEji+ Y EijEj,
1<p<j J<p<i 4,J>p 1,J<p
1- 1+
= 2 ) BB+ la—p+2mp—20)® — L+ (p+q -2 —271) © —
i<p<j
+q(pp — ) + plpg +7)* — ppa(p + q).
For C3, we have:
C3 = Z E;jE; By
ijk
= 3 EijEixEri+ Y EijBjxEri—2Y EijEj;+2) Ep;Ej
iljk ijk ilik ilik
> EiiE;; - Y Ej;Ei;.
ilj ilj
As operators on Fy, , ,(Hrew),
E:IQJEthhi
ijk
L+y 1—7
= (=3(ug +7)° +3p(ug + 7)) —5— + (=3(up — 7)* = 3¢(up — 7)) ——

2
+p(pg +7)° — qlup — 7)* — 1,

2

—2 Z Ei,jEj,i + 2 Z Ek,jEj.,k

iljk iljk
—
= —20p+4q) > Ei;Eji+ (2p° +2pq+ 4p(pp — )5
i<p<J
1+~ 2 2 2
—4q(pug + 1) + 2pq((up — 7)° + (ng + 7)7) + 2upq(p” + pq),

and

- Z EiiEj; — Z E;iEi

ilj il

= 2p(pg+7)(1 =) —2q(pp — 7)(1 +7) + 4pq(pp — 7) (g + 7).
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Thus we have

Cs
= 3ZEi,jEj,kEk,i —1-2(p+q) Z Ei;jEji
iljk i<p<j
1 _
+(=3(up — 7)* = 3q(up — 7) + 20> + 2pq + 4up(p + q))TFY
2 T+y 2 2
+(=3(pg + 1) + 3p(pg + 1) — 4pg(p + q) —— + 2pq((up — 7)° + (pg + 7))

D
+2upq(p® + pq) + p(ug + 7)° — q(up — 7)° + Apq(pp — 7) (g + 7).

Notice that

p—q—u(p+q),y>2 =2 P—a—pp+9)?

yi = (I + 5 =y + 1

So we have ().
O

Remark 5.2. Proposition B.] also holds when p = ¢. In that case, we have a
simpler formula:

1 P p? 1 2
yf = —§C3+(§+T)Cg+§—§+T2+§p7'(1—p7'—27'2).

5.2. Infinitesimal characters for principal series modules. Let H,g, be the
principal series module associated to the irreducible representation (m, W) of M
and v € ag. Let m be the complexification of the Lie algebra of M, and t° be
its Cartan subalgebra. Let A™(m,t*) be the set of positive roots with respect to

(m,t°). Let
p(m) = % Z a.

a€At(m,t9)

Suppose (7, W) has a highest weight vector with highest weight Ao € (t°)*.

Lemma 5.3 (See [Vog]). The infinitesimal character of Hpg, is (\,v), where
A= Ao + p(m). Moreover, for any z € Z(g), z acts on Hpg, by

(A, ) ((2)),
where & is the Harish-Chandra map for G.

Choose the Cartan subalgebra t of g to be the subalgebra consisting of all diag-
onal matrices. Let ¢ : Z(g) — U(t) be the restriction map. Then we have

p+q pt+q

p(C) = DY B+ (p+q—2i+1)Ey;
=1 =1
p+q ptq p+q

e(Cs) = Y ES+> Qp+q -3i+DE;+> (p+q—i)p+q—2i+1)E;
=1 =1 i

i=1
+> (—p—q+2i—1)E; — > EyEy;.

i<j 1<j
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Let

1 L, I,

B=— p p
vz Vil

Then we have
h a —a-+h
B*=1I,4 and B a h B= a+h :
Iy—p b

where a = diag(aq, ..., ap), h = diag(h,..., hp), b = diag(b,...,bg—p).
Then B conjugates the Cartan subalgebra t of g to another Cartan subalgebra
a + t°. Since the Harish-Chandra map £ corresponding to the Cartan subalgebra t
is
p+q—2i+1
2 3
then the action of C; on Hrg, is the multiplication by

¢ = (A v)(E(Be(Ci)B)).

Now consider the special case.

§: By — By —

Case 1.

A= (wlg—p)+27,...,u(g—p) +27,u(q —p) + 27 — L, u(qg — p) +27,...,
q—p—1 gq—p—1
2 ILLp+ 7—7 ) 2

v = (vi,...,p), where u(q — p) + 27 — 1 appears in the k-th position.
We can find that

I, P pd® p
6

u(q — p) + 2, —pp+T),

—pu? + pg*p®

5 — 21 +7%(p +q);

1
2 = ) Vi— _7+6+§+'u(p_q)+

: ! 4 4 4 4 12 12 4 12

- =+ ~1

2
p- P
3+4

3u(P —q 3 1 3 1
- 2 v+ gnd - Z“3p2q2 a Z“3p3q + 1”31?4 + Zﬂzpff

1222 322 123 32 124 3221 3 322
R el VO BV A BV el VI eV T e VU L MV U

1 5, 3 o 1 3 1 , 1 , 3 3T~ 5 3
SHA” = AP+ 1pa + g+ S apT 4ﬂp+2;Vi+T(p+Q)

3 3 3 1 1 3
=37 4 Suirpg’ — STy’ = 3prq + 3urp — STp” — STP 4 STP 4 ST
Then from proposition 5.1l we have
2
v
2=,

which is compatible with the eigenvalue we found in theorem
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Remark 5.4. When ¢ = p, from remark [5.2] we know that it is similar to case 1.
In that case, we have

A= (21,...,21,27 — 1,27,...,27),
v = (vi,...,vp), where —1 appears in the k-th position.

Then c¢o and c3 can be obtained by letting p = ¢ in the above formulas. We get
similar results which are compatible to theorem

Case 2.
g—p—1 q—p—
A= (u(q_p)+27—77u(q_p)+2TuT_Mp+T77_ )
v o= (v1,...,0p).
In this case, we can find that
1p2pq2 P’ o5p 15 o5 1 54 2
= = i - - 4= — 2up — 2 :
C2 21_:11/1 5 T4~ T g T Pa — G+ 2up T+7(p+ q);
p 3 2 2 3 4 2
25 11
o = PRI v PO e P pt 10
4 4 4 12 12 12 12

Bg=p)n~ 2 L g 3 B3 459 1 g4 34, 1, 4
+ 4 i§:1yi+4ﬂpq 4ﬂpq 4NPQ+4MP +4Mpq
I 9oy 1 o4 1,54y 99 1 9 3 55 3 4

+4/qu 4/qu 4,Up 3up 4,[qu +4,upq 4,qu

g+ Sppt+ By -2 L0 4 3rq— Srpg? 46
I - — — =Tp — <T Tq — <T T
AP P+ T = ST = TP ¢ = 5TPg" + OuTp

3 3
—5H TP’ + SitTpg” =370 + 7 (p+ q).

Then from proposition 5.1, we have that y? acts by

q—p+pptaq
S R LIV
which is also compatible with the eigenvalue we found in theorem
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