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DEGENERATE AFFINE HECKE-CLIFFORD ALGEBRAS AND TYPE Q LIE

SUPERALGEBRAS

DAVID HILL, JONATHAN R. KUJAWA, AND JOSHUA SUSSAN

Abstract. We construct the finite dimensional simple integral modules for the (degenerate)

affine Hecke-Clifford algebra (AHCA), Haff
Cℓ

(d). Our construction includes an analogue of Zelevin-

sky’s segment representations, a complete combinatorial description of the simple calibrated

Haff
Cℓ

(d)-modules, and a classification of the simple integral Haff
Cℓ

(d)-modules. Our main tool

is an analogue of the Arakawa-Suzuki functor for the Lie superalgebra q(n).

1. Introduction

1.1. Throughout this paper, we will work over the ground field C. As is well known, the symmetric

group, Sd, has a non-trivial central extension:

1 // Z/2Z // Ŝd
// Sd

// 1 .

The double cover Ŝd is generated by elements ζ, ŝ1, . . . , ŝd−1, where ζ is central, ζ2 = 1, and the

ŝi satisfy the relations ŝiŝi+1ŝi = ŝi+1ŝiŝi+1 and ŝj ŝi = ζŝiŝj for admissible i and j satisfying

|i− j| > 1. The projective or spin representations of Sd are the linear representations of Ŝd which

factor through CŜd/(ζ + 1). This paper is a study of some structures arising from the projective

representation theory of symmetric groups.

The double cover Ŝd suffers a defect: it is difficult to define parabolic induction, see [43, Section

4]. Since the inductive approach to the study of linear representations of the symmetric group is so

effective, it is preferable to study the Sergeev algebra S(d) introduced in [41, 29], which provides a

natural fix to this problem. As a vector space, S(d) = Cℓ(d)⊗CSd, where Cℓ(d) is the 2d-dimensional

Clifford algebra with generators c1, . . . , cd subject to the relations c2i = −1 and cicj = −cjci for

i 6= j, and CSd is the group algebra of Sd. Let si = (i, i+ 1) ∈ Sd be the ith basic transposition,

and identify Cℓ(d) and CSd with the subspaces Cℓ(d)⊗1 and 1⊗CSd respectively. Multiplication is

defined so that Cℓ(d) and CSd are subalgebras, and wci = cw(i)w for all 1 ≤ i ≤ d and w ∈ Sd. The

Sergeev algebra admits a natural definition of parabolic induction and the projective representation

theory of the symmetric group can be recovered from that of S(d), [5, Theorem 3.4].

Additionally, the Sergeev algebra is a superalgebra, and plays the role of the symmetric group

for a super version of Schur-Weyl duality known as Sergeev duality in honor of A. N. Sergeev who

extended the classical theorem of Schur and Weyl [41]. If V = Cn|n is the standard representation of

the Lie superalgebra q(n), then both S(d) and q(n) act on the tensor product V ⊗d and each algebra
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is the commutant algebra of the other. In particular, there exists an isomorphism of superalgebras

S(d) → Endq(n)(V
⊗d).

The algebra S(d) admits an affinization, Haff
Cℓ (d), called the (degenerate) affine Hecke-Clifford

algebra (AHCA). The affine Hecke-Clifford algebra was introduced by Nazarov in [29] and studied

in [29, 6, 24, 49]. As a vector space, Haff
Cℓ (d) = Pd[x] ⊗ S(d), where Pd[x] = C[x1, . . . , xd]. We

identify Pd[x] and S(d) with the subspaces Pd[x]⊗1 and 1⊗S(d). Multiplication is defined so that

these are subalgebras, cixj = xjci if j 6= i, cixi = −xici, sixj = xjsi if j 6= i, i+ 1, and

sixi = xi+1si − 1 + cici+1.

In addition to S(d) being a subalgebra of Haff
Cℓ (d), there also exists a natural surjection Haff

Cℓ (d) ։

S(d) obtained by mapping x1 7→ 0, ci 7→ ci and si 7→ si. Therefore, the representation theory of

the AHCA contains that of the Sergeev algebra.

Surprisingly little is explicitly known about the representation theory of Haff
Cℓ (d), in contrast with

its linear counterpart, the (degenerate) affine Hecke algebra Haff(d). The most significant contri-

bution to the projective theory is from [6, 24], which describe the Grothendieck group of the full

subcategory of integral Haff
Cℓ (d)-modules in terms of the crystal graph associated to a maximal nilpo-

tent subalgebra of b∞ (or, more generally, A
(2)
2ℓ if working over a field of odd prime characteristic

2ℓ− 1). We will return to this important topic later on.

The algebra Haff(d) has been studied for many years. Of particular interest are those modules

for Haff(d) which admit a generalized weight space decomposition with respect to the polynomial

generators. It is known that among these modules it is enough to consider those for which the

generalized eigenvalues of the polynomial generators are integers, cf. [24, §7.1]. These are known

as integral modules. As discovered in [29], the appropriate analogue of integral modules for Haff
Cℓ (d)

are those which admit a generalized weight space decomposition with respect to the x2
i , and the

generalized eigenvalues of the x2
i are of the form q(a) := a(a+ 1), a ∈ Z.

The finite dimensional, irreducible, integral modules for Haff(d) were classified by Zelevinsky in

[51] via combinatorial objects known as multisegments. A segment is an interval [a, b] ∈ Z. To

each segment [a, b] with d = b− a+ 1, Zelevinsky associates a 1-dimensional Haff(d)-module C[a,b]

defined from the trivial representation of CSd by letting x1 act by the scalar a. A multisegment

may be regarded as a pair of compositions (β, α) = ((b1, . . . , bn), (a1, . . . , an)) ∈ Zn × Zn, with

di = bi − ai ≥ 0. If d = d1 + · · · + dn, Zelevinsky associates to the multisegment (β, α) a standard

cyclic Haff(d)-module

M(β, α) = Ind
Haff (d)

Haff (d1)⊗···⊗Haff (dn)
C[a1,b1−1] ⊠ · · · ⊠ C[an,bn−1].

To explain the classification, let P = Zn be the weight lattice associated to gln(C), P+ the dominant

weights, and ρ = (n− 1, . . . , 1, 0). Additionally, define the weights

P≥0(d) = {µ ∈ Zn
≥0 | µ1 + · · · + µn = d} and P+[λ] = {µ ∈ P | µi ≥ µj whenever λi = λj}.

Given λ ∈ P+, let

Bd[λ] = {µ ∈ P+[λ] | λ− µ ∈ P≥0(d)}, (1.1.1)
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and

Ad = {(λ, µ) | λ ∈ P+, and µ ∈ Bd[λ+ ρ]}.
Then, the set {L(β, α) | (β, α) ∈ Ad} is a complete list of irreducible integral Haff(d)-modules.

In the case of Haff
Cℓ (d), the situation is more subtle. To describe this, fix a segment [a, b]. The

obvious analogue of the trivial representation of CSd is the 2d-dimensional basic spin representation

Cℓd = Cℓ(d).1 of S(d). If a = 0, the action of Haff
Cℓ (d) factors through S(d) and it can be checked that

Cℓd is the desired segment representation. If a 6= 0, it is not immediately obvious how to proceed.

Inspiration comes from a rank 1 application of the functor described below. We define a module

structure on the double of Cℓd: Φ̂[a,b] = Φa ⊗ Cℓd, where Φa is a 2-dimensional Clifford algebra.

The module Φ̂[a,b] is not irreducible, but decomposes as a direct sum of irreducibles Φ+
[a,b] ⊕ Φ−

[a,b],

where Φ+
[a,b] and Φ−

[a,b] are isomorphic via an odd isomorphism. Let Φ[a,b] denote one of these simple

summands. Now, given a multisegment (λ, µ), with λi − µi = di and d = d1 + · · · + dn, we define

the standard cyclic module

M(λ, µ) = Ind
Haff

Cℓ (d)

Haff
Cℓ

(d1)⊗···⊗Haff
Cℓ

(dn)
Φ[µ1,λ1−1] ⊛ · · · ⊛ Φ[µn,λn−1],

where ⊛ is an analogue of the outer tensor product adapted for superalgebras, see section 2 below.

A weight λ ∈ P is called typical if λi + λj 6= 0 for all i 6= j. Let

P++ = {λ ∈ P+ | λ1 ≥ · · · ≥ λn, and λi + λj 6= 0 for all i 6= j}

be the set of dominant typical weights. We prove

Theorem. Assume that λ ∈ P++ and µ ∈ Bd[λ]. Then, M(λ, µ) has a unique simple quotient,

denoted L(λ, µ).

In the special case where the multisegment (λ, µ) corresponds to skew shapes (i.e. λ, µ ∈ P+),

the associated Haff(d)-modules are called calibrated. The calibrated representations may also be

characterized as those modules on which the polynomial generators act semisimply, and were orig-

inally classified by Cherednik in [9]. In [35], Ram gives a complete combinatorial description of

the calibrated representations of Haff(d) in terms of skew shape tableaux and provides a complete

classification (see also [25] for another combinatorial model).

The projective analogue of the skew shapes are the shifted skew shapes which have appeared

already in [42, 43] and correspond to when λ and µ are strict partitions. As in the linear case,

these are the modules for which the xi act semisimply. In the spirit of [35], we prove that

Theorem. For each shifted skew shape λ/µ, where λ and µ are strict partitions such that λ contains

µ, there is an irreducible Haff
Cℓ (d)-module Hλ/µ. Every irreducible, calibrated Haff

Cℓ (d)-module is

isomorphic to exactly one such Hλ/µ.

The Hλ/µ are constructed directly using the combinatorics of shifted skew shapes. Furthermore,

we show that Hλ/µ ∼= L(λ, µ). We would also like to point out that Wan, [48], has recently obtained

a classification of the calibrated representations for Haff
Cℓ (d) over any arbitrary algebraically closed

field of characteristic not equal to 2.

The appearance of the weight lattice for gln(C) in the representation theory of Haff(d) is explained

by a work of Arakawa and Suzuki who introduced in [1] a functor from the BGG category O(gln) to
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the category of finite dimensional representations of Haff(d). The authors proved that the functor

maps Verma modules to the standard modules or zero. Using the Kazdhan-Lusztig conjecture

together with the results of [14], they proved that simple objects in O(gln) are mapped by the

functor to simple modules or zero. In [44], Suzuki avoided the Kazdhan-Lusztig conjecture, and

proved that the functor maps simples to simples using Zelevinsky’s classification together with the

existence of a nonzero Haff(d)-contravariant form on certain standard modules, see [36]. In [45],

Suzuki was able to avoid the results of Zelevinsky and independently reproduce the classification

via a careful analysis of the standard modules. For a complete explanation of the functor in type

A, we refer the reader to [31].

The functor and related constructions have had numerous applications in various areas of repre-

sentation theory. This includes the study of affine Braid groups and Hecke algebras [31], Yangians

[23], the centers of parabolic category O for gln [4], finite W-algebras [8], and the proof of Broué’s

abelian defect conjecture for symmetric groups by Chuang and Rouquier via sl2 categorification

[11].

We define an analogous functor from the category O(q(n)) to the category of finite dimensional

modules for Haff
Cℓ (d). The contruction of this functor relies on the following key result:

Theorem. Let M be a q(n)-supermodule. Then, there exists a homomorphism

Haff
Cℓ (d) → Endq(n)(M ⊗ V ⊗d).

To define the functor, let q(n) = n+ ⊕ h⊕ n− be the triangular decomposition of q(n). For each

λ ∈ P , the functor

Fλ : O(q(n)) → Haff
Cℓ (d)-mod

is defined by

FλM = {m ∈M | n+.m = 0 and hv = λ(h)v for all h ∈ h}.
The functor Fλ is exact when λ ∈ P++.

The dimension of the highest weight space of a Verma module in O(q(n)) is generally greater

than one. A consequence of this is that the functor maps a Verma module to a direct sum of

the same standard module. A simple object in O(q(n)) is mapped to a direct sum of the same

simple module or else zero. Determining when a simple object is mapped to something non-zero

is a more difficult question than in the non-super case and we have only partial results in this

direction. The main difficulty is a lack of information about the category O(q(n)). The category of

finite dimensional representations of q(n) has been studied by Penkov and Serganova [32, 33, 34];

they give a character formula for all finite dimension simple q(n)-modules. Using other methods,

Brundan [3] has also studied this category, and has even obtained some (conjectural) information

about the whole category O(q(n)) via the theory of crystals. The most useful information, however,

comes from Gorelik [15], who defines the Shapovalov form for Verma modules and calculates the

linear factorization of its determinant.

In various works by Ariki, Grojnowski, Vazirani, and Kleshchev [2, 17, 47, 24] it was shown

that there is an action of U(gl∞) on the direct sum of Grothendieck groups of the categories of

integral Haff(d)-modules, for all d. This gives another type of classification of the simple integral

modules as nodes on the crystal graph associated to a maximal nilpotent subalgebra of gl∞. In
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[5], Brundan and Kleshchev show there is a classification of the simple integral modules for Haff
Cℓ (d)

parameterized by the nodes of the crystal graph associated to a maximal nilpotent subalgebra of

b∞, see also [24].

In [27], Leclerc studied dual canonical bases of the quantum group Uq(g) for various finite dimen-

sional simple Lie algebras g via embeddings of the quantized enveloping algebra Uq(n) of a maximal

nilpotent subalgebra n ⊆ g in the quantum shuffle algebra. To describe the quantum shuffle algebra

associated to g of rank r, let F be the free associative algebra on the letters [0], . . . , [r− 1], and let

[i1, i2, . . . , ik] := [i1] · [i2] · · · [ik]. Then, the quantum shuffle algebra is the algebra (F , ∗), where

[i1, . . . , ik] ∗ [ik+1, . . . , ik+ℓ] =
∑

σ

q−e(σ)[iσ(1), . . . , iσ(k+ℓ)],

where the sum is over all minimal length coset representatives in Sk+ℓ/(Sk × Sℓ), and e(σ) is

some explicit function of σ. There exists an injective homomorphism Ψ : Uq(n) →֒ F satisfying

Ψ(xy) = Ψ(x) ∗ Ψ(y) for all x, y ∈ Uq(n). Let W = Ψ(Uq(n)).

The ordering [0] < [1] < · · · < [r− 1] yields two total ordering on words in F : One the standard

lexicographic ordering reading from left to right, and the other the costandard lexicographic ordering

reading from right to left. These orderings give rise to special words in F called Lyndon words,

and every word has a canonical factorization as a non-increasing product of Lyndon words. In [27],

Leclerc uses the standard ordering, while we use the costandard ordering. It is easy to translate

between results using one ordering as opposed to the other. However, in our situation, choosing

the costandard ordering leads to some significant differences in the shape of Lyndon words. We will

explain this shortly.

Bases for W are parameterized by certain words called good words. A good word is a nonincreasing

product of good Lyndon word which have been studied in [26, 37, 38, 39]. The good Lyndon words

are in 1-1 correspondence with the positive roots, ∆+, of g, and the (standard or costandard)

lexicographic ordering on good Lyndon words gives rise to a convex ordering on ∆+. The convex

ordering on ∆+ gives rise to a PBW basis for Uq(n), which in turn gives a multiplicative basis

{E∗
g = (E∗

lk
) ∗ · · · ∗ (E∗

l1
)} for W labeled by good words g = l1 · · · lk, where l1 ≥ · · · ≥ lk are good

Lyndon words. Additionally, the bar involution on Uq(n) gives rise to a bar involution on W , and

hence, a dual canonical basis {b∗g} labeled by good words. The transition matrix between the basis

{E∗
g} and {b∗g} is triangular and, in particular, b∗l = E∗

l for each good Lyndon word l. In what

follows, let w denote the specialization at q = 1 of an element w ∈ W .

For g of type A∞ = lim−→Ar, good Lyndon words are labelled by segments [a, b], and there is no

difference between the standard and costandard ordering. In this case, for a good Lyndon word l,

E∗
l = l. The Mackey theorem for Haff(d) (see section 3.4) implies that the formal character of a

standard module M(β, α) is given by E∗
g , where g is the good word [α1, . . . , β1−1, . . . , αn, . . . , βn−

1]. A much deeper fact, proved by Ariki in [2], is that the character of the simple module L(β, α)

is given by the dual canonical basis element b∗g.

Leclerc also studied the Lie algebra br of type Br, and hence that of type B∞ = lim−→Br. The good

Lyndon words for br with respect to the standard ordering are segments [i, . . . , j], 0 ≤ i ≤ j < r, and

double segments [0, . . . , j, 0, . . . , k], 0 ≤ j < k < r (cf. [27, §8.2]). In this case, when l = [i, . . . , j] is
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a segment, b∗l = [i, . . . , j] = ch Φ[i,j]. However, when l = [0, . . . , j, 0, . . . , k] is a double segment

b∗l = 2[0] · ([0, . . . , j] ∗ [1, . . . , k]). (1.1.2)

When we adopt the costandard ordering, the picture becomes much more familiar. Indeed, the

good Lyndon words are of the form [i, . . . , j] 0 ≤ i < j < r and [j, . . . , 0, 0, . . . , k], 0 ≤ j < k <

r! In particular, they correspond to weights of the segment representations Φ[i,j] and Φ[−j−1,k]

respectively. Moreover, for l = [j, . . . , 0, 0, . . . , k]

b∗l = 2[j, . . . , 0, 0, . . . , k] = ch Φ[−j−1,k].

Leclerc conjectures [27, Conjecture 52] that for each good word g of principal degree d, there

exists a simple Haff
Cℓ (d)-module with character given by b∗g. We are not yet able to confirm the

conjecture for general good words. However, the combinatorial construction of Hλ/µ immediately

implies Leclerc’s conjecture for calibrated representations (cf. [27, Proposition 51] and Corollary

5.1.5). Additionally, for each good Lyndon word l (with respect to the costandard ordering), there

is a simple module with character b∗l .

Also, an application of the functor Fλ gives a representation theoretic interpretation of (1.1.2)

above. Indeed, let λ = (k + 1, j + 1) and α = (1,−1). Then,

chL(λ,−α) = 2[0] · ([0, . . . , j] ∗ [1, . . . , k]).

Finally, the analysis of good Lyndon words leads to a classification of simple integral modules

for Haff
Cℓ (d). Indeed, recall the set (1.1.1), and let

Bd = {(λ, µ) | λ ∈ P++, and µ ∈ Bd(λ)}.

Then,

Theorem. The following is a complete list of pairwise non-isomorphic simple modules for Haff
Cℓ (d):

{L(λ, µ) | (λ, µ) ∈ Bd }.

We believe this paper may serve as a starting point for future investigations into categorification

theories associated to non-simply laced Dynkin diagrams. In particular, we hope that the functor

introduced here will play a role in showing that the 2-category for b∞, introduced by Khovanov-

Lauda and independently by Rouquier, acts on O(q(n)), see [20, 21, 22, 40]. Additionally, in [50],

Wang and Zhao initiated a study of super analogues of W -algebras. This functor should be useful

for studying these W -superalgebras along the lines of [7, 8].

In [3], Brundan studied the category of finite dimensional modules for q(n) via Kazhdan-Lusztig

theory. Among the finite dimensional q(n)-modules are the polynomial representations, which

correspond under our functor to calibrated representations. Other modules in this category are

those associated to rational weights, i.e. strict partitions with negative parts allowed. The functor

should map these modules to interesting Haff
Cℓ (d)-modules. These should be investigated. It would

also be interesting to compare the Kazhdan-Lusztig polynomials in [3] to those appearing in [27].

We now briefly outline the paper. In section 2, we review some basic notion of super representa-

tion theory. In section 3 we define the degenerate AHCA and review some of its properties which

may also be found in [24]. The standard modules and their irreducible quotients are introduced in
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section 4. The classification of the calibrated representations are given in section 5. In section 6 we

review some basic notions about category O(q(n)) which may be found in [3, 15]. Next, in section 7

the functor is developed along with its properties. Finally, in section 8 a classification of simple

modules is obtained.

1.2. Acknowlegments. The work presented in this paper was begun while the second author

visited the Mathematical Sciences Research Institute in Berkeley, CA. He would like to thank

the administration and staff of MSRI for their hospitality and especially the organizers of the

“Combinatorial Representation Theory” and “Representation Theory of Finite Groups and Related

Topics” programs for providing an exceptionally stimulating semester.

We would like to thank Mikhail Khovanov for suggesting we consider a super analogue of the

Arakawa-Suzuki functor. We would also like to thank Bernard Leclerc for pointing out [27], as well

as Monica Vazirani and Weiqiang Wang for some useful comments.

2. (Associative) Superalgebras and Their Modules

We now review some basics of the theory of superalgebras, following [5, 6, 24]. The objects in

this theory are Z2-graded. Throughout the exposition, we will make definitions for homogeneous

elements in this grading. These definitions should always be extended by linearity. Also, we often

choose to not write the prefix super. As the paper progresses this term may be dropped; however,

we will always point out when we are explicitly ignoring the Z2-grading.

A vector superspace is a Z2-graded C-vector space V = V0̄ ⊕ V1̄. Given a nonzero homogeneous

vector v ∈ Vī, let p(v) = ī ∈ Z2 be its parity. Given a superspace V , let ΠV be the superspace

obtained by reversing the parity. That is, ΠVī = Vī+1. A supersubspace of V is a graded subspace

U ⊆ V . That is, U = (U ∩ V0̄) ⊕ (U ∩ V1̄). Observe that U is a supersubspace if, and only if, U is

stable under the map v 7→ (−1)p(v)v for homogeneous vectors v ∈ V .

Given two superspaces V,W , the direct sum V ⊕W and tensor product V ⊗W satisfy (V ⊕W )̄i =

Vī ⊕Wī and

(V ⊗W )̄i =
⊕

j̄+k̄=ī

Vj̄ ⊗Wk̄.

We may regard HomC(V,W ) as a superspace by setting HomC(V,W )̄i to be the set of all homoge-

neous linear maps of degree ī. That is, linear maps ϕ : V → W such that ϕ(Vj̄) ⊆ Wj̄+ī. Finally,

V ∗ = HomC(V,C) is a superspace, where C = C0̄.

Now, a superalgebra is a vector superspace A that has the structure of an associative, unital

algebra such that AīAj̄ ⊆ Aī+j̄ . A superideal of A is a two sided ideal of A that is also a supersub-

space of A. A superalgebra homomorphism ϕ : A → B is an even (i.e. grading preserving) linear

map which is also an algebra homomorphism. Observe that since ϕ is even, its kernel, kerϕ, is a

superideal of A. Finally, given superalgebras A and B, their tensor product A⊗B is a superalgebra

with product given by

(a⊗ b)(a′ ⊗ b′) = (−1)p(a′)p(b)(aa′ ⊗ bb′). (2.0.1)

We now turn our attention to supermodules. Given a superalgebra A, let A-smod denote the

category of all finite dimensional A-supermodules, and A-mod be the category of A-modules in the

usual ungraded sense. An object in A-smod is a Z2-graded left A-module M = M0̄ ⊕M1̄ such that
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AīMj̄ ⊆ Mī+j̄ . A homomorphism of A-supermodules M and N is a map of vector superspaces

f : M → N satisfying f(am) = (−1)p(a)p(f)af(m) when f is homogeneous. A submodule of an

A-supermodule M will always be a supersubspace of M . An A-supermodule M is called irreducible

if it contains no proper nontrivial subsupermodules.

The supermodule M may or may not remain irreducible when regarded as an object in A-mod.

If M remains irreducible as an A-module, it is called absolutely irreducible, and if it decomposes, it

is called self associate. Alternatively, absolutely irreducible supermodules are said to be irreducible

of type M, while self associate supermodules are irreducible of type Q. When M ∈ A-smod is self

associate, there exists an odd A-smod homomorphism θM which interchanges the two irreducible

components of M as an object in A-mod.

Now, let A and B be superalgebras, M ∈ A-smod and N ∈ B-smod. The vector superspace

M ⊗N has the structure of an A⊗B-supermodule via the action is given by

(a⊗ b)(m⊗ n) = (−1)p(b)p(m)(am⊗ bn) (2.0.2)

for homogeneous b ∈ B and m ∈ M . This is called the outer tensor product of M and N and is

denoted M ⊠N .

Unlike the classical situation, it may happen that the outer tensor product of irreducible su-

permodules is no longer irreducible. This only happens when both modules are self associate. To

see this, let M ∈ A-smod and N ∈ B-smod be self associate, and recall the odd homomorphisms

θM and θN . Then, θM ⊗ θN : M ⊠ N → M ⊠ N , is an even automorphism of M ⊠ N that

squares to −1. Hence M ⊠ N decomposes as direct sum of two A ⊗ B-supermodules, namely the

(±
√
−1)-eigenspaces. These two summands are absolutely irreducible and isomorphic under the

odd isomorphism ΘM,N := θM ⊗ idN , see [5, Lemma 2.9] and [6, Section 2-b]. When M and N are

irreducible, define the (irreducible) A⊗B-module M ⊛N by the formula

M ⊠N =





M ⊛N, if either M or N is of type M;

(M ⊛N) ⊕ ΘM,N(M ⊛N), if both M and N are of type Q.
(2.0.3)

When M = M ′ ⊕M ′′, define M ⊛N = (M ′ ⊛N) ⊕ (M ′′ ⊛N).

Finally, let A− smodev be the abelian subcategory of A− smod with the same objects, but only

even morphisms. Then, the Grothendieck group K(A− smod) is the quotient of the Grothendieck

group K(A− smodev) modulo the relation M −ΠM for every A-supermodule M . We would like to

emphasize again that we allow odd morphisms and, therefore, M ∼= ΠM in the original category.

3. The Degenerate Affine Hecke-Clifford Algebra

In this section we define the algebra which is the principle object of study in this paper and

summarize the results we will require in what follows. Many of the results may be found in [24],

however, we include them here in an effort to make this paper self contained and readable to a

wider audience.

3.1. The Algebra. Let Cℓ(d) denote the Clifford algebra over C with generators c1, . . . , cd, and

relations

c2i = −1, cicj = −cjci 1 ≤ i 6= j ≤ d. (3.1.1)
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Then Cℓ(d) is a superalgebra by declaring the generators c1, . . . , cd to all be of degree 1̄.

Let Sd be the symmetric group on d letters with Coxeter generators s1, . . . , sd−1 and relations

s2i = 1 sisi+1si = si+1sisi+1 sisj = sjsi (3.1.2)

for all admissible i and j such that |i− j| > 1. The group algebra of the symmetric group, CSd, is

a superalgebra by viewing it as concentrated in degree 0̄; that is, (CSd)0̄ = CSd.

The Sergeev algebra is given by setting

S(d) = Cℓ(d) ⊗ CSd

as a vector superspace and declaring Cℓ(d) ∼= Cℓ(d)⊗ 1 and CSd
∼= 1⊗CSd to be subsuperalgebras.

The Clifford generators c1, . . . , cd and Coxeter generators s1, . . . , sd−1 are subject to the mixed

relation

sici = ci+1si, sici+1 = cisi, sicj = cjsi, (3.1.3)

for all admissible i and j such that j 6= i, i+ 1.

The algebra of primary interest in this paper is the (degenerate) affine Hecke-Clifford algebra,

AHCA. It is given as

Haff
Cℓ (d) = Pd[x] ⊗ S(d)

as a vector superspace, where Pd[x] := C[x1, . . . , xd] is the polynomial ring in d variables and is

viewed as a superalgebra concentrated in degree 0̄. Multiplication is defined so that S(d) ∼= 1⊗S(d)

and Pd[x] ∼= Pd[x] ⊗ 1 are subsuperalgebras. The generators of these two subalgebras are subject

to the mixed relations

cixi = −xici, cjxi = xicj , 1 ≤ i 6= j ≤ d, (3.1.4)

and

sixi = xi+1si − 1 + cici+1, sixj = xjsi (3.1.5)

for 1 ≤ i ≤ d− 1, 1 ≤ j ≤ d, j 6= i, i+ 1.

Note that relation (3.1.5) differs from the corresponding relation in [6, 24]. This is because in

(3.1.1) we choose c2i = −1, following [30, 41, 42], whereas in loc. cit. the authors take c2i = 1. The

resulting algebras are isomorphic and the only effect of this convention is that this change of sign

has to be taken into account when comparing formulae.

It will be useful to consider another decomposition

Haff
Cℓ (d) ∼= A(d) ⊗ CSd, (3.1.6)

where A(d) is the subalgebra generated by Cℓ(d) and Pd[x]. As a superspace

A(d) ∼= Pd[x] ⊗ Cℓ(d). (3.1.7)

We have the following PBW-type theorem for Haff
Cℓ (d). Given α = (α1, . . . , αd) ∈ Zd

≥0 and

ε = (ε1, . . . , εd) ∈ Zd
2, set xα = xα1

1 · · ·xαd

d and cε = cε1
1 · · · cεd

d . Then,

Theorem 3.1.1. [24, Theorem 14.2.2] The set { xαcεw |α ∈ Zd
≥0, ε ∈ Zd

2, w ∈ Sd} forms a basis

for Haff
Cℓ (d).
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3.2. Some (Anti)Automorphisms. The superalgebraHaff
Cℓ (d) admits an automorphism σ : Haff

Cℓ (d) →
Haff

Cℓ (d) given by

σ(si) = −sd−i, σ(ci) = cd+1−i, σ(xi) = xn+1−i. (3.2.1)

It also admits an antiautomorphism τ : Haff
Cℓ (d) → Haff

Cℓ (d) given by

τ(si) = si, τ(ci) = −ci, τ(xi) = xi.

Note that, for superalgebras, antiautomorphism means that, for any homogeneous x, y ∈ Haff
Cℓ (d),

τ(xy) = (−1)p(x)p(y)τ(y)τ(x). (3.2.2)

3.3. Weights and Integral Modules. We now introduce the class of integral Haff
Cℓ (d)-modules.

It is these modules which are the main focus of the paper. To this end, for each a ∈ C, define

q(a) = a(a+ 1). (3.3.1)

By [24, Theorem 14.3.1], the center of Haff
Cℓ (d) consists of symmetric polynomials in x2

1, . . . , x
2
d. Let

Pd[x
2] = C[x2

1, . . . , x
2
d] ⊂ Pd[x]. A weight is an algebra homomorphism

ζ : Pd[x
2] → C.

It is often convenient to identify a weight ζ with the d-tuple of complex numbers ζ = (ζ(x2
1), . . . , ζ(x

2
d)) ∈

Cd.

Given an Haff
Cℓ (d)-supermodule M and a weight ζ, define the ζ weight space,

Mζ =
{
m ∈ M | x2

im = q
(
ζ
(
x2

i

))
m for all i = 1, . . . , d

}
,

and the generalized ζ weight space,

Mgen
ζ =

{
m ∈ M |

(
x2

i − q(ζ
(
x2

i

))k
m = 0 for k ≫ 0 and all i = 1, . . . , d

}
.

Observe that if Mgen
ζ 6= 0, then Mζ 6= 0.

Following [6], say that an Haff
Cℓ (d)-module M is integral if

M =
⊕

ζ

Mgen
ζ

and Mgen
ζ 6= 0 implies ζ

(
x2

i

)
∈ Z for i = 1, . . . , d.

Let RepHaff
Cℓ (d) denote the full subcategory of Haff

Cℓ (d)-smod of finite dimensional integral mod-

ules for the degenerate AHCA. Unless stated otherwise, all Haff
Cℓ (d)-modules will be integral by

assumption.

3.4. The Mackey Theorem. In this section we review the Mackey Theorem for integral Haff
Cℓ -

modules. Refer to [24] for details.

Let µ = (µ1, . . . , µk) be a composition of d. Define the parabolic subgroup Sµ = Sµ1×· · ·×Sµk
⊆

Sd, and parabolic subalgebra Haff
Cℓ (µ) := Haff

Cℓ (µ1) ⊗ · · · ⊗ Haff
Cℓ (µk) ⊆ Haff

Cℓ (d). Define the functor

Indd
µ : RepHaff

Cℓ (µ) → RepHaff
Cℓ (d), Indd

µM = Haff
Cℓ (d) ⊗Haff

Cℓ
(µ) M.

This functor is left adjoint to Resd
µ : RepHaff

Cℓ (d) → RepHaff
Cℓ (µ). Also, given a composition ν =

(ν1, . . . , νℓ) of d, which is a refinement of µ (i.e. there exist 0 = i1 ≤ . . . ≤ ik+1 = ℓ such that

νij
+ . . .+ νij+1−1 = µj), define Indµ

ν and Resµ
ν in the obvious way.
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Now, let µ and ν be compositions of d, and let Dµ,ν denote the set of minimal length Sµ\Sd/Sν-

double coset representatives and Dν = D(1d),ν . Let w ∈ Dµ,ν . The following lemma is standard.

Lemma 3.4.1. Let ν = (ν1, . . . , νn) be a composition of d, and set ai = ν1 + · · · + νi−1 + 1 and

bi = ν1 + · · · + νi. If w ∈ Dν and ai ≤ k < k′ ≤ bi for some i, then w(k) < w(k′).

It is known that Sµ ∩wSνw
−1 and w−1Sµw ∩ Sν are parabolic subgroups of Sd. Hence we may

define compositions µ ∩wν and w−1µ ∩ ν by the formulae

Sµ ∩ w−1Sνw = Sµ∩wν and w−1Sµw ∩ Sν = Sw−1µ∩ν .

Moreover, the map σ 7→ wσw−1 induces a length preserving isomorphism Sµ∩wν → Sw−1µ∩ν .

Using this last fact, it can be proved that for each w ∈ Dµ,ν there exists an algebra isomorphism

ϕw−1 : Haff
Cℓ (µ ∩ wν) → Haff

Cℓ (w−1µ ∩ ν)

given by ϕw−1(σ) = w−1σw, ϕw−1(ci) = cw−1(i) and ϕw−1(xi) = xw−1(i) for 1 ≤ i ≤ d and

σ ∈ Sµ∩wν . If M is a left Haff
Cℓ (µ∩wν)-supermodule, let wM denote the Haff

Cℓ (w−1µ∩ν)-supermodule

obtained by twisting the action with the isomorphism ϕw−1 . We have the following “Mackey

Theorem”:

Theorem 3.4.2. [24, Theorem 14.2.5] Let M be an Haff
Cℓ (ν)-supermodule. Then Resd

µ Indd
ν M

admits a filtration with subquotients isomorphic to

Indµ
µ∩wν

w(Resν
w−1µ∩ν M),

one for each w ∈ Dµ,ν . Moreover the subquotients can be taken in any order refining the Bruhat

order on Dµ,ν . In particular, Indµ
µ∩ν Resν

µ∩ν M appears as a subsupermodule.

3.5. Characters. Following [24, Chapter 16], we now describe the notion of characters for integral

Haff
Cℓ (d)-supermodules.

Recall the subsuperalgebra A(d) ⊆ Haff
Cℓ (d) defined in (3.1.7). When d = 1 and a ∈ Z there

exists a 2-dimensional simple A(1)-module

L(a) = Cℓ(1)1a = C1a ⊕ Cc1.1a,

which is free as a Cℓ(1)-module satisfying

x1.1a =
√
q(a)1a.

The Z2-grading on L(a) is given by setting p(1a) = 0̄.

Observe that L(a) ∼= L(−a − 1) and that by replacing
√
q(a) with −

√
q(a) in the action of x1

yields an isomorphic supermodule under the odd isomorphism 1a 7→ c1.1a. A direct calculation

verifies that this module is of type M if a 6= 0 and of type Q if a = 0.

Now, A(d) ∼= A(1) ⊗ · · · ⊗ A(1). Hence, applying (2.0.3) we obtain a simple A(d)-module

L(a1) ⊛ · · · ⊛ L(ad). Given (a1, . . . , ad) ∈ Zd
≥0, let

γ0(a1, . . . , ad) = |{i | ai = 0}|. (3.5.1)

We have
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Lemma 3.5.1. [24, Lemma 16.1.1] The set

{
L(a1) ⊛ · · · ⊛ L(ad) | (a1, . . . , ad) ∈ Zd

≥0

}

is a complete set of pairwise non-isomorphic irreducible integral A(d)-modules.

The module L(a1) ⊛ · · · ⊛ L(ad) is of type M if γ0 is even and of type Q if γ0 is odd. Moreover,

dimL(a1) ⊛ · · · ⊛ L(ad) = 2n−⌊γ0/2⌋

where γ0 = γ0(a1, . . . , ad) as above.

Restriction to the subalgebra A(d) = Haff
Cℓ ((1d)) ⊆ Haff

Cℓ (d) defines a functor from RepHaff
Cℓ (d) to

A(d)-mod. The map obtained by applying this functor and passing to the Grothendieck group of

the category A(d)-mod yields a map

ch : RepHaff
Cℓ (d) → K(A(d)-mod)

defined by

chM =
[
Resd

1d M
]

where [X ] is the image of an A(d)-module, X , in K(A(d)-mod). The image chM is called the

formal character of the Haff
Cℓ (d)-module M .

The following fundamental result is given in [24, Theorem 17.3.1].

Lemma 3.5.2. The induced map on Grothendeick rings

ch : K(RepHaff
Cℓ (d)) → K(A(d)-mod)

is injective.

For convenience of notation, set

[a1, . . . , ad] = [L(a1) ⊛ · · · ⊛ L(ad)].

The following lemma describes how to calculate the character of M ⊛N in terms of the characters

of M and N , and is a special case of the Mackey Theorem:

Lemma 3.5.3. [24, Shuffle Lemma] Let K ∈ Haff
Cℓ (k) and M ∈ Haff

Cℓ (m) be simple, and assume that

chK =
∑

i∈Zk
≥0

ri[i1, . . . , ik] and chM =
∑

j∈Zm
≥0

sj [j1, . . . , jm].

Then,

ch Indm+k
m,k K ⊛M =

∑

i,j

risj [i1, . . . , ik] ∗ [j1, . . . , jm]

where

[i1, . . . , ik] ∗ [ik+1, . . . , ik+m] =
∑

w∈D(m,k)

[w(i1), . . . , w(ik+m)].
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3.6. Duality. Now, given an Haff
Cℓ (d)-module M , we obtain a new module Mσ by twisting the

action of Haff
Cℓ (d) by σ. That is, define a new action, ∗, on M by x∗m = σ(x).m for all x ∈ Haff

Cℓ (d).

We have

Lemma 3.6.1. [24, Lemma 14.6.1] If M is an Haff
Cℓ (k)-module and N is an Haff

Cℓ (ℓ)-module, then

(Indk+ℓ
k,ℓ M ⊛N)σ ∼= Indk+ℓ

k,ℓ Mσ
⊛Nσ.

If M is an Haff
Cℓ (d)-module, with character

chM =
∑

i∈Zd
≥0

ri[i1, . . . , id],

then Lemma 3.6.1 implies that

chMσ =
∑

i∈Zd
≥0

ri[id, . . . , i1].

3.7. Contravariant Forms. Let M be in RepHaff
Cℓ (d). A bilinear form (·, ·) : M ⊗M → C is

called a contravariant form if

(x.v, v′) = (v, τ(x).v′)

for all x ∈ Haff
Cℓ (d) and v, v′ ∈M .

Lemma 3.7.1. Let M be in RepHaff
Cℓ (d) equipped with a contravariant form (·, ·). Then

Mη ⊥Mgen
ζ unless η = ζ.

Proof. Assume η 6= ζ, and let v ∈Mη and v′ ∈Mgen
ζ . Choose i such that q(η(x2

i )) 6= q(ζ(x2
i )), and

N ≫ 0 such that

(x2
i − q(ζ(x2

i ))
N .v′ = 0.

Then

(q(η(x2
i )) − q(ζ(x2

i ))
N (v, v′) =((x2

i − q(ζ(x2
i )))

N .v, v′)

=(v, τ((x2
i − q(ζ(x2

i )))
N ).v′)

=(v, (x2
i − q(ζ(x2

i )))
N .v′) = 0

showing that (v, v′) = 0. �

3.8. Intertwiners. Define the intertwiner

φi = si(x
2
i − x2

i+1) + (xi + xi+1) − cici+1(xi − xi+1). (3.8.1)

Given an Haff
Cℓ (d)-supermodule M , we understand that φiMgen

ζ ⊆ Mgen
si(ζ). Moreover, a straightfor-

ward calculation gives

φ2
i = 2x2

i + 2x2
i+1 − (x2

i − x2
i+1)

2. (3.8.2)

The following lemma now directly follows (see also [24]).

Lemma 3.8.1. Assume that Y is in RepHaff
Cℓ (d), and v ∈ Y satisfies xi.v =

√
q(a)v and xi+1.v =√

q(b)v for some a, b ∈ Z. Then, φ2
i .v 6= 0 unless q(a) = q(b+ 1) or q(a) = q(b− 1).
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4. Standard Modules

We construct a family of standard modules which are an analogue of Zelevinsky’s construction for

the degenerate affine Hecke algebra. The key ingredient is to define certain irreducible supermodules

for a parabolic subalgebra of Haff
Cℓ (d); the so-called segment representations. The standard modules

are then obtained by inducing from the outer tensor product of these modules.

4.1. Segment Representations. We begin by constructing a family of irreducible Haff
Cℓ (d)-supermodules

that are analogues of Zelevinsky’s segment representations for the degenerate affine Hecke algebra.

To begin, define the 2d-dimensional S(d)-supermodule

Cℓd = Ind
S(d)
Sd

C1, (4.1.1)

where C1 is the trivial representation of Sd. That is, Cℓd = Cℓ(d).1, where the cyclic vector 1

satisfies

w.1 = 1, w ∈ Sd.

This is often referred to as the basic spin representation of S(d).

Introduce algebra involutions ǫi : Cℓ(d) → Cℓ(d) by ǫi(cj) = (−1)δijcj for 1 ≤ i, j ≤ d. The

elements ǫi act on Cℓd by ǫi.1 = 1 for 1 ≤ i ≤ d and, more generally, ǫi.s1 = ǫi(s)1 for 1 ≤ i ≤ d.

Also, note that the operators ǫi commute with each other.

For each a ∈ Z, define the Clifford algebra

Φa =





C〈ϕ〉/(ϕ2 − a), if a 6= 0;

C〈ϕ〉/(ϕ), if a = 0.
(4.1.2)

The Z2-grading on Φa is given by declaring p(ϕ) = 1̄.

Given a pair of integers a ≤ b define the segment

[a, b] = {a, a+ 1, . . . , b}.

Given a segment [a, b] with b − a+ 1 = d ∈ Z≥0, define the Φa ⊗ S(d)-module

Φ̂[a,b] = Φa ⊠ Cℓd. (4.1.3)

Of course, when d = 0 the segment [a, a− 1] = ∅, and Φ̂∅ = Φa ⊗ C.

For i = 1, . . . , d let sij denote the transposition (ij), and

Li =
∑

j<i

(1 − cjci)sij (4.1.4)

be the ith Jucys-Murphy element (cf. [24, (13.22)]).

Proposition 4.1.1. Let [a, b] be a segment with b− a+ 1 = d. Then,

(i) The vector space Φ̂[a,b] is an Haff
Cℓ (d)-module with si.v = (1 ⊗ si).v, ci.v = (1 ⊗ ci).v and

xi.v = (a⊗ ǫi + 1 ⊗ Li − ϕ⊗ ci) .v

=

(
a⊗ ǫi +

∑

k<i

1 ⊗ (1 − ckci)ski − ϕ⊗ ci

)
.v,

for all v ∈ Φ̂[a,b].
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(ii) The action of Pd[x
2] on Φ̂[a,b] is determined by

x2
i .(ϕ

δ ⊗ 1) = q(a+ i− 1)ϕδ ⊗ 1, δ ∈ {0, 1}, i = 1, . . . , d.

Proof. (i) The fact that this is an Haff
Cℓ (d)-module is an easy check which we leave to the reader.

(ii) To check the action of x2
i , observe that

xi.1 ⊗ 1 =



a+ i− 1 −
∑

j<i

cjci



 .1 ⊗ 1 + ci.ϕ⊗ 1

and

xi.ϕ⊗ 1 =



a+ i− 1 −
∑

j<i

cjci



 .ϕ⊗ 1 + aci.1 ⊗ 1.

Now, the result follows using the commutation relations for Haff
Cℓ (d). �

Remark 4.1.2. In fact, we need not consider all a, b ∈ Z. Given any segment [a, b], consider

the module Φ̂σ
[a,b] obtained by twisting the action of Haff

Cℓ (d) by the automorphism σ as described in

Section 3.6. Note that when b 6= −1,

Φ̂σ
[a,b]

∼= Φ̂[−b−1,−a−1].

When b = −1, Φ̂σ
[a,−1]

∼= Φ̂⊕2
[0,−a−1]. In particular, for b 6= 0, Φ̂σ

[−(b+1),b−1]
∼= Φ̂[−b,b], and Φ̂σ

[−1,−1]
∼=

Φ̂⊕2
[0,0]. Therefore, it is enough to describe the modules

(1) Φ̂[a,b], 0 ≤ a ≤ b, and

(2) Φ̂[−a,b], 0 < a ≤ b.

The following result describes Φ̂[a,b] at the level of characters.

Proposition 4.1.3. Let [a, b] be a segment with a, b ≥ 0. Then,

(1) if 0 ≤ a ≤ b, then

ch Φ̂[a,b] =





[a, . . . , b], if a = 0;

2[a, . . . , b], if a 6= 0;

(2) if 0 < a ≤ b, then

ch Φ̂[−a,b] = 4[a− 1, . . . , 1, 0, 0, 1, . . . , b]

Proof. The action of x2
i commutes with Cℓ(d) and Φ̂[a,b] = Cℓ(d).(1⊗1)+Cℓ(d).(ϕ⊗1). Therefore,

applying Proposition 4.1.1(2), we deduce in both cases that the x2
i act by the prescribed eigenvalues.

The result now follows from the dimension formula in Lemma 3.5.1. �

Let ϕ1̂[a,b] = ϕ ⊗ 1 and 1̂[a,b] = 1 ⊗ 1. Also, in what follows, we omit the tensor symbols. For

example, we write

aǫi + Li − ϕci := a⊗ ǫi + 1 ⊗ Li − ϕ⊗ ci.

Definition 4.1.4. Let a ∈ Z and κ1, . . . , κd ∈ R satisfy κ2
i = q(a + i − 1) where d = b − a + 1.

Given a subset S ⊆ {1, . . . , d} define the element XS ∈ Haff
Cℓ (d) by

XS =
∏

i/∈S

(xi + κi).

Observe that XS is only defined up to the choices of sign for κ1, . . . , κd.
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Lemma 4.1.5. Let [a, b] be a segment with d = b−a+1. Assume that either −a /∈ {1, . . . , d} and S

is arbitrary, or assume that −a ∈ {1, . . . , d} and either −a+ 1 ∈ S or −a ∈ S. Then XS .1̂[a,b] 6= 0.

Proof. Let 1̂ = 1̂[a,b]. By Proposition 4.1.1(i),

xk.v = (aǫk + Lk − ϕck).v.

Let {d1 > d2 > . . . > dℓ} = {1, . . . , d}\S. Since the xi mutually commute,

XS .1̂ = (xd1 + κd1) · · · (xdℓ
+ κdℓ

).1̂

= (aǫd1 + κd1 + Ld1 − ϕcd1) · · · (aǫdℓ
+ κdℓ

+ Ldℓ
− ϕcdℓ

).1̂

= ((a+ κd1) + Ld1 − ϕcd1) · · · ((a+ κdℓ
) + Ldℓ

− ϕcdℓ
).1̂.

The last equality follows since ǫkLj = Ljǫk if k > j. Now,

XS .1̂ =

((
a+ κd1 +

∑

j<d1

sjd1

)
+

( ∑

j<d1

sjd1cj − ϕ

)
cd1

)
· · · (4.1.5)

· · ·
((

a+ κdℓ
+
∑

j<dℓ

sjdℓ

)
+

(∑

j<dℓ

sjdℓ
cj − ϕ

)
cdℓ

)
.1̂

=
∏

i/∈S

(a+ i− 1 + κi).1̂ + (⋆).1̂

where (⋆) = p′(c) − ϕp′′(c), where p′(c) ∈ Cℓ(d)0̄, p′′(c) ∈ Cℓ(d)1̄, and p′(c) has no constant term.

Therefore, if either a ≥ 0, or −a+ 1 ∈ S, XS .1 6= 0.

Now, assume −a+ 1 ∈ {1, . . . , d}, and −a+ 1 /∈ S, but a ∈ S. Observe that κ−a+1 = κ−a = 0.

Now,

x−a.1̂ =



−1 −
∑

j<−a

cjc−a − ϕc−a



 .1̂ = −c−ac−a+1x−a+1.1̂. (4.1.6)

Let R = S ∪ {−a+ 1} and T = R\{−a}. Then,

XS .1̂ = XRx−a+1.1̂ = c−ac−a+1XRx−a.1̂ = c−ac−a+1XT .1̂ 6= 0.

Finally, if d = −a, then in (4.1.5), d1 = −a and it is clear that the coefficient of c−a−1c−a is

nonzero. �

Lemma 4.1.6. If i /∈ S, then xiXS .1̂ = κiXS .1̂.

Proof. Since x2
i .1̂ = q(a− i+ 1)1̂ = κ2

i 1̂,

xi(xi + κi).1̂ = (x2
i + κixi)1̂ = κi(κi + xi)1̂,

so the result follows because the xi commute. �

Lemma 4.1.7. If i, i+ 1 /∈ S and i 6= −a, then

siXS .1̂ =

(
κi+1 + κi

2(a+ i)
+
κi+1 − κi

2(a+ i)
cici+1

)
XS .1̂.
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Proof. Letw := XS.1̂, and recall the intertwining element φi. By character considerations φi.Φ̂[a,b] =

{0}. In particular,

0 = φi.w

= (si(x
2
i − x2

i+1) + (xi + xi+1) − cici+1(xi − xi+1)).w

= −2(a+ i)si.w + ((κi+1 + κi) + (κi+1 − κi)cici+1).w.

Hence, the result. �

We can now describe the irreducible segment representations of Haff
Cℓ (d).

Theorem 4.1.8. The following holds:

(i) The module Φ̂[0,d−1] is an irreducible Haff
Cℓ (d)-module of type Q.

(ii) Assume 0 < a ≤ b. The module Φ̂[a,b], has a submodule Φ̂+
[a,b] = Cℓ(d).w, where w = X∅.1̂.

Moreover, if w′ = (x1 − κ1)X{1}.1̂, and Φ̂−
[a,b] = Cℓ(d).w′, then

Φ̂[a,b] = Φ̂+
[a,b] ⊕ Φ̂−

[a,b].

The submodules Φ̂±
[a,b] are simple modules of type M.

(iii) If 0 < a ≤ b, the Φ̂[−a,b] has a submodule Φ̂+
[−a,b] = Cℓ(d)w ⊕ Cℓ(d)w, where

w = −(1 +
√
−1caca+1)X{a+1}.1̂ and w = saw.

Moreover, if

w′ = −(1 −
√
−1caca+1)X{a+1}.1̂, w′ = saw

′,

and Φ̂−
[−a,b] = Cℓ(d)w′ ⊕ Cℓ(d)w′, then

Φ̂[−a,b] = Φ̂+
[a,b] ⊕ Φ̂−

[−a,b].

The submodules Φ̂±
[−a,b] are simple of type M.

Proof. (i) First, we deduce that Φ̂[0,d−1] is irreducible by character considerations. It has two

non-homogeneous submodules:

Cℓ(d)(
√
−d+ (c1 + · · · + cd)).1̂[0,d−1] and Cℓ(d)(

√
−d− (c1 + · · · + cd)).1̂[0,d−1].

These vector spaces are clearly stable under the action of S(d). Since x1 acts by zero on these

vector spaces, the action of Haff
Cℓ (d) factors through S(d) and thus these vector spaces are Haff

Cℓ (d)-

submodules. Therefore Φ̂[0,d−1] is of type Q (cf. Section 2).

(ii) Let 1̂ = 1̂[a,b], w = X∅.1̂ and Φ̂+
[a,b] = Cℓ(d).w. By Lemma 4.1.5, w 6= 0. Now, Lemmas 4.1.6

and 4.1.7 together imply that Φ̂+
[a,b] is a submodule.

It now remains to show that Φ̂[a,b] = Φ̂+
[a,b] ⊕ Φ̂−

[a,b], where Φ̂−
[a,b] is as in the statement of the

proposition. To this end, assume that w′ ∈ Φ̂+
[a,b]. That is, there exists p(c) ∈ Cℓ(d) such that

p(c).w = w′. Write

p(c) =
∑

ε

aεc
ε,

where the sum is over ε = (ε1, . . . , εd) ∈ Zd
2. Then, for 1 ≤ i ≤ d,

(−1)δ1iw′ =
1

κi
xi.w

′ =
1

κi
xi

(
∑

ε

aεc
ε

)
.w =

(
∑

ε

(−1)εiaεc
ε

)
.w,
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where (of course) the δ on the left of the equal sign is the Kronecker delta. This forces p(c) = rc1 +s

for complex numbers r and s. Since w′ is even, r = 0 implying that w′ = sw which is impossible.

(iii) We deal with Φ̂+
[−a,b], the proposed submodule Φ−

[−a,b] being similar. Let w = −(1 +√
−1caca+1)X{a+1}.1̂, w = sa.w, and Φ̂+

[a,b] = Cℓ(d).w + Cℓ(d).w. The proof of Lemma 4.1.5

shows that

X{a+1}.1̂ =
∏

1≤i≤d
i6=a+1

(a+ i− 1 + κi).1̂ + (⋆).1̂

where (⋆) = p′(c) − ϕp′′(c) where p′(c) ∈ Cℓ(d)0̄, p′′(c) ∈ Cℓ(d)1̄, and p′(c) has no constant term.

It is also easy to see that p′(c) and p′′(c) have coefficients in R. We conclude from this that w 6= 0.

Note that by definition, caca+1.w = −
√
−1w.

Lemma 4.1.6 shows that for i 6= a, a+ 1, xi.w = κiw. Moreover,

xa.w = −(1 −
√
−1caca+1)xaX{a+1}.1̂ = 0.

Also, xa.1̂ = −caca+1xa+1.1̂ (see the computation (4.1.6) for details). Thus,

w = −
√
−1(1 +

√
−1caca+1)X{a}.1̂ (4.1.7)

so xa+1.w = 0. As for w = saw, xi.w = κiw for i 6= a, a + 1. Using commutation relations, we

compute

xaw = xasa.w = (saxa+1 − 1 − caca+1).w = −(1 +
√
−1)w. (4.1.8)

Similarly,

xa+1.w = (1 +
√
−1)w. (4.1.9)

We now turn to the action of the symmetric group. First, for i 6= a−1, a+1, Lemma 4.1.7 shows

that si.w ∈ Φ̂+
[a,b]. Also by Lemma 4.1.7,

sa−1X{a+1}.1̂ =
κa−1

2
(ca−1ca − 1)X{a+1}.1̂.

Thus,

sa−1.w = −κa−1

2
(1 +

√
−1ca−1ca+1)(ca−1ca − 1)X{a+1}.1̂

= −κa−1

2
(1 + ca−1ca +

√
−1ca−1ca+1 −

√
−1caca+1)X{a+1}.1̂

=
κa−1

2
(ca−1ca − 1).w.

Similarly, by (4.1.7) and Lemma 4.1.7,

sa+1.w =
κa+2

2
(1 + ca+1ca+2).w.

Now, for i 6= a− 1, a+ 1, sisa = sasi. Hence, by Lemma 4.1.7

si.w =

(
κi+1 + κi

2(a+ i)
+
κi+1 − κi

2(a+ i)
cici+1

)
.w. (4.1.10)

To deduce the action of sa−1 and sa on w, we proceed as in the proof of Lemma 4.1.7. Recall

again the intertwining elements φa−1 and φa+1. By character considerations, we deduce that
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φa−1.w = 0 = φa+1.w. Unlike in lemma 4.1.6, in this case the action of xa (resp. xa+1) is given by

(4.1.8) (resp. (4.1.9)). Thus,

sa−1.w =
(1 +

√
−1)

2
(1 + ca−1ca).w − κa−1

2
(1 − ca−1ca).w (4.1.11)

and

sa+1.w =
(1 −

√
−1)

2
(1 − ca+1ca+2).w +

κa+2

2
(1 + ca+1ca+2).w. (4.1.12)

It is easy to see that Φ̂[−a,b] = Φ̂+
[−a,b] + Φ̂−

[−a,b] since 1
2 (w + w′) = X{a}.1̂ is a cyclic vector

for Φ̂[−a,b]. As in part (ii), it is easy to see that if w′ = p(c)w + r(c)saw where p(c) and r(c) are

polynomials in the Clifford generators, that p(c) = λ1 + λ2caca+1 and r(c) = λ3 + λ4caca+1 for

some complex numbers λ1, λ2, λ3, λ4. Noting that caca+1w = −
√
−1w gives that all the coefficients

are zero.

Therefore, we are left to show that Φ̂+
[−a,b] is simple. Indeed, assume V ⊆ Φ̂+

[−a,b] is a submodule.

Then,

chV = [a− 1, . . . , 0, 0, . . . , b].

Let v = p1(c).w+ p2(c).w ∈ V be a vector satisfying xi.v = κiv for all i, where p1(c), p2(c) ∈ Cℓ(d).
For i = 1, 2, define p′i(c) by the formulae xapi(c) = p′i(c)xa. Then,

0 = xa.v = −(1 +
√
−1)p′2(c).w

showing that p′2(c) = 0 (hence, p2(c) = 0). Now, arguing as above with the vector sa.v shows that

p1(c) = 0. �

We can now define the irreducible segment representations which are the key to defining the

standard Haff
Cℓ (d)-modules.

Definition 4.1.9. Let a, b ∈ Z≥0.

(1) Let Φ[0,d−1] = Φ̂[0,d−1], 1 := X{1}.1̂, where κi =
√
q(i− 1).

(2) If 0 < a ≤ b, let Φ[a,b] = Φ̂+
[a,b] in Proposition 4.1.8(ii), with κi = +

√
q(a+ i− 1) for all i,

and let 1 := w.

(3) If 0 < a ≤ b, let Φ[−a,b] = Φ̂+
[−a,b] with κi = +

√
q(−a+ i− 1), 1 := w and 1 := w.

(4) If 0 ≤ a, let Φ[a,a−1] = Φ∅ = C.

4.2. Some Lie Theoretic Notation. It is convenient in this section to introduce some Lie theo-

retic notation. This section differs from [24] in that the notation defined here is associated to the

Lie superalgebra q(n) (as opposed to the Kac-Moody algebra b∞).

Define the sets P = Zn, P≥0 = Zn
≥0, and

P+ = {λ = (λ1, . . . , λn) ∈ P |λi ≥ λi+1 for all 1 ≤ i ≤ n } (4.2.1)

P++ = {λ ∈ P+ |λi + λj 6= 0 for all 1 ≤ i, j ≤ n } (4.2.2)

P+
rat = {λ ∈ P+ |λi = λi+1 implies λi = 0 } (4.2.3)

P+
poly = {λ ∈ P+

rat |λn ≥ 0 } (4.2.4)

P≥0 = {λ ∈ P |λi ≥ 0 for all i }, (4.2.5)
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The weights (4.2.1) are called dominant, and (4.2.2) are called dominant typical. A weight λ ∈ P is

simply typical if λi+λj 6= 0 for all i, j. The weights (4.2.3) are called rational, (4.2.4) are polynomial,

and the set 4.2.5 are simply compositions. For each of the setsX = P+, P++, P+
rat, P

+
poly, P≥0 above,

define

X(d) = {λ ∈ X |λ1 + · · · + λn = d}.
Let R ⊂ P be the root system of type An−1. That is, R = {αij | 1 ≤ i 6= j ≤ n} where αij

is the n-tuple with 1 in the ith coordinate and −1 in the jth coordinate. The positive roots are

R+ = {αij ∈ R | i < j}, the root lattice Q is the Z-span of R, and Q+ is the Z≥0-span of R+. The

symmetric group, Sn, acts on P by place permutation. Define the length function ℓ : Sn → Z≥0 in

the usual way:

ℓ(w) = |{α ∈ R+ | w(α) ∈ −R+}|.
Equivalently, ℓ(w) is the number of simple transpositions occurring in a reduced expression for w.

Write w → y if y = sαw for some α ∈ R+ and ℓ(w) < ℓ(y). Define the Bruhat order on Sn by

w <b y if there exists a sequence w → w1 → · · · → y. Also, for λ ∈ P , define

Sn[λ] = {w ∈ Sn | w(λ) = λ }, and R[λ] = {αij ∈ R| sij(λ) = λ },

and define

P+[λ] = {µ ∈ P |µi ≥ µj if sij ∈ Sn[λ] }, and P−[λ] = {µ ∈ P |µi ≤ µj if sij ∈ Sn[λ] }

where sij ∈ Sn denotes the transposition (ij).

4.3. Induced Modules. Using the irreducible segment representations defined above we now de-

fine standard representations. Let λ, µ ∈ P satisfy λ− µ ∈ P≥0(d). Define

Φ̂(λ, µ) = Φ̂[µ1,λ1−1] ⊠ · · · ⊠ Φ̂[µn,λn−1]

and

Φ(λ, µ) = Φ[µ1,λ1−1] ⊛ · · · ⊛ Φ[µn,λn−1],

and define standard (cyclic) modules for Haff
Cℓ (d) by

M̂(λ, µ) = Indd
d1,...,dn

Φ̂(λ, µ) (4.3.1)

and

M(λ, µ) = Indd
d1,...,dn

Φ(λ, µ). (4.3.2)

We call the standard modules M̂(λ, µ) and M(λ, µ) big and little, respectively.

Both the big and little standard modules are cyclic. Let

1̂λ,µ = 1 ⊗ (1̂⊗ · · · ⊗ 1̂) ∈ M̂(λ, µ) (4.3.3)

be the distinguished cyclic generator of M̂(λ, µ). Fix the following choice of distinguished cyclic

generator 1λ,µ ∈ M(λ, µ). Let i1 < · · · < ik be such that µij
= 0 for all j and γ0(µ) = k. Choose

1λ,µ =

⌊k/2⌋∏

j=1

(1 −
√
−1ci2j−1ci2j

)1 ⊗ (1 ⊗ · · · ⊗ 1).

Lemma 4.3.1. Let λ, µ ∈ P so that λ− µ ∈ P≥0(d). Then,

(i) dimM̂(λ, µ) = d!
d1!···dn!2

d+n−γ0(µ)
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(ii) dimM(λ, µ) = d!
d1!···dn!2

d−⌊γ0(µ)
2 ⌋

(iii) M̂(λ, µ) ∼= M(λ, µ)⊕2n−⌊
γ0(µ)+1

2
⌋

.

Proof. (i) The dimension of M̂(λ, µ) follows from the definition.

(ii) Use Proposition 4.1.8.

(iii) Since induction commutes with direct sums we have that M̂(λ, µ) is a direct sum of copies

M(λ, µ). A count using (i) and (ii) yields (iii). �

We end this section by recording certain data about the weight spaces and generalized weight

spaces of M(λ, µ) which will be useful later. Define the weight ζλ,µ : Pd[x
2] → C by f.1λ,µ =

ζλ,µ(f)1λ,µ for all f ∈ Pd[x]. As in §4.2, the symmetric group, Sd, acts on an integral weight

ζ : Pd[x
2] → C by w(ζ)(x2

i ) = ζ(x2
w(i)). Let

Sd[ζ] = {w ∈ Sd |w(ζ) = ζ }.

Define ℓ(w) to be the length of w (i.e. the number of simple transpositions occurring in a reduced

expression of w) and recall the definition of the Bruhat order given in section 4.2.

Lemma 4.3.2. Given λ, µ ∈ P with λ− µ ∈ P≥0(d),

(i) P (M(λ, µ)) = {w(ζλ,µ) |w ∈ Dλ−µ },
(ii) For any ζ ∈ P (M(λ, µ)),

dimM(λ, µ)genζ = 2d−⌊γ0(µ)
2 ⌋|{w ∈ Dλ−µ |w(ζ) = ζ }|.

In particular,

dimM(λ, µ)genζλ,µ
= 2d−⌊ γ0(µ)

2 ⌋∣∣Dλ−µ ∩ Sd[ζλ,µ]
∣∣.

Proof. (i) This follows directly upon applying the Mackey Theorem to the character map.

(ii) Given f ∈ Pd[x
2] and w ∈ Sd, we have the relation

fw = w · w−1(f) +
∑

u<bw

uCufu

where the sum is over u <b w in the Bruhat order, Cu ∈ Cℓ(d), fu ∈ Pd[x] and deg fu < deg f , see

[24, Lemma 14.2.1]. Therefore, if f ∈ Pd[x
2], C ∈ Cℓ(d) and w ∈ Dλ−µ,

f(wC.1λ,µ) = w(ζλ,µ)(f)wC.1λ,µ +
∑

u<bw

uCufu.1λ,µ (4.3.4)

where the sum is over u ∈ Dλ−µ. In particular, wC.1λ−µ ∈ M(λ, µ)genζλ,µ
only if w ∈ Dλ−µ∩Sd[ζλ,µ].

Conversely, if w ∈ Dλ−µ ∩ Sd[ζλ,µ], it is straightforward to see that all u occurring on the right

hand side of (4.3.4) also belong to Dλ−µ ∩ Sd[ζλ,µ]. This gives the result. �

4.4. Unique Simple Quotients. In general, the standard cyclic module M(λ, µ) may not have

a unique simple head. However, in this subsection, we determine sufficient conditions for this to

hold. Throughout this section, keep in mind that q(a) = q(−a− 1) for all a ∈ Z. We follow closely

the strategy in [45]. We begin with some preparatory lemmas.
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Lemma 4.4.1. Let M be an Haff
Cℓ (d)-module, and ζ a weight of M , then there exists v ∈ M(λ, µ)ζ

such that

xi.v =
√
q(ζ(x2

i )) v

for all i = 1, . . . , d.

Proof. Choose 0 6= v0 ∈ Mζ. Recall the definition 4.1.4. We adapt this to our current situation

by setting κi =
√
q(ζ(x2

i )) and S = {i | xiv = −κiv}. Then, v1 := XS.v0 ∈ Mζ is nonzero and

xi.v1 = ±κiv1 for all i. Now, set

v =

(
∏

i∈S

ci

)
v1.

Then, v is nonzero and has the desired properties. �

Therefore, we may define the non-zero subspace

M√
ζ =

{
m ∈Mζ | xi.m =

√
q(ζ(x2

i )) m for i = 1, . . . , d

}
.

We will use the following key lemma repeatedly in this section.

Lemma 4.4.2. Let Y be in RepHaff
Cℓ (d) and v ∈ Y√ζ for some weight ζ. Assume that for some

1 ≤ i < d−1, xi.v =
√
q(a), xi+1 =

√
q(b) where a, b ∈ Z and either q(a) 6= 0 or q(b) 6= 0. Further,

if q(a) = q(b ± 1), assume that

si+1.v = (κ1 + κ2ci+1ci+2).v (4.4.1)

for some constants κ1, κ2 ∈ C, not both 0. Then, v ∈ Haff
Cℓ (d).φi.v.

Proof. First, if q(a) = q(b) 6= 0, then using (3.8.1) and Lemma 14.8.1 of [24] we deduce that

φi.v = 2q(a)v 6= 0,

so the result is trivial. If q(a) 6= q(b± 1), then using (3.8.2) we deduce that

φ2
i .v = (2q(a) − 2q(b) − (q(a) − q(b))2)v 6= 0

and again the result is trivial.

Now, let κ3 = q(a) − q(b) 6= 0, κ4 =
√
q(a) −

√
q(b) 6= 0 and κ5 =

√
q(a) +

√
q(b) > 0. Then,

appealing again to (3.8.1) we have that

φiv = (κ3si − κ4cici+1 + κ5)v

Let c′ and c′′ be two elements of the Clifford algebra. Consider an expression of the form

(1 + c′si+1 − c′′sisi+1)φiv =(κ3si − κ4cici+1 + κ5 + κ3c
′si+1si

− κ4c
′cici+2si+1 + κ5c

′si+1 − κ3c
′′si+1sisi+1

+ κ4c
′′ci+1ci+2sisi+1 − κ5c

′′sisi+1)v.



DEGENERATE AFFINE HECKE-CLIFFORD ALGEBRAS AND TYPE Q LIE SUPERALGEBRAS 23

By (4.4.1), this equals

(κ3si − κ4cici+1 + κ5 + κ3c
′si+1si − κ1κ4c

′cici+2

− κ2κ4c
′cici+1 + κ1κ5c

′ + κ2κ5c
′ci+1ci+2 − κ1κ3c

′′si+1si

− κ2κ3c
′′cici+1si+1si + κ1κ4c

′′ci+1ci+2si − κ2κ4c
′′cici+1si

− κ1κ5c
′′si − κ2κ5c

′′cici+2si)v.

The coefficient of siv is

κ3 + κ1κ4c
′′ci+1ci+2 − κ2κ4c

′′cici+1 − κ1κ5c
′′ − κ2κ5c

′′cici+2.

The coefficient of si+1siv is

κ3c
′ − κ1κ3c

′′ − κ2κ3c
′′cici+1.

In order to make both of these coefficients zero, set c′ = c′′(κ1 + κ2cici+1) and

c′′ = γ(κ1κ5 + κ1κ4ci+1ci+2 − κ2κ4cici+1 − κ2κ5cici+2),

where

γ =
−κ3

(κ2
1 + κ2

2)(κ
2
4 + κ2

5)
.

The coefficient of v is

−κ4cici+1 + κ5 − κ1κ4c
′cici+2 − κ2κ4c

′cici+1 + κ1κ5c
′ + κ2κ5c

′ci+1ci+2

= − κ4cici+1 + κ5 − κ1κ4c
′′(κ1cici+2 + κ2ci+1ci+2) − κ2κ4c

′′(κ1cici+1 − κ2)

+ κ1κ5c
′′(κ1 + κ2cici+1) + κ2κ4c

′′(κ1ci+1ci+2 − κ2cici+2).

This is equal to

κ5 − κ4cici+1 + (−κ1κ2κ4 + κ1κ2κ5)c
′′cici+1 + (−κ2

1κ4 − κ2
2κ5)c

′′cici+2

+ (−κ1κ2κ4 + κ1κ2κ5)c
′′ci+1ci+2 + (κ2

2κ4 + κ2
1κ5)c

′′

=κ5 − κ4cici+1 + (κ1κ2κ5 − κ1κ2κ4)γ(−κ1κ5cicr+p − κ1κ4cici+2 − κ2κ4 − κ2κ5ci+1ci+2)

+ (−κ2
1κ4 − κ2

2κ5)γ(−κ1κ5cici+2 + κ1κ4cici+1 − κ2κ5 + κ2κ4ci+1ci+2)

+ (−κ1κ2κ4 + κ1κ2κ5)γ(−κ1κ5ci+1ci+2 − κ2κ4cici+2 + κ1κ4 + κ2κ5cici+1)

+ (κ2
2κ4 + κ2

1κ5)γ(−κ1κ4ci+1ci+2 + κ2κ4cici+1 − κ1κ5 + κ2κ5cici+2)

=κ5 + δ1cici+1 + δ2ci+1ci+2 + δ3cici+2

for some constants δ1, δ2, δ3 ∈ R.

Thus,

(κ5 − δ1cici+1 − δ2ci+1ci+2 − δ3cici+2)(1 + c′si+1 − c′′sisi+1)φiv

=(κ5 + δ21 + δ22 + δ23)v.

Since δ21 , δ
2
2 , δ

2
3 ∈ R≥0 and κ5 > 0, the result follows. �

Proposition 4.4.3. Assume that λ ∈ P++, µ ∈ P+[λ], and λ− µ ∈ P≥0(d). Then,

M(λ, µ)√
ζλ,µ

= C1λ,µ.
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We begin by proving a special case of the Proposition. Suppose n divides d, and d/n = b− a for

some a, b ∈ Z, b > 0. Let λ = (b, . . . , b) and µ = (a, . . . , a) be weights of q(n). Set Ma,b,n = M(λ, µ),

and set 1a,b,n = 1λ,µ. Let

ζa,b,n = (a, a+ 1, . . . , b− 1, . . . , a, a+ 1, . . . , b− 1)

be a weight for Haff
Cℓ (d) where the sequence a, a+ 1, . . . , b− 1 appears n times.

The first goal is to compute the weight space (Ma,b,n)√
ζa,b,n

.

Set n = d in the definition above so that b = a + 1. The resulting module is the Kato module

K(a, . . . , a) = Ka, where all the x2
i act by q(a) on the vector 1a,b,n.

The following is [24, Lemma 16.3.2, Theorem 16.3.3].

Lemma 4.4.4. (1) If a 6= −1 or 0, the weight space of K(a, . . . , a) corresponding to (a, . . . , a)

with respect to the operators x2
1, . . . , x

2
n has dimension 2n. If a = −1 or 0, then the weight

space of K(a, . . . , a) corresponding to (a, . . . , a) with respect to the operators x1, . . . , xn has

dimension 2⌊
n+1

2 ⌋.

(2) The module K(a, . . . , a) is equal to its generalized weight space for the weight (a, . . . , a).

(3) The module K(a, . . . , a) is simple of type Q if a = 0 and d is odd, and is of type M otherwise.

Set m = d/n. In the set of weights of Ma,b,n, there exists a unique anti-dominant weight ζ◦a,b,n

that is given by

ζ◦a,b,n = (a, . . . , a,︸ ︷︷ ︸
n

a+ 1, . . . , a+ 1,︸ ︷︷ ︸
n

. . . , b− 1, . . . , b− 1︸ ︷︷ ︸
n

).

Take an element τ ∈ Dλ−µ such that τ(ζa,b,n) = ζ◦a,b,n. If a ≥ 0, it is given by τ = ω1 · · ·ωm−1,

where ωp = ρp
n−1ρ

p
n−2 · · · ρp

1,

ρp
k = ξp

k(p+1)−(k−1) · · · ξ
p
(k(p+1)−1)ξ

p
k(p+1),

and, for 1 ≤ r ≤ d− 1, and 1 ≤ p ≤ d− r, ξp
r = sr+p−1 · · · sr+1sr.

If b ≤ 0, then τ = σ(ω1 · · ·ωm−1), where σ is the automorphism of Haff
Cℓ (d). Finally, if a < 0

and b > 0, τ = σ(−a+1)n(ω2 · · ·ω−a)ω−a+1 · · ·ωm−1, where σ−a is the automorphism of Haff
Cℓ (−a) ⊆

Haff
Cℓ (d) embedded on the left.

Lemma 4.4.5. The vector φτ1a,b,n is a cyclic vector of Ma,b,n.

Proof. This follows from iterated applications of lemma 4.4.2. �

The proof of the following lemma is similar to [45, Lemma A.7], substituting Lemmas 4.4.4

and 4.3.2 appropriately into Suzuki’s argument.

Lemma 4.4.6. (Ma,b,n)√ζ◦
a,b,n

⊆ φτCℓ(d)1a,b,n.

Proof. By an argument similar to the proof of [45, Lemma A.7], we deduce that

(Ma,b,n)ζ◦
a,b,n

∼= (Ka)a(n) ⊛ (Ka+1)(a+1)(n) ⊛ · · · ⊛ (Kb−1)(b−1)(n)

if a ≥ 0, and

(Ma,b,n)ζ◦
a,b,n

∼= (K−a−1)(−a−1)(n) ⊛ · · · (K1)1(n) ⊛ (K0)0(2n) ⊛ (K1)1(n) · · · ⊛ (Kb−1)(b−1)(n)
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if a < 0. Here, (Kj)j(n) is the weight space K(j, . . . , j)(j,...,j) of a Kato module. Since

(Ma,b,n)√ζ◦
a,b,n

⊆ (Ma,b,n)ζ◦
a,b,n

,

we deduce that if a ≥ 0

(Ma,b,n)√ζ◦
a,b,n

= (Ka)√
a(n) ⊛ (Ka+1)√(a+1)(n) ⊛ · · · ⊛ (Kb−1)√(b−1)(n) ⊆ Cℓ(d)φτ1a,b,n.

Similarly, if a < 0, (Ma,b,n)√ζ◦
a,b,n

⊆ Cℓ(d)φτ1a,b,n. �

Proposition 4.4.7. For the special standard module defined above, (Ma,b,n)√
ζa,b,n

⊆ Cℓ(d)1a,b,n.

Proof. For i = 1, . . . , d, let i = jm+r where 0 ≤ j < n and 0 < r < m. Take any v ∈ (Ma,b,n)√
ζa,b,n

.

Lemma 4.4.6 implies that φτv = φτz1 for some z ∈ Cℓ(d). Put v0 = v − z1. Then φτv0 = 0. Note

that since r 6= m, φiv0 = 0 since si(ζa,b,n) is not a weight of Ma,b,n.

If r 6= −a, we can solve for siv0 in the equation φi.v0 = 0 to get

si.v0 =

(
κr − κr−1

−2(a+ r)
+
κr + κr−1

−2(a+ r)
cici+1

)
v0

where κr =
√
q(a+ r − 1).

Similarly, if r 6= −a,

si.1a,b,n =

(
κr − κr−1

−2(a+ r)
+
κr + κr−1

−2(a+ r)
cici+1

)
1a,b,n.

If r = −a, then routine calculations from earlier gives that

cici+11a,b,n = −
√
−11a,b,n.

Hence there exists an Haff
Cℓ (d)-homomorphism ψ : Ma,b,n → Ma,b,n such that ψ(1a,b,n) = v0 if

a ≥ 0 or b ≤ 0. If a < 0 < b, then there is an Haff
Cℓ (d)-homomorphism ψ : Ma,b,n → Ma,b,n such

that ψ(1a,b,n) =
∏

0≤j<n(1 +
√
−1cjm−acjm−a+1)v0

Thus by lemma 4.4.6, the kernel of ψ is equal to Ma,b,n. Therefore v0 = 0. Thus v ∈ Cℓ(d)1a,b,n.

�

We now reduce the general case to the special case above. To this end, fix λ ∈ P++, µ ∈ P+[λ],

and λ− µ ∈ P≥0(d). Set di = λi − µi, and let ai = d1 + · · · + di−1 + 1, bi = d1 + · · · + di. Observe

that

ζλ,µ(x2
ai

) = µi and ζλ,µ(x2
bi

) = λi − 1. (4.4.2)

Furthermore, observe that if ai ≤ c ≤ bi,

ζλ,µ(x2
c) = ζλ,µ(x2

bi
) − (bi − c) and ζλ,µ(x2

c) = ζλ,µ(x2
ai

) + (c− ai). (4.4.3)

Since λ ∈ P++ and µ ∈ P+[λ], we can find integers 0 = n′
0 < n′

1 < · · · < n′
r = n, and

0 = n0 < n1 < · · · < ns = n such that

R[λ] = R ∩
∑

i6=n′
0,...,n′

r

Zαi and R[λ] ∩R[µ] = R ∩
∑

i6=n0,...,ns

Zαi.

Let

I ′p = { an′
p−1+1, an′

p−1+1 + 1, . . . , bn′
p
− 1 } (p = 1, . . . , r), I ′ = I ′1 ∪ . . . ∪ I ′r,
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and

Ip = { anp−1+1, anp−1+1 + 1, . . . , bnp
− 1 } (p = 1, . . . , s), I = I1 ∪ . . . ∪ Is.

Then, Sλ−µ ⊆ SI ⊆ SI′ and

SI′/Sλ−µ
∼= Dλ−µ ∩ SI′ and SI/Sλ−µ

∼= Dλ−µ ∩ SI , (cf. §3.4).

Lemma 4.4.8. [45, Lemma A.9] There is a containment of sets Dλ−µ ∩ Sd[ζλ,µ] ⊂ Dλ−µ ∩ SI .

Let v ∈ M(λ, µ)√
ζλ,µ

. For each p ∈ {1, . . . , s}, we can write v =
∑

j x
(p)
j z

(p)
j vj where vj ∈

Φ(λ, µ), {x(p)
j }j are linearly independent elements of C[Dλ−µ ∩ SI−Ip

] and z
(p)
j ∈ C[Dλ−µ ∩ SIp

].

Let Pd[x
2]Ip

= C[x2
i |i ∈ Ip].

Lemma 4.4.9. [45, Lemma A.10] For f ∈ Pd[x
2]Ip

, fz
(p)
k vj = ζλ,µ(f)z

(p)
k vj .

Proof. Observe

0 = (f − ζλ,µ(f))v =
∑

j

x
(p)
j (f − ζλ,µ(f))z

(p)
j 1λ,µ.

Since SIp
⊂ Sd is closed with respect to the Bruhat order we have fz

(p)
j 1λ,µ ∈ C[Dλ−µ∩SIp

]. Since

{x(p)
j }j are linearly independent, each (f − ζλ,µ(f))z

(p)
j 1λ,µ must be 0. �

Proof of Proposition 4.4.3. Let Haff
Cℓ (Ip) be the subalgebra corresponding to Ip. Note that Haff

Cℓ (Ip) ∼=
Haff

Cℓ (|Ip|). First note that Haff
Cℓ (Ip)vj

∼= Ma,b,np−np−1 for some a, b. Thus by Proposition 4.4.7,

z
(p)
k vj ∈ C1λ,µ. Thus, v ∈ C[Dλ−µ ∩ SI−Ip

] for any p. It now follows that v ∈ C1λ,µ.

Theorem 4.4.10. Assume that λ ∈ P++, µ ∈ P+[λ], and λ − µ ∈ P≥0(d). Then M(λ, µ) has a

unique simple quotient module, denoted L(λ, µ).

Proof. Assume N is a submodule of M(λ, µ). If Ngen
ζλ,µ

6= 0, then N√
ζλ,µ

6= 0. By the previous

lemma, N ∩ Cℓ(d)1λ,µ 6= {0}, so 1λ,µ ∈ N because Cℓ(d)1λ,µ is an irreducible Haff
Cℓ (λ− µ)-module.

Hence, N = M(λ, µ). It follows that

N ⊆
⊕

η 6=ζλ,µ

M(λ, µ)genη .

The sum of all proper submodules satisfies this property. Therefore, M(λ, µ) has a unique maximal

proper submodule and a unique simple quotient. �

Let R(λ, µ) denote the unique maximal submodule, and define L(λ, µ) = M(λ, µ)/R(λ, µ).

5. Classification of Calibrated Representations

A representationM of the AHCA is called calibrated if the polynomial subalgebraPd[x] ⊆ Haff
Cℓ (d)

acts semisimply. The main combinatorial object associated to such a representation is the shifted

skew shape. Calibrated representations of the affine Hecke algebra were studied and classified in

[35]. The main combinatorial object in that case were pairs of skew shapes and content functions.

That construction along with [27, Conjecture 52] motivated the construction given here. A proof of a

slightly modified version of that conjecture is given here. Leclerc defined a calibrated representation

to be one in which Pd[x
2] acts semisimply. For example, the module Φ[−1,0] is calibrated in the

sense of [27] but x1, x2 do not act diagonally in any basis.
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5.1. Construction of Calibrated Representations. Let λ = (λ1, . . . , λr) and µ = (µ1, . . . , µr)

be two partitions with λ1 > · · · > λr > 0 and µ1 ≥ · · · ≥ µr such that µi = µi+1 implies µi = 0

and λi ≥ µi for all i. To such data, associate a shifted skew shape of boxes where row i has λi − µi

boxes and the leftmost box occurs in position i. Figure 1 illustrates a skew shape for λ = (5, 2, 1)

and µ = (3, 1, 0).

λ = 0 1 2 3 4

0 1

0

µ = 0 1 2

0

λ/µ = 3 4

1

0

Figure 1. Skew Shape filled with contents

A standard filling of a skew shape λ/µ with a total of d boxes is an insertion of the set {1, . . . , d}
into the boxes of the skew shape such that each box gets exactly one element, each element is used

exactly once and the rows are increasing from left to right and the columns are increasing from

top to bottom. In a shifted shape, λ, all the boxes will lie above one main diagonal running from

northwest to southeast. Each box in this main diagonal will be assigned content 0. The contents of

the other boxes will be constant along the diagonals where the contents of the diagonal northeast of

its immediate neighbor will be one more than the contents of its immediate neighbor. In a shifted

skew shape, λ/µ, the contents are defined as in figure 1.

Given a standard tableaux L for a shifted skew shape λ/µ, let c(Li) be the contents of the box

labeled by i. Thus L gives rise to a d-tuple c(L) = (c(L1), . . . , c(Ld)) called the content reading of

λ/µ with respect to L.

Let λ/µ be a shifted skew shape such that λ/µ has d boxes. Set κi,L =
√
q(c(Li)) and

Yi,L =

√
1 − 1

(κi+1,L − κi,L)2
− 1

(κi+1,L + κi,L)2
.

Now to a skew shape λ/µ, associate a vector space Ĥλ/µ = ⊕LCl(d)vL where L ranges over all

standard tableaux of shape λ/µ and d is the number of boxes in the shifted skew shape. Define

xivL = κi,LvL. Define

sivL =
1

κi+1,L − κi,L
vL +

1

κi+1,L + κi,L
cici+1vL + Yi,LvsiL

where vsiL = 0 if siL is not a standard tableaux.

Proposition 5.1.1. The action of the xi and si given above endow Ĥλ/µ with the structure of a

Haff
Cℓ (d)-module.
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Proof. We have

s2i vL =
1

κi+1,L − κi,L
sivL − 1

κi+1,L + κi,L
cici+1sivL + Yi,LsivsiL

=
1

κi+1,L − κi,L

(
1

κi+1,L − κi,L
vL +

1

κi+1,L + κi,L
cici+1vL + Yi,LvsiL

)

− cici+1

κi+1,L + κi,L

(
1

κi+1,L − κi,L
vL +

1

κi+1,L + κi,L
cici+1vL + Yi,LvsiL

)

+ Yi,L

(
1

κi,L − κi+1,L
vsiL +

1

κi+1,L + κi,L
cici+1vsiL + Yi,LvL

)

=

(
1

(κi+1,L − κi,L)2
+

1

(κi+1,L + κi,L)2
+ Yi,LYi,L

)
vL = vL.

Note that if vsiL = 0, then 1
(κi+1,L−κi,L)2 + 1

(κi+1,L+κi,L)2 = 1.

Next,

sixivL =
κi,L

κi+1,L − κi,L
vL +

κi,L

κi+1,L + κi,L
cici+1vL + Yi,LvsiL.

On the other hand,

xi+1sivL − vL + cici+1vL =
κi+1,L

κi+1,L − κi,L
vL − κi+1,L

κi+1,L + κi,L
cici+1vL + Yi,LvsiL − vL + cici+1vL.

Thus it is easily seen that

sixivL = xi+1sivL − vL + cici+1vL.

We now check the braid relations. To this end, fix j ∈ N and set κi =
√
j + i for i ≥ 0.

L = i i+ 1 i+ 2

Figure 2. Case 1

Case 1: Let L be the standard tableaux given in Figure 2. A calculation gives

sisi+1sivL = si+1sisi+1vL =

„

1

(κ3 − κ2)2(κ2 − κ1)
−

1

(κ2 + κ3)2(κ1 + κ2)

«

vL

+

„

1

(κ2
3 − κ2

2)(κ2 + κ1)
+

1

(κ2
3 − κ2

2)
2(κ2 − κ1)

«

cici+1vL

+

„

1

(κ2
3 − κ2

2)(κ2 − κ1)
+

1

(κ2
3 − κ2

2)
2(κ2 + κ1)

«

ci+1ci+2vL

+

„

1

(κ3 − κ2)2(κ2 + κ1)
−

1

(κ2 + κ3)2(κ2 − κ1)

«

cici+2vL.

L1 =

i+ 2

i i+ 1
L2 =

i+ 1

i i+ 2

Figure 3. Case 2
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Case 2: Let L1 and L2 be the standard tableaux given in Figure 3. A calculation gives

sisi+1sivL1 = si+1sisi+1vL1 =

„

1

(κ3 − κ2)2(κ1 − κ3)
+

1

(κ2 + κ3)2(κ1 + κ3)

«

vL1

+

„

1

(κ2
3 − κ2

2)(κ1 − κ3)
−

1

(κ2
3 − κ2

2)
2(κ1 + κ3)

«

cici+1vL1

+

„

1

(κ2
2 − κ2

3)(κ1 + κ3)
+

1

(κ2
3 − κ2

2)
2(κ1 − κ3)

«

ci+1ci+2vL1

+

„

1

(κ3 − κ2)2(κ1 + κ3)
−

1

(κ2 + κ3)2(κ1 − κ3)

«

cici+2vL1

+

„

Yi+1,L1

(κ3 − κ2)(κ1 − κ2)

«

vL2 +

„

Yi+1,L1

(κ3 − κ2)(κ1 + κ2)

«

cici+1vL2

+

„

Yi+1,L1

(κ1 − κ2)(κ2 + κ3)

«

ci+1ci+2vL2 +

„

Yi+1,L1

(κ2 + κ3)(κ1 + κ2)

«

cici+2vL2 .

sisi+1sivL2 = si+1sisi+1vL2 =

„

1

(κ1 − κ2)2(κ3 − κ1)
+

1

(κ1 + κ2)2(κ1 + κ3)

«

vL2

+

„

1

(κ2
1 − κ2

2)(κ3 − κ1)
−

1

(κ2
1 − κ2

2)
2(κ1 + κ3)

«

cici+1vL2

+

„

−1

(κ2
1 − κ2

2)(κ1 + κ3)
+

1

(κ2
1 − κ2

2)
2(κ3 − κ1)

«

ci+1ci+2vL2

+

„

1

(κ1 − κ2)2(κ1 + κ3)
+

1

(κ1 + κ2)2(κ3 − κ1)

«

cici+2vL2

+

„

Yi+1,L2

(κ3 − κ2)(κ1 − κ2)

«

vL1 +

„

Yi+1,L2

(κ1 − κ2)(κ2 + κ3)

«

cici+1vL1

+

„

Yi+1,L2

(κ3 − κ2)(κ1 + κ2)

«

ci+1ci+2vL1 +

„

Yi+1,L1

(κ2 + κ3)(κ1 + κ2)

«

cici+2vL1 .

L1 =

i

i+ 1

i+ 2

L2 =

i+ 1 i+ 2

i

Figure 4. Case 3

Case 3: Let L1 and L2 be as in figure 4. Then, a calculation analogous to case 2 shows that

sisi+1sivL1 = si+1sisi+2vL1 and sisi+1sivL2 = si+1sisi+2vL2 .

L1 =

i i+ 1

i+ 2
L2 =

i i+ 2

i+ 1
L3 =

i+ 1 i+ 2

i

Figure 5. Case 4
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Case 4: Let L1, L2, and L3 be the standard tableaux given in Figure 4.

sisi+1sivL1 = si+1sisi+1vL1 =

„

1

(κ1 − κ0)2(κ3 − κ1)
+

1

(κ0 + κ1)2(κ1 + κ3)

«

vL1

+

„

1

(κ2
1 − κ2

0)(κ3 − κ1)
−

1

(κ2
1 − κ2

0)(κ1 + κ3)

«

cici+1vL1

+

„

1

(κ2
0 − κ2

1)(κ1 + κ3)
−

1

(κ2
0 − κ2

1)(κ3 − κ1)

«

ci+1ci+2vL1

+

„

1

(κ1 − κ0)2(κ1 + κ3)
−

1

(κ0 + κ1)2(κ3 − κ1)

«

cici+2vL1

+

„

Yi+1,L1

(κ1 − κ0)(κ3 − κ0)

«

vL2 +

„

Yi+1,L1

(κ1 − κ0)(κ0 + κ3)

«

cici+1vL2

+

„

Yi+1,L1

(κ0 + κ1)(κ3 − κ0)

«

ci+1ci+2vL2 +

„

Yi+1,L1

(κ0 + κ1)(κ0 + κ3)

«

cici+2vL2

+

„

Yi+1,L1Yi,L2

κ1 − κ0

«

vL3 +

„

Yi+1,L1Yi,L2

κ0 + κ1

«

ci+1ci+2vL3 .

sisi+1sivL2 = si+1sisi+1vL2 =

„

1

(κ3 − κ0)2(κ1 − κ3)
+

1

(κ0 + κ3)2(κ1 + κ3)
+

Yi,L2Yi,L3

κ1 − κ0

«

vL2

+

„

1

(κ2
3 − κ2

0)(κ1 − κ3)
−

1

(κ2
3 − κ2

0)(κ1 + κ3)

«

cici+1vL2

+

„

−1

(κ2
3 − κ2

0)(κ1 − κ3)
−

1

(κ2
3 − κ2

0)(κ1 − κ3)

«

ci+1ci+2vL2

+

„

1

(κ3 − κ0)2(κ1 + κ3)
−

1

(κ0 + κ3)2(κ1 − κ3)
+

Yi,L2Yi,L3

κ0 + κ1

«

cici+2vL2

+

„

Yi,L2

(κ3 − κ0)(κ1 − κ3)
+

Yi,L2

(κ1 − κ0)(κ0 − κ3)

«

vL3

+

„

−Yi,L2

(κ3 + κ0)(κ1 + κ3)
+

Yi,L2

(κ1 − κ0)(κ0 + κ3)

«

cici+1vL3

+

„

Yi,L2

(κ3 + κ0)(κ1 − κ3)
−

Yi,L2

(κ1 + κ0)(κ0 + κ3)

«

ci+1ci+2vL3

+

„

Yi,L2

(κ3 − κ0)(κ1 + κ3)
+

Yi,L2

(κ1 + κ0)(κ0 − κ3)

«

cici+2vL3

+

„

Yi+1,L2

(κ1 − κ0)(κ3 − κ0)

«

vL1 +

„

Yi+1,L2

(κ1 + κ0)(κ3 − κ0)

«

cici+1vL1

+

„

Yi+1,L2

(κ3 + κ0)(κ1 − κ0)

«

ci+1ci+2vL1 +

„

Yi+1,L2

(κ3 + κ0)(κ1 + κ0)

«

cici+2vL1 .
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sisi+1sivL3 = si+1sisi+1vL3 =

„

1

(κ3 − κ0)2(κ1 − κ0)
+

1

(κ0 + κ3)2(κ0 + κ1)
+

Yi,L2Yi,L3

κ1 − κ3

«

vL3

+

„

1

(κ2
0 − κ2

3)(κ1 − κ0)
−

1

(κ2
0 − κ2

3)(κ0 + κ1)

«

cici+1vL3

+

„

−1

(κ2
0 − κ2

3)(κ0 + κ1)
+

1

(κ2
0 − κ2

3)(κ1 − κ0)

«

ci+1ci+2vL3

+

„

1

(κ3 − κ0)2(κ0 + κ1)
+

1

(κ0 + κ3)2(κ1 − κ0)
+

Yi,L2Yi,L3

κ1 + κ3

«

cici+2vL3

+

„

Yi,L3

(κ0 − κ3)(κ1 − κ0)
+

Yi,L3

(κ1 − κ3)(κ3 − κ0)

«

vL2

+

„

−Yi,L3

(κ3 + κ0)(κ0 + κ1)
+

Yi,L3

(κ1 − κ3)(κ0 + κ3)

«

cici+1vL2

+

„

Yi,L3

(κ3 + κ0)(κ1 − κ0)
−

Yi,L3

(κ1 + κ3)(κ0 + κ3)

«

ci+1ci+2vL2

+

„

Yi,L3

(κ0 − κ3)(κ0 + κ1)
+

Yi,L3

(κ1 + κ3)(κ3 − κ0)

«

cici+2vL2

+

„

Yi,L3Yi+1,L2

κ1 − κ0

«

vL1 +

„

Yi,L3Yi+1,L2

κ1 + κ0

«

cici+1vL1 .

L1 =

i

i+ 1

i+ 2

L2 =

i+ 1

i

i+ 2

L3 =

i

i+ 2

i+ 1

L4 =

i+ 2

i

i+ 1

L5 =

i+ 2

i+ 1

i

L6 =

i+ 1

i+ 2

i

Figure 6. Case 5

Case 5: Let L1, L2, L3, L4, L5, and L6 be given as in Figure 6.
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sisi+1sivL1 = si+1sisi+1vL1 =

„

1

(κ2 − κ0)2(κ4 − κ2)
+

1

(κ2 + κ0)2(κ4 + κ2)
+

Yi,L1Yi,L2

κ4 − κ0

«

vL1

+

„

1

(κ2
2 − κ2

0)(κ4 − κ2)
−

1

(κ2
2 − κ2

0)(κ4 + κ2)

«

cici+1vL1

+

„

−1

(κ2
2 − κ2

0)(κ4 + κ2)
+

1

(κ2
2 − κ2

0)(κ4 − κ2)

«

ci+1ci+2vL1

+

„

1

(κ2 − κ0)2(κ4 + κ2)
+

1

(κ2 + κ0)2(κ4 − κ2)
+

Yi,L1Yi,L2

κ4 + κ0

«

cici+2vL1

+

„

Yi,L1

(κ2 − κ0)(κ4 − κ2)
+

Yi,L1

(κ4 − κ0)(κ0 − κ2)

«

vL2

+

„

−Yi,L1

(κ2 + κ0)(κ4 + κ2)
+

Yi,L1

(κ4 − κ0)(κ0 + κ2)

«

cici+1vL2

+

„

Yi,L1

(κ2 + κ0)(κ4 − κ2)
−

Yi,L1

(κ4 + κ0)(κ0 + κ2)

«

ci+1ci+2vL2

+

„

Yi,L1

(κ2 − κ0)(κ4 + κ2)
+

Yi,L1

(κ4 + κ0)(κ0 − κ2)

«

cici+2vL2

+

„

Yi+1,L1

(κ2 − κ0)(κ4 − κ0)

«

vL3 +

„

Yi+1,L1

(κ2 − κ0)(κ4 + κ0)

«

cici+1vL3

+

„

Yi+1,L1

(κ2 + κ0)(κ4 − κ0)

«

ci+1ci+2vL3 +

„

Yi+1,L1

(κ2 + κ0)(κ4 + κ0)

«

cici+2vL3

+

„

Yi+1,L1)Yi,L3

κ2 − κ0

«

vL6 +

„

Yi+1,L1Yi,L3

κ2 + κ0

«

ci+1ci+2vL6

+

„

(Yi,L1)(Yi+1,L2)

κ4 − κ2

«

vL4 +

„

Yi,L1Yi+1,L2

κ4 + κ2

«

cici+1vL4 + (Yi,L1Yi+1,L2Yi,L4)vL5 .

sisi+1sivL2 = si+1sisi+1vL2 =

„

1

(κ2 − κ0)2(κ4 − κ0)
+

1

(κ2 + κ0)2(κ4 + κ0)
+

Yi,L1Yi,L2

κ4 − κ2

«

vL2

+

„

1

(κ2
0 − κ2

2)(κ4 − κ0)
−

1

(κ2
0 − κ2

2)(κ4 + κ0)

«

cici+1vL2

+

„

−1

(κ2
0 − κ2

2)(κ4 + κ0)
+

1

(κ2
0 − κ2

2)(κ4 − κ0)

«

ci+1ci+2vL2

+

„

1

(κ0 − κ2)2(κ4 + κ0)
+

1

(κ2 + κ0)2(κ4 − κ0)
+

Yi,L1Yi,L2

κ4 + κ2

«

cici+2vL2

+

„

Yi,L2

(κ0 − κ2)(κ4 − κ0)
+

Yi,L2

(κ4 − κ2)(κ2 − κ0)

«

vL1

+

„

−Yi,L2

(κ2 + κ0)(κ4 + κ0)
+

Yi,L2

(κ4 − κ2)(κ0 + κ2)

«

cici+1vL1

+

„

Yi,L2

(κ2 + κ0)(κ4 − κ0)
−

Yi,L2

(κ4 + κ2)(κ0 + κ2)

«

ci+1ci+2vL1

+

„

Yi,L2

(κ0 − κ2)(κ0 + κ4)
+

Yi,L2

(κ4 + κ2)(κ0 − κ2)

«

cici+2vL1

+

„

Yi+1,L2

(κ0 − κ2)(κ4 − κ2)

«

vL4 +

„

Yi+1,L2

(κ0 − κ2)(κ4 + κ2)

«

cici+1vL4

+

„

Yi+1,L2

(κ2 + κ0)(κ4 − κ2)

«

ci+1ci+2vL4 +

„

Yi+1,L2

(κ2 + κ0)(κ4 + κ2)

«

cici+2vL4+

+

„

Yi+1,L1Yi,L4

κ0 − κ2

«

vL5 +

„

Yi+1,L1Yi,L4

κ2 + κ0

«

ci+1ci+2vL5

+

„

Yi,L2Yi+1,L1

κ4 − κ0

«

vL3 +

„

Yi,L2Yi+1,L1

κ4 + κ0

«

cici+1vL3 + (Yi,L2Yi+1,L1Yi,L3) vL6 .
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sisi+1sivL3 = si+1sisi+1vL3 =

„

1

(κ4 − κ0)2(κ2 − κ4)
+

1

(κ4 + κ0)2(κ4 + κ2)
+

Yi,L3Yi,L6

κ2 − κ0

«

vL3

+

„

1

(κ2
4 − κ2

0)(κ2 − κ4)
−

1

(κ2
4 − κ2

0)(κ4 + κ2)

«

cici+1vL3

+

„

−1

(κ2
4 − κ2

0)(κ4 + κ2)
+

1

(κ2
4 − κ2

0)(κ2 − κ4)

«

ci+1ci+2vL3

+

„

1

(κ4 − κ0)2(κ4 + κ2)
+

1

(κ4 + κ0)2(κ2 − κ4)
+

Yi,L3Yi,L6

κ0 + κ2

«

cici+2vL3

+

„

Yi,L3

(κ4 − κ0)(κ2 − κ4)
+

Yi,L3

(κ2 − κ0)(κ0 − κ4)

«

vL6

+

„

−Yi,L3

(κ4 + κ0)(κ4 + κ2)
+

Yi,L3

(κ2 − κ0)(κ0 + κ4)

«

cici+1vL6

+

„

Yi,L3

(κ4 + κ0)(κ2 − κ4)
−

Yi,L3

(κ0 + κ2)(κ0 + κ4)

«

ci+1ci+2vL6

+

„

Yi,L3

(κ4 − κ0)(κ2 + κ4)
+

Yi,L3

(κ0 + κ2)(κ0 − κ4)

«

cici+2vL6

+

„

Yi+1,L3

(κ4 − κ0)(κ2 − κ0)

«

vL1 +

„

Yi+1,L3

(κ4 − κ0)(κ0 + κ2)

«

cici+1vL1

+

„

Yi+1,L3

(κ4 + κ0)(κ2 − κ0)

«

ci+1ci+2vL1 +

„

Yi+1,L3

(κ4 + κ0)(κ0 + κ2)

«

cici+2vL1

+

„

Yi+1,L3Yi,L1

κ4 − κ0

«

vL2 +

„

Yi+1,L3Yi,L1

κ4 + κ0

«

ci+1ci+2vL2

„

Yi,L3Yi+1,L6

κ2 − κ4

«

vL5 +

„

Yi,L3Yi+1,L6

κ4 + κ2

«

cici+1vL5 + (Yi,L3Yi+1,L6Yi,L3)vL4 .

sisi+1sivL4 = si+1sisi+1vL4 =

„

1

(κ4 − κ2)2(κ0 − κ4)
+

1

(κ4 + κ2)2(κ4 + κ0)
+

Yi,L4Yi,L5

κ0 − κ2

«

vL4

+

„

1

(κ2
4 − κ2

2)(κ0 − κ4)
−

1

(κ2
4 − κ2

2)(κ4 + κ0)

«

cici+1vL4

+

„

−1

(κ2
4 − κ2

2)(κ4 + κ0)
+

1

(κ2
4 − κ2

2)(κ0 − κ4)

«

ci+1ci+2vL4

+

„

1

(κ4 − κ2)2(κ4 + κ0)
+

1

(κ4 + κ2)2(κ0 − κ4)
+

Yi,L4Yi,L5

κ0 + κ2

«

cici+2vL4

+

„

Yi,L4

(κ4 − κ2)(κ0 − κ4)
+

Yi,L4

(κ0 − κ2)(κ2 − κ4)

«

vL5

+

„

−Yi,L4

(κ4 + κ2)(κ4 + κ0)
+

Yi,L4

(κ0 − κ2)(κ2 + κ4)

«

cici+1vL5

+

„

Yi,L4

(κ4 + κ2)(κ0 − κ4)
−

Yi,L4

(κ0 + κ2)(κ2 + κ4)

«

ci+1ci+2vL5

„

Yi,L4

(κ4 − κ2)(κ0 + κ4)
+

Yi,L4

(κ0 + κ2)(κ2 − κ4)

«

cici+2vL5

+

„

Yi+1,L4

(κ4 − κ2)(κ0 − κ2)

«

vL2 +

„

Yi+1,L4

(κ4 − κ2)(κ0 + κ2)

«

cici+1vL2

+

„

Yi+1,L4

(κ4 + κ2)(κ0 − κ2)

«

ci+1ci+2vL2 +

„

Yi+1,L4

(κ4 + κ2)(κ0 + κ2)

«

cici+2vL2

+

„

Yi+1,L4Yi,L2

κ4 − κ2

«

vL1 +

„

Yi+1,L4Yi,L2

κ4 + κ2

«

ci+1ci+2vL1

+

„

Yi,L4Yi+1,L5

κ0 − κ4

«

vL6 +

„

Yi,L4Yi+1,L5

κ4 + κ0

«

cici+1vL6 + (Yi,L4Yi+1,L5Yi,L4)vL3 .
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sisi+1sivL5 = si+1sisi+1vL5 =

„

1

(κ4 − κ2)2(κ0 − κ2)
+

1

(κ4 + κ2)2(κ2 + κ0)
+

Yi,L5Yi,L4

κ0 − κ4

«

vL5

+

„

1

(κ2
2 − κ2

4)(κ0 − κ2)
−

1

(κ2
2 − κ2

4)(κ2 + κ0)

«

cici+1vL5

+

„

−1

(κ2
2 − κ2

4)(κ2 + κ0)
+

1

(κ2
2 − κ2

4)(κ0 − κ2)

«

ci+1ci+2vL5

+

„

1

(κ4 − κ2)2(κ2 + κ0)
+

1

(κ4 + κ2)2(κ0 − κ2)
+

Yi,L5Yi,L4

κ0 + κ4

«

cici+2vL5

+

„

Yi,L5

(κ2 − κ4)(κ0 − κ2)
+

Yi,L5

(κ0 − κ4)(κ4 − κ2)

«

vL4

+

„

−Yi,L5

(κ4 + κ2)(κ2 + κ0)
+

Yi,L5

(κ0 − κ4)(κ2 + κ4)

«

cici+1vL4

+

„

Yi,L5

(κ4 + κ2)(κ0 − κ2)
−

Yi,L5

(κ0 + κ4)(κ2 + κ4)

«

ci+1ci+2vL4

+

„

Yi,L5

(κ2 − κ4)(κ0 + κ2)
+

Yi,L5

(κ0 + κ4)(κ4 − κ2)

«

cici+2vL4

+

„

Yi+1,L5

(κ2 − κ4)(κ0 − κ4)

«

vL6 +

„

Yi+1,L5

(κ4 − κ2)(κ0 + κ2)

«

cici+1vL6

+

„

Yi+1,L5

(κ4 + κ2)(κ0 − κ4)

«

ci+1ci+2vL6 +

„

Yi+1,L5

(κ4 + κ2)(κ0 + κ4)

«

cici+2vL6

+

„

(Yi+1,L5)(Yi,L6)

κ2 − κ4

«

vL3 +

„

(Yi+1,L5)(Yi,L6)

κ4 + κ2

«

ci+1ci+2vL3

+

„

(Yi,L5)(Yi+1,L4)

κ0 − κ2

«

vL2 +

„

(Yi,L5)(Yi+1,L4)

κ2 + κ0

«

cici+1vL6 + (Yi,L5Yi+1,L4Yi,L2) vL1 .

sisi+1sivL6 = si+1sisi+1vL6 =

„

1

(κ0 − κ4)2(κ2 − κ0)
+

1

(κ0 + κ4)2(κ2 + κ0)
+

Yi,L6Yi,L3

κ2 − κ4

«

vL6

+

„

1

(κ2
0 − κ2

4)(κ2 − κ0)
−

1

(κ2
0 − κ2

4)(κ2 + κ0)

«

cici+1vL6

+

„

−1

(κ2
0 − κ2

4)(κ2 + κ0)
+

1

(κ2
0 − κ2

4)(κ2 − κ0)

«

ci+1ci+2vL6

+

„

1

(κ0 − κ4)2(κ2 + κ0)
+

1

(κ4 + κ0)2(κ2 − κ0)
+

Yi,L6Yi,L3

κ2 + κ4

«

cici+2vL6

+

„

Yi,L6

(κ0 − κ4)(κ2 − κ0)
+

Yi,L6

(κ2 − κ4)(κ4 − κ0)

«

vL3

+

„

−Yi,L6

(κ4 + κ0)(κ2 + κ0)
+

Yi,L6

(κ2 − κ4)(κ0 + κ4)

«

cici+1vL3

+

„

Yi,L6

(κ0 + κ4)(κ2 − κ0)
−

Yi,L6

(κ2 + κ4)(κ0 + κ4)

«

ci+1ci+2vL3

+

„

Yi,L6

(κ0 − κ4)(κ0 + κ2)
+

Yi,L6

(κ2 + κ4)(κ4 − κ0)

«

cici+2vL3

+

„

Yi+1,L6

(κ0 − κ4)(κ2 − κ4)

«

vL5 +

„

Yi+1,L6

(κ0 − κ4)(κ2 + κ4)

«

cici+1vL5

+

„

Yi+1,L6

(κ0 + κ4)(κ2 − κ4)

«

ci+1ci+2vL5 +

„

Yi+1,L6

(κ0 + κ4)(κ2 + κ4)

«

cici+2vL5

+

„

Yi+1,L6Yi,L5

κ0 − κ4

«

vL4 +

„

Yi+1,L6Yi,L5

κ0 + κ4

«

ci+1ci+2vL4

„

Yi,L6Yi+1,L3

κ2 − κ0

«

vL1 +

„

(Yi,L6)(Yi+1,L3)

κ2 + κ0

«

cici+1vL1 + (Yi,L6Yi+1,L3Yi,L6) vL2 .
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L =
i i+ 1

i+ 2

Figure 7. Case 6

Case 6: Let L be as in Figure 7. Then

sisi+1sivL = si+1sisi+1vL =
1√
2
(−cici+1vL + cici+2vL).

�

Now define an A(d)-module Hλ/µ to be
∑

w∈Sn
φwL(c(L)) where L is a fixed standard filling

of the shifted skew shape λ/µ and L(c(L)) = L(c(L1)) ⊛ · · · ⊛ L(c(Ld)) is an irreducible A(d)

submodule of Cl(d)vL introduced in section 3.5.

Proposition 5.1.2. The A(d)-module Hλ/µ is a Haff
Cℓ (d)-module.

Proof. Let cvL ∈ Hλ/µ. Then (φi−si(x
2
i −x2

i+1))cvL ∈ Hλ/µ. Note that φicvL = sicφivL = ksicvsiL

where sic = sicsi denotes the Clifford element twisted by si. This element is in Hλ/µ because the

twisting of the Clifford element c by si is compatible with the permutation of the zero eigenvalues

of the x′js by si. Thus si(x
2
i − x2

i+1)cvL = k′sicvL ∈ Hλ/µ. Since by construction (x2
i − x2

i+1)vL 6= 0

by construction, sicvL ∈ Hλ/µ. �

Theorem 5.1.3. For each shifted skew shape λ/µ, Hλ/µ is an irreducible Haff
Cℓ (d)-module. Every

irreducible, calibrated Haff
Cℓ (d)-module is isomorphic to exactly one such Hλ/µ.

Proof. First to show that H(λ,µ) is irreducible. Let L be a standard tableaux of shape λ/µ. Let N

be a non-zero submodule of Hλ/µ and let v = ΣQCQvQ ∈ N be non-zero where CQ ∈ Cl(d). Let L

be a standard tableaux such that YL 6= 0. If P 6= L then there exists an i such that xivP 6= xivL.

Suppose YP 6= 0. Then
xi−κi,P

κi,L−κi,P
v no longer has a vP term but still has a vL term. This element is

also in N. Iterating this process it is clear that vL ∈ N. The set of tableaux is identified with an

interval of Sn under the Bruhat order. The minimal element is the column reading C. Thus there

exists a chain C < si1C < · · · < sip
· · · si1C = L. Therefore τi1 · · · τip

vL = κvC for some non-zero

complex number κ. This implies vC ∈ N. Now let Q be an arbitrary standard tableaux of λ/µ.

There is a chain C < sj1C < · · · < sjp
· · · sj1C = Q. Then τjp

· · · τj1vC = κ′vQ for some non-zero

complex number κ′. Thus vQ ∈ N so N = Hλ/µ.

It is clear by looking at the eigenvalues that if λ/µ 6= λ′/µ′, then Hλ/µ 6= Hλ′/µ′

.

Next to show that the weight of a calibrated module M is obtained by reading the contents of a

shifted skew shape via a standard filling. That is, if (t1, . . . , td) be such a weight, then it is necessary

to show that it is equal to (c(L1), . . . , c(Ld)) for some standard tableaux L. It will be shown that

if ti = tj for some i < j, then there exists k, l such that i < k < l < j such that tk = ti ± 1 and

tl = ti ∓ 1 unless ti = tj = 0 in which case there is a k with i < k < j such that tk = 1.

Let j > i be such that tj = ti and j − i is minimal, let mt ∈ M be anonzero vector of weight

t = (t1, . . . , td), and let ̺i =
√
q(ti). The proof will be by induction on j − i.
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Case 1: Suppose j − i = 1.

First the case that ti = 0. If ti = 0, then ti+1 = 0 by assumption and then xisimt = −mt −
cici+1mt. It is clear that −mt − cici+1mt 6= 0. Otherwise, mt = −cici+1mt which implies after

multiplying both sides by cici+1 that mt = −mt giving mt = 0. Thus x2
i simt = 0 but xisimt 6= 0.

Similarly, x2
i+1simt = 0, but xi+1simt 6= 0. Clearly (xj −̺j)simt = 0 for j 6= i, i+1. Thus if ti = 0,

then simt ∈Mgen
t , but not in Mtcontradicting the assumption that M is calibrated.

Now assume ti 6= 0. Then, simt − 1
2ti
cici+1mt ∈Mgen

t but not in Mt. To see this, calculate:

xi(simt −
1

2̺i
cici+1mt) = tisimt −

1

2
cici+1mt −mt.

This implies (xi − ̺i)(simt − 1
2̺i
cici+1mt) = −mt 6= 0 and (xi − ̺i)

2(simt − 1
2̺i
cici+1mt) = 0.

Similarly, (xi+1 − ̺i+1)(simt − 1
2̺i
cici+1mt) = mt 6= 0 and (xi+1 − ̺i+1)

2(simt − 1
2̺i
cici+1mt) = 0.

If j 6= i, i+ 1, then (xj − ̺j)(simt − 1
2̺i
cici+1mt) = 0. Thus simt − 1

2̺i
cici+1mt ∈Mgen

t but not in

Mt verifying case 1.

Case 2: Suppose j − i = 2.

Since mt is a weight vector, the vector

msit = φimt = (̺i − ̺i+1)simt − (̺i − ̺i+1)cici+1mt + (̺i + ̺i+1)mt

is a weight vector of weight t′ = sit. Then t′i+1 = t′i+2. By case 1, this is impossible so msit = 0.

Note that ̺i +̺i+1 6= 0. If it did, then msit = 0 which would imply cici+1mt = 0 which would imply

mt = 0. Thus, simt = mt

̺i+1−̺i
+ cici+1mt

̺i+1+̺i
. Since s2imt = mt, it follows that mt = (2(̺i+̺i+1)

(̺i−̺i+1)2 )mt.

This implies 2(̺i + ̺i+1) = (̺i − ̺i+1)
2. The solutions of this equation are

̺i+1 ∈ {±
√

(ti + 1)(ti + 2),±
√

(ti − 1)(ti)}.

Since it is assumed that the positive square root is taken, there are only two subcases to investigate.

For the first subcase, assume ̺i+1 =
√
q(ti + 1). A routine calculation gives

sisi+1simt =
−simt

(̺i − ̺i+1)2
+
cici+2simt

̺i+1 − ̺i
+
ci+1ci+2simt

̺i − ̺i+1
− cici+1simt

(̺i + ̺i+1)2
.

From this it follows that the coefficient of mt is 1
(̺i−̺i+1)3

+ 1
(̺i+̺i+1)3 . Similarly, from

si+1sisi+1mt =
−si+1mt

(̺i − ̺i+1)2
+
cici+2si+1mt

̺i − ̺i+1
+
cici+1si+1mt

̺i+1 − ̺i
− ci+1ci+2si+1mt

(̺i + ̺i+1)2

it follows that the coefficient of mt is −1
(̺i−̺i+1)3 + −1

(̺i+̺i+1)3
. Therefore (̺i−̺i+1)

3+(̺i+̺i+1)
3 = 0.

Recalling that ̺i+1 =
√
q(ti + 1) in this subcase, it is clear that ti = ti+2 = 0 and ti+1 = 1. The

other subcase is similar.

Now for the induction step. Assume j − i > 2. If tj−1 6= tj ± 1, then the vector φj−1mt is a

non-zero weight vector of weight t′ = sj−1t by [24, Lemma 14.8.1]. Since t′i = ti = tj = t′j−1, the

induction hypothesis may be applied to conclude that there exists k and l with i < k < l < j − 1

such that t′k = tj ±1 and t′l = tj ∓1. (In the case ti = tj = 0, then there exists t′k = 1.) This implies

tk = tj ± 1 and tl = tj ∓ 1. (In the case ti = tj = 0, there exists tk = 1.) Similarly, if ti+1 6= ti ± 1,

consider φimt and proceed by induction. Otherwise, ti+1 = ti ± 1 and tj−1 = ti ± 1. Since i and j

are chosen such that ti = tj and j − i is minimal, ti+1 6= tj−1. This then gives the conclusion. (If

ti = tj = 0, then ti+1 = 1 or tj−1 = 1.
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Suppose M is an irreducible, calibrated Haff
Cℓ (d)-module such that mt is a weight vector with

weight t = (t1, . . . , td) such that ti+1 = ti ± 1. Then φimt = 0. This follows exactly as in step 5 of

[35, Theorem 4.1].

Finally, let mt be a non-zero weight vector of an irreducible, calibrated module M. By the above,

t = (c(L1), . . . , c(Ld)) for L some standard tableaux of shifted skew shape λ/µ. The rest of the proof

follows as in step 6 of [35, Theorem 4.1]. Choose a word w = sip
· · · si1 such that w applied to the

column reading tableaux of λ/µ gives the tableaux L. Then mC = φi1 · · ·φip
mt is non-zero. Now

to any other standard tableaux Q of λ/µ there is a non-zero weight vector obtained by applying

a sequence of intertwiners to mC . By the above, φimQ = 0 if siQ is not standard. Thus the span

of vectors {mQ} over all the standard tableaux of shape λ/µ is a submodule of M. Since M is

irreducible, this span must be the entire module. Thus there is an isomorphism M ∼= Hλ/µ defined

by sending φwmC to φwvC . �

Corollary 5.1.4. Let λ/µ be a shifted skew shape. Then, L(λ, µ) ∼= Hλ/µ.

Proof. Let T be the standard tableaux obtained by filling in the numbers 1, . . . , d along rows

from top to bottom and left to right. Note that if si ∈ Sλ−µ, then vsiT = 0 because siT is not

standard. By Frobenius reciprocity, it follows that there exists a surjective Haff
Cℓ (d)-homomorphism

f : M(λ, µ) → Hλ/µ given by f(1λ−µ) = vT . �

Furthermore, by construction we have the following result. Note that this agrees with Leclerc’s

conjectural formula for the calibrated simple modules of Haff
Cℓ (d) [27, Proposition 51].

Corollary 5.1.5. Let λ/µ be a shifted skew shape. Then,

chL(λ, µ) =
∑

L

[c(L1), . . . , c(Ld)] ,

where the sum is over all standard fillings of the shape λ/µ.

6. The Lie Superalgebras gl(n|n) and q(n)

6.1. The Algebras. Let I = {−n, . . . ,−1, 1, . . . , n}, and I+ = {1, . . . , n}. Let V = Cn|n be

the 2n-dimensional vector superspace with standard basis {vi}i∈I . The standard basis for the

superalgebra End(V ) is the set of matrix units {Eij}i,j∈I , and the Z2-grading for End(V ) and V

are given by

p(vk) = 0̄, p(v−k) = 1̄, and p(Eij) = p(vi) + p(vj)

for k ∈ I+ and i, j ∈ I.

Let C =
∑

i,j∈I+(E−i,j − Ei,−j), and let Q(V ) ⊂ End(V ) be the supercentralizer of C. Then,

Q(V ) has basis given by elements

eij = Eij + E−i,−j , and fij = E−i,j + Ei,−j i, j ∈ I+.

When Q(V ) and End(V ) are viewed as Lie superalgebras relative to the superbracket:

[x, y] = xy − (−1)p(x)p(y)yx,

for homogeneous x, y ∈ End(V ), we denote them q(n) and gl(n|n) respectively.
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We end this section by introducing important elements of gl(n|n) that will be needed later. Set

ēij = Eij − E−i,−j , and f̄ij = E−i,j − Ei,−j , i, j ∈ I+. (6.1.1)

6.2. Root Data, Category O, and Verma Modules. Fix the triangular decomposition

q(n) = n− ⊕ h ⊕ n+,

where n+
0̄

(resp. n−
0̄

) is the subalgebra spanned by the eij for 1 ≤ i < j ≤ n (resp. i > j), h0̄ is

spanned by the eii, 1 ≤ i ≤ n, n+
1̄

(resp. n−
1̄

) is the subalgebra spanned by the fij for 1 ≤ i < j ≤ n

(resp. i > j) and h1̄ is spanned by the fii, 1 ≤ i ≤ n. Let b+ = h ⊕ n+ and let b− = h ⊕ n−.

The isomorphism q(n)0̄ → gl(n), eij 7→ Eij , identifies h0̄ with the standard torus for gl(n). Let

εi ∈ h∗0̄ denote the ith coordinate function. For i 6= j, define αij = εi−εj, and fix the choice of simple

roots ∆ = {αi = αi,i+1|1 ≤ i < n}. The corresponding root system is R = {αij |1 ≤ i 6= j ≤ n},
and the positive roots are R+ = {αij |1 ≤ i < j ≤ n}. The root lattice is Q =

∑n−1
i=1 Zαi and weight

lattice P =
∑n

i=1 Zεi. We can, and will, identify P = Zn, and Q = {λ ∈ P |λ1 + · · · + λn = 0}.
Define the sets of weights P+, P++, P+

rat, P
+
poly and P≥0 as in §4.2. We call these sets dominant,

dominant-typical, rational, polynomial, and positive, respectively. Finally, let P++
rat = P+

rat ∩ P++,

and P++
poly = P+

poly ∩ P++.

To begin, let O := O(q(n)) denote the category of all finitely generated q(n)-supermodules M

that are locally finite dimensional over b and satisfy

M =
⊕

λ∈P

Mλ

where Mλ = { v ∈M | h.v = λ(h)v for all h ∈ h0̄ } is the λ-weight space of M .

We now define two classes of Verma modules. To this end, given λ ∈ P , let Cλ be the 1-

dimensional h0̄-module associated to the weight λ. Let θλ : h1̄ → C be given by θλ(k) = λ([k, k])

for all k ∈ h1̄. Let h′1̄ = ker θ. Let U(h) = U(h)/i, where i is the left ideal of U(h) generated

by { h − λ(h) | h ∈ h0̄ } ∪ h′1̄. Recall, γ0(λ) = |{ i | λi = 0 }|. Since U(h) is isomorphic to a

Clifford algebra of rank n − γ0(λ), we can define the U(h)-modules C(λ) and E(λ) where C(λ) is

the regular representation of the resulting Clifford algebra and E(λ) is its unique irreducible quo-

tient. Both C(λ) and E(λ) become modules for U(h) via inflation through the canonical projection

U(h) → U(h). Note that as a U(h)-module, C(λ) ∼= Ind
U(h)
U(h0̄+h′

1̄
) Cλ. Extend C(λ) and E(λ) to

representations of U(b+) by inflation, and define the Big Verma M̂(λ) and Little Verma M(λ) by

M̂(λ) = Ind
U(q(n))

U(b+) C(λ) and M(λ) = Ind
U(q(n))

U(b+) E(λ).

The following lemma is obtained from the standard decomposition of the Clifford algebra into

irreducible modules:

Lemma 6.2.1. We have M̂(λ) ∼= M(λ)⊕2⌊
n−γ0(λ)

2
⌋

.

It is known that M(λ) has a unique irreducible quotient L(λ) (see, for example, [15]). Moreover,

it is known L(λ) is finite dimensional if, and only if, λ ∈ P+
rat (see [32]).

The following lemma seems standard, but we cannot find it stated in the literature. See [15,

Corollary 7.1, 11.6] for related statements. If M is a U(q)-module, then recall that a vector m ∈M

is called primitive if n+v = 0.
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Lemma 6.2.2. Let λ ∈ P , and assume that for some α ∈ R+, there exists r > 0 such that

sαλ = λ− rα. Then, there exists an injective homomorphism

M(sαλ) →M(λ).

Proof. Let α = αij , and let vλ ∈ M(λ)λ be an odd primitive vector. Then, direct calculation

verifies that

vλ−rα := (er−1
ji (rfji − eji(fii − fjj)).vλ

is a primitive vector of weight λ− rα (see, for example [15, Corollary 7.1]). This implies that there

is an injective U(b+)-homomorphism

E(sαλ) → U(h).vλ−rα.

Indeed, clearly every vector in U(h).vλ−rα has weight λ−rα. Moreover, if N ∈ U(n+) andH ∈ U(h),

then [N,H ] ∈ U(n+), so

N.(H.vλ−rα) = (HN + [N,H ]).vλ−rα = 0.

The result follows because, by our choice of primitive vector, a standard argument using the fil-

tration of U(q(n)) by total degree and a calculation in U(q(2) shows that U(b−).vλ−rα is a free

U(n−)-module. �

6.3. The Shapovalov Form. The Shapovalov map for q(n) was constructed in [15]. We review

this construction briefly.

Let D be the category ofQ− = −Q+-graded q(n)-modules with degree 0 with respect to this grad-

ing. We regard the big and little Verma’s as objects in this category by declaring degM(λ)λ−ν = −ν
for all ν ∈ Q+. Let C be the category of left h-modules.

Let Ψ0 : D → C be the functor Ψ0(N) = N0 (i.e. the degree 0 component). The functor Ψ0

has a left adjoint Ind : C → D given by IndA = Ind
q(n)
b+ A, where we regard the h-module A as a

b+-module by inflation. The functor Ψ0 also has an exact right adjoint Coind (see [15, Proposition

4.3]).

As in [15], let Θ(A) : IndA → CoindA be the morphism corresponding to the identity map

idA : A → A. This induces a morphism of functors Θ : Ind → Coind. The main property we will

use is

Theorem 6.3.1. [15, Proposition 4.4] We have kerΘ(A) is the maximal graded submodule of IndA

which avoids A.

Define the Shapovalov map S := Θ(U(h)) : Ind(U(h)) → Coind(U(h)). Given an object A in

C, proposition 4.3 of [15] shows there is a canonical isomorphism IndA ∼= IndU(h) ⊗U(h) A and

CoindA ∼= CoindU(h) ⊗U(h) A. In this way, we may identify Θ(A) with Θ(U(h)) ⊗U(h) idA. It

follows that the map Θ(A) is completely determined by the Shapovalov map.

In order to describe S in more detail, we introduce some auxiliary data. Let ς : U(q(n)) →
U(q(n)) be the antiautomorphism defined by ς(x) = −x for all x ∈ q(n) and extended to U(q(n))

by the rule ς(xy) = (−1)p(x)p(y)ς(y)ς(x) for x, y ∈ U(q(n)). Also, define the Harish-Chandra

projection HC : U(q(n)) → U(h) along the decomposition

U(q(n)) = U(h) ⊕ (U(q(n))n+ + n−U(q(n))).
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Now, we may naturally identify IndU(h) ∼= U(b−) as (b−, h)-bimodules. The Q−-grading on

U(b−) is given by

U(b−)−ν = { x ∈ U(b−) | [h, x] = −ν(h)x for all h ∈ h0̄ } (6.3.1)

for all ν ∈ Q+.

To describe CoindU(h), let D+ be the category of Q+ graded submodules and Ind+ be the

left adjoint to the functor Ψ+
0 : C → D+. We may naturally identify Ind+ U(h) ∼= U(b+) as

(b+, h)-bimodules and U(b+) has a Q+-grading analogous to (6.3.1). Now, let U(h)ς be the (h, h)-

bimodule obtained by twisting the action of h with ς. That is, h.x = (−1)p(h)p(x)ς(h)x and x.h =

(−1)p(h)p(x)xς(h) for all x ∈ U(h)ς and h ∈ h. Then, there is a natural identification of CoindU(h)

with the graded dual of U(b+) as (Ug,Uh) -bimodules:

CoindU(h) ∼= U(b+)# :=
⊕

ν∈Q+

HomC(U(b+)ν ,U(h)ς),

see [15, Proposition 4.3(iii)]. Observe that U(b+)# has aQ− grading given by U(b+)#−ν = HomC(U(b+)ν ,U(h)ς).

Using these identifications, we realize the Shapovalov map via the formula:

S(x)(y) = (−1)p(x)p(y)HC(ς(y)x),

for x ∈ U(q(n)) and y ∈ U(q(n)), [15, §4.2.4, Claim 3].

The Shapovalov map is homogeneous of degree 0. Therefore, S =
∑

ν∈Q+ Sν , where Sν :

U(b−)−ν → U(b+)#−ν is given by restriction.

For our purposes, it is more convenient to introduce a bilinear form

(·, ·)S : U(q(n)) ⊗ U(q(n)) → U(h)

with the property that Rad(·, ·)S = kerS. To do this we introduce the (non-super) transpose

antiautomorphism τ : U(q(n)) → U(q(n)) given by τ(x) = xt if x ∈ q(n) and extend to U(q(n)) by

τ(xy) = τ(y)τ(x). Note that this is the “naive” antiautomorphism introduced in [15]. Define (·, ·)S

by

(u, v)S = (−1)p(u)p(v)S(v)(ςτ(u)) = HC(τ(u)v)

for all u, v ∈ U(q(n)).

Proposition 6.3.2. The radical of the form may be identified as: Rad(·, ·)S = kerS.

Proof. Assume u ∈ kerS and v ∈ U(b−). Then, τ(v) ∈ U(b+) and

(τς(v), u)S = (−1)p(u)p(v)S(u)(ςττς(v)) = (−1)p(u)p(v)S(u)(v) = 0,

showing that u ∈ Rad(·, ·)S .

Conversely, assume u ∈ Rad(·, ·)S and v ∈ U(b+). Then, τς(v) ∈ U(b−) and

0 = (τς(v), u)S = (−1)p(u)p(v)S(u)(ςττς(v)) = (−1)p(u)p(v)S(u)(v).

Hence, u ∈ KerS. �

Remark 6.3.3. We have already defined τ to be an antiautomorphism of the AHCA. We will show

the compatibility of the two anti-automorphisms in Proposition 7.4.2.
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7. A Lie-Theoretic construction of Haff
Cℓ (d)

Let X be a q(n)-supermodule. In this section we construct a homomorphism of superalgebras

Haff
Cℓ (d) → Endq(n)(X ⊗ V ⊗d)

along the lines of Arakawa and Suzuki, [1]. The main difficulty is the lack of an even invariant

bilinear form, and consequently, a lack of a suitable Casimir element in q(n)⊗2. However, we find

inspiration for a suitable substitute in Olshanski’s work in the quantum setting [30].

7.1. Lie Bialgebra structures on q(n). We begin by reviewing the construction of a Manin

triple for q(n) from [30] (see also [12]). A Manin triple (p, p1, p2) consists of a Lie superalgebra p, a

nondegenerate even invariant bilinear symmetric form B and two subalgebras p1 and p2 which are

B-isotropic transversal subspaces of p. Then, B defines a nondegenerate pairing between p1 and

p2.

Define a cobracket ∆ : p1 → p⊗2
1 by dualizing the bracket p⊗2

2 → p2:

B⊗2(∆(X), Y1 ⊗ Y2) = B(X, [Y1, Y2]), (X ∈ p1).

Then, the pair (p1,∆) is called a Lie (super)bialgebra.

Choose a basis {Xα} for p1 and a basis {Yα} for p2 such that B(Xα, Yβ) = δαβ , and set s =
∑

αXα ⊗ Yα. Then, it turns out that s satisfies the classical Yang-Baxter equation

[s12, s13] + [s12, s23] + [s13, s23] = 0

and ∆(X) = [1 ⊗X +X ⊗ 1, s], for X ∈ p1.

7.2. The Super Casimir. Note that when p = g is a simple Lie algebra, p1 = b+, p2 = b− are the

positive and negative Borel subalgebras and B is the trace form, s becomes the classical r-matrix,

which we will denote r12. We can repeat this construction with the roles of p1 and p2 reversed and

obtain another classical r-matrix which we denote r21. Then, the Casimir is simply Ω = r12 + r21,

see [1] §1.2.

In [30], Olshanski constructs such an element s for p = gl(n|n), p1 = q(n) and some fixed choice

of p2 analogous to a positive Borel. We will review this construction to obtain an element which we

will call s+, then replace p2 with an analogue of a negative Borel to obtain another element called

s−. Then, we show that the element Ω = s+ + s− performs the role of the Casimir in our setting.

Definition 7.2.1. Let p = gl(n|n), B(x, y) = str(xy) (where str(Eij) = δijsgn(i) for i, j ∈ I), and

p1 = q(n).

(1) Let

p+
2 =

∑

i∈I+

C(Eii − E−i,−i) +
∑

i,j∈I,
i<j

CEij .

Then the corresponding element s+ is given by

s+ =
1

2

∑

i∈I+

eii ⊗ ēii +
∑

i,j∈I+

i>j

eij ⊗ Eji −
∑

i,j∈I+

i<j

eij ⊗ E−j,−i −
∑

i,j∈I+

fij ⊗ E−j,i.
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(2) Let

p−2 =
∑

i∈I+

C(Eii − E−i,−i) +
∑

i,j∈I,
i>j

CEij .

Then, the corresponding element s− is given by

s− =
1

2

∑

i∈I+

eii ⊗ ēii −
∑

i,j∈I+

i>j

eij ⊗ E−j,−i +
∑

i,j∈I+

i<j

eij ⊗ Ej,i +
∑

i,j∈I+

fij ⊗ Ej,−i.

We now define our substitute Casimir:

Ω = s+ + s− =
∑

i,j∈I+

eij ⊗ ēji −
∑

i,j∈I+

fij ⊗ f̄ji ∈ Q(V ) ⊗ End(V ), (7.2.1)

where ēij and f̄ij are given in (6.1.1).

7.3. Classical Sergeev Duality. We now need to recall Sergeev’s duality between S(d) and q(n).

Recall the matrix C =
∑

i∈I+ f̄ii from the previous section, and define the superpermutation

operator

S =
∑

i,j∈I

sgn(j)Eij ⊗ Eji ∈ End(V )⊗2,

where sgn(j) is the sign of j. Let πi : End(V ) → End(V )⊗d be given by πi(x) = 1⊗i−1 ⊗ x⊗ 1⊗d−i

for all x ∈ End(V ) and i = 1, . . . , d; similarly, define πij : End(V )⊗2 → End(V )⊗d by πij(x ⊗ y) =

1⊗i−1 ⊗ x⊗ 1⊗j−i−1 ⊗ y ⊗ 1⊗d−j. Set Ci = πi(C) and, for 1 ≤ i < j ≤ d, set Sij = πij(S). Then,

Theorem 7.3.1. [41, Theorem 3] The map which sends ci 7→ Ci and si 7→ Si,i+1 is an isomorphism

of superalgebras

S(d) → Endq(n)(V
⊗d).

7.4. Haff
Cℓ (d)-action. Let M be a q(n)-supermodule. In this section we construct an action of

Haff
Cℓ (d) on M ⊗ V ⊗d that commutes with the action of q(n). To this end, extend the map πi from

§7.3 to a map πi : End(V ) → End(V )⊗d+1 so that πi(x) = 1⊗i ⊗ x ⊗ 1⊗d−i for x ∈ End(V ) and

i = 0, . . . , d (i.e. add a 0th tensor place); similarly, extend πij .

Define Ci and Sij as in §7.3. Define

Ωij = πij(Ω) 0 ≤ i < j ≤ d

and set Xi = Ω0i +
∑

1≤j<i(1 − CjCi)Sji.

Theorem 7.4.1. Let M be a q(n)-supermodule. Then, the map which sends ci 7→ Ci, si 7→ Si,i+1

and xi 7→ Xi defines a homomorphism

Haff
Cℓ (d) → Endq(n)(M ⊗ V ⊗d).

Proof. It is clear from Theorem 7.3.1 that the Ci and Si,i+1 form a copy of the Sergeev algebra

S(d) inside Endq(n)(M ⊗ V ⊗d) via the obvious embedding Endq(n)(V
⊗d) →֒ Endq(n)(M ⊗ V ⊗d),

A 7→ idM ⊗ A. Moreover, for i = 1, . . . , d, Xi ∈ End(M ⊗ V ⊗d), since Xi ∈ Q(n) ⊗ End(V )⊗d.

Therefore it is enough to check the following properties:

(a) The Xi satisfy the mixed relations (3.1.4) and (3.1.5),

(b) XiXj −XjXi = 0, and
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(c) the Xi commute with the action of q(n) on M ⊗ V ⊗d.

First, we check that Ω(1 ⊗C) = −(1 ⊗C)Ω. To do this, a calculation shows that Cēji = −ēji and

Cf̄ji = f̄jiC. Hence,

(1 ⊗ C)(eij ⊗ ēji) = −(eij ⊗ ēji)(1 ⊗ C)

and

(1 ⊗ C)(fij ⊗ f̄ji) = (−1)p(fij)p(C)(fij ⊗ Cf̄ji)

= (−1)p(f̄ji)p(C)(fij ⊗ f̄jiC)

= (−1)p(f̄ji)p(C)+p(1)p(f̄ji)(fij ⊗ f̄ji)(1 ⊗ C),

so the result follows since p(1) = 0̄. Next, it is easy to see that SiΩ0iSi = Ωi+1 using (2.0.1).

Therefore, (a) follows from the definition of Xi. It is now easy to show that, for i < j, (b) is

equivalent to

Ω0iΩ0j − Ω0jΩ0i = (Ω0j − Ω0i)Sij + (Ω0j + Ω0i)CiCjSij .

This equality is then a direct calculation. Finally, to verify (c), it is enough to show that for any

X ∈ q(n),

[1 ⊗X +X ⊗ 1,Ω] = 0.

This is another routine calculation using (2.0.1). �

Now, recall the “naive” antiautomorphism τ : U(q(n)) → U(q(n)). This extends to an anti-

automorphism of U(gl(n|n)). Extend τ to an antiautomorphism of U(gl(n|n))⊗2 by τ(x ⊗ y) =

(−1)p(x)τ(x) ⊗ τ(y). By induction, extend τ to an antiautomorphism of U(gl(n|n))⊗k by τ(x1 ⊗
· · · ⊗ xk) = (−1)p(x1)τ(x1) ⊗ τ(x2 ⊗ · · · ⊗ xk). A direct check verifies the following result.

Proposition 7.4.2. We have that τ(Ci) = −Ci, τ(Si,i+1) = Si,i+1 and τ(Xi) = Xi for all admis-

sible i’s. In particular, the antiautomorphism τ⊗d+1 : U(gl(n|n))⊗d+1 → U(gl(n|n))⊗d+1 coincides

with the antiautomorphism τ : Haff
Cℓ (d) → Haff

Cℓ (d).

7.5. The Functor Fλ. In the previous section, we showed that there is a homomorphism from

Haff
Cℓ (d) to Endq(n)(M⊗V ⊗d). Since the action of Haff

Cℓ (d) on M ⊗V ⊗d commutes with the action of

q(n), it preserves both primitive vectors and weight spaces. By primitive vector we mean an element

of M ⊗ V ⊗d which is annihilated by the subalgebra n+ given by the triangular decomposition of

q(n) as in Section 6.2. Therefore, given a weight λ ∈ P (M ⊗ V ⊗d) we have an action of Haff
Cℓ (d) on

FλM :=
{
m ∈M ⊗ V ⊗d | n+.m = 0 and m ∈

(
M ⊗ V ⊗d

)
λ

}
(7.5.1)

In the case when λ ∈ P++ we can provide alternative descriptions of the functor Fλ. First

we recall the following key result of Penkov [32]. Given a weight λ ∈ P , we write χλ for the

central character defined by the simple q(n)-module of highest weight λ. Then, there is a block

decomposition

O(q(n)) =
⊕

χ
λ

O(q(n))[λ] (7.5.2)
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where the sum is over all central characters χλ and O(q(n))[λ] = O(q(n))[χλ] denotes the block

determined by the central character χλ. Given N in O(q(n)), let N [χγ ] = N [γ] denote the projection

of N onto the direct summand which lies in O(q(n))[χγ ]

The question then becomes to describe when χλ = χµ for λ, µ ∈ P . This is answered in the case

when λ is typical by the following result of Penkov [32]. Recall that the symmetric group acts on

P by permuation of coordinates.

Proposition 7.5.1. Let λ ∈ P++ be a typical weight and let µ ∈ P . Then χλ = χµ if and only if

µ = w(λ) for some w ∈ Sn.

For short we call a weight λ ∈ P atypical if it is not typical. By the description of the blocks

O(q(n))[λ], if L(µ) is an object of O(q(n))[λ] then λ is typical if and only if µ is typical (c.f. [34,

Proposition 1.1] and the remarks which follow it). We then have the following preparatory lemma.

Lemma 7.5.2. Let λ, γ ∈ P . Then the following statements hold:

(i) Assume γ is atypical and λ is typical. If N is an object of O[γ], then Nλ = (n−N)λ.

(ii) Assume λ, γ ∈ P++ are typical and dominant and λ 6= γ. If N is an object of O[γ], then

Nλ = (n−N)λ.

Proof. By [3, Lemma 4.5], every object O(q(n)) has a finite Jordan-Hölder series. The proof of (i)

is by induction on the length of a composition series of N. The base case is when N has length

one (ie. N ∼= L(ν) is a simple module). This case immediately follows from the fact that in order

for Nλ to be nontrivial it must be that λ < ν. But then it follows from the assumption that ν is

atypical (since L(ν) is an object of O[γ]) while λ is typical. Now consider a composition series

0 = N0 ⊂ N1 ⊂ · · · ⊂ Nt = N.

Let v ∈ Nλ so that v + Nt−1 ∈ Nt/Nt−1 is nonzero. Since Nt/Nt−1 is a simple module in O[γ],

by the base case there exists a w ∈ Nt = N and y ∈ n− so that yw + Nt−1 = v + Nt−1. Thus,

v − yw ∈ Nt−1 and is of weight λ. By the inductive assumption, there exists w′ ∈ Nt−1 ⊂ N and

y′ ∈ n− such that y′w′ = v − yw. That is, v = yw + y′w′ ∈ n−N. This proves the desired result.

Now, (ii) follows by a similar argument by induction on the length of a composition series. If N

is simple and Nλ 6= 0, then λ is not the highest weight of N (as γ is the unique dominant highest

weight among the simple modules in O[γ] by Proposition 7.5.1). From this it immediately follows

that Nλ = (n−N)λ. Now proceed by induction as in the previous paragraph. �

Lemma 7.5.3. Let λ ∈ P++ be typical and dominant, and let M ∈ O. Then

Fλ (M) ∼=
(
(M ⊗ V ⊗d)[λ]

)

λ

∼=
[
M ⊗ V ⊗d/n−(M ⊗ V ⊗d)

]
λ

as Haff
Cℓ (d)-modules.

Proof. It should first be remarked that since the action of Haff
Cℓ (d) commutes with the action of

q(n), the action of Haff
Cℓ (d) on M ⊗V ⊗d induces an action on each of the vector spaces given in the

theorem.

Now, by Proposition 7.5.1 and the assumption that λ is dominant, it follows that for any module

N ∈ O[λ], Nν 6= 0 only if ν ≤ λ in the dominance order. Thus any vector of weight λ in M ⊗ V ⊗d
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is necessarily a primitive vector. On the other hand, if there is a primitive vector of weight λ in

M ⊗ V ⊗d, then it must lie in the image of a nonzero homomorphism M(λ) → M ⊗ V ⊗d. But as

M(λ) is an object in O[λ], it follows that the primitive vector lies in
(
(M ⊗ V ⊗d)[λ]

)
λ
. Thus, there

exists a canonical projection map

Fλ (M) →
(
(M ⊗ V ⊗d)[λ]

)

λ

and this map is necessarily a vector space isomorphism. The fact that it is a Haff
Cℓ (d)-module

homomorphism follows from the fact that the action of Haff
Cℓ (d) on both vector spaces is induced by

the action of Haff
Cℓ (d) on M ⊗ V ⊗d.

Now consider the block decomposition

M ⊗ V ⊗d = ⊕χγ
(M ⊗ V ⊗d)[χγ ],

where the direct sum runs over dominant γ ∈ h∗0̄ so that different χγ are different central characters

of U(g). This then induces the vector space direct sum decomposition

(M ⊗ V ⊗d)/n−(M ⊗ V ⊗d) = ⊕χγ
(M ⊗ V ⊗d)[χγ ]/n−(M ⊗ V ⊗d)[χγ ],

where (M ⊗ V ⊗d)[χγ ] denotes the direct summand of M ⊗ V ⊗d which lies in the block O[γ].

By the previous lemma, if γ is atypical or if γ is typical and γ 6= λ, then

[
(M ⊗ V ⊗d)[χγ ])/n−(M ⊗ V ⊗d)[χγ ])

]

λ
= 0.

Therefore,

[
(M ⊗ V ⊗d)/n−(M ⊗ V ⊗d)

]
λ

=
[
(M ⊗ V ⊗d)[χλ]/n−(M ⊗ V ⊗d)[χλ]

]

λ
. (7.5.3)

Finally, if N is an object of O[λ], then Nµ 6= 0 only if µ ≤ λ in the dominance order. Thus weight

considerations imply
[
n−(M ⊗ V ⊗d)[χλ])

]
λ

= 0 which, in turn, implies that canonical projection

(
(M ⊗ V ⊗d)[λ]

)

λ
→
[
M ⊗ V ⊗d/n−(M ⊗ V ⊗d)

]
λ

is a vector space isomorphism. That is its a Haff
Cℓ (d)-module homomorphism follows from the fact

that in both cases the action is induced from the Haff
Cℓ (d) action on M ⊗ V ⊗d. �

Corollary 7.5.4. If λ ∈ P++ is dominant and typical, then the functor Fλ : O → Haff
Cℓ (d)-mod is

exact.

Proof. This follows immediately from the first alternative description of Fλ in the above theorem

as it is the composition of the exact functors − ⊗ V ⊗d, projection onto the direct summand lying

in the block O[λ], and projection onto the λ weight space. �

In what follows when λ is dominant and typical we use whichever description of Fλ given in

lemma 7.5.3 is most convenient.
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7.6. Image of the Functor. We can now describe the image of Verma modules under the functor.

Lemma 7.6.1. Let M(µ) be a Verma module in O and let λ ∈ P++ be a dominant and typical

weight. The natural inclusion

E(µ) ⊗ (V ⊗d)λ−µ →֒ (M(µ) ⊗ V ⊗d)λ

induces an isomorphism of S(d)-modules E(µ)⊗(V ⊗d)λ−µ
∼= Fλ(M(µ)). In particular, Fλ(M(µ)) =

0 unless λ− µ ∈ P≥0(d).

Proof. This is proved exactly as in [1, Lemma 3.3.2], except now the highest weight space of M(µ)

is E(µ). Namely, by the tensor identity and the PBW theorem,

M(µ) ⊗ V ⊗d ∼= U(g) ⊗U(b)

(
E(µ) ⊗ V ⊗d

) ∼= U(n−) ⊗ E(µ) ⊗ V ⊗d, (7.6.1)

where the first isomorphism is as g-modules and the second is as h0̄-modules. Thus the canonical

projection map induces the isomorphism of h0̄-modules given by

1 ⊗ E(µ) ⊗ V ⊗d ∼= M(µ) ⊗ V ⊗d/n− (M(µ) ⊗ V ⊗d
)
.

Taking λ weight spaces on both sides yields the vector space isomorphism

1 ⊗ E(µ) ⊗
(
V ⊗d

)
λ−µ

∼=
[
M(µ) ⊗ V ⊗d/n− (M(µ) ⊗ V ⊗d

)]
λ
.

Now, the composition of the natural inclusion E(µ) ⊗ (V ⊗d)λ−µ →֒ (M(µ) ⊗ V ⊗d)λ with (7.6.1),

and the isomorphism above implies that

E(µ) ⊗
(
V ⊗d

)
λ−µ

∼= 1 ⊗ E(µ) ⊗
(
V ⊗d

)
λ−µ

∼=
[
M(µ) ⊗ V ⊗d/n− (M(µ) ⊗ V ⊗d

)]
λ

= Fλ (M(µ)) ,

That it is an isomorphism of S(d)-modules follows from the fact that in each case the action of

S(d) is via the action induced from the action of S(d) on M(µ) ⊗ V ⊗d. �

Corollary 7.6.2. Let λ ∈ P++ be a dominant and typical weight and let µ ∈ P with λ−µ ∈ P≥0(d).

Set di = λi − µi for i = 1, . . . , n.

(i) Let M(µ) be the little Verma module of highest weight µ. Then,

dimFλ(M(µ)) = 2d+⌊(n−γ0(µ)+1)/2⌋ d!

d1! · · · dn!
.

(ii) Let M̂(µ) be the big Verma module of highest weight µ. Then,

dimFλ(M̂(µ)) = 2d+n−γ0(µ) d!

d1! · · · dn!
.

Proof. We have dimE(µ) = 2⌊(n−γ0(µ)+1)/2⌋. For each εi (i = 1, . . . , n), dimVεi
= 2. A combinato-

rial count shows that

dim
(
V ⊗d

)
λ−µ

=
d!

d1! · · · dn!
2d.

The statement of (i) then follows by Lemma 7.6.1. The statement of (ii) follows from (i) and

Lemma 6.2.1. �



DEGENERATE AFFINE HECKE-CLIFFORD ALGEBRAS AND TYPE Q LIE SUPERALGEBRAS 47

Fix λ, µ ∈ P such that λ− µ ∈ P≥0(d), and let di = λi − µi. Let {ui, uī}i=1,...,n be the standard

basis for V , let vµ ∈ E(µ), and let uλ−µ = u⊗d1

1 ⊗ · · · ⊗ u⊗dn
n ∈ (V ⊗d)λ−µ. Finally, let

mk =

k∑

i=1

dk,

and define Fk = π0(fkk) (see Section 7.4).

Lemma 7.6.3. Let vµ ∈ M(µ)µ be a primitive vector of weight µ, and let u = uλ−µ = u⊗d1
1 ⊗

· · ·u⊗dn
n . For each 1 ≤ k ≤ n and mk−1 < i ≤ mk,

Xi.vµ ⊗ uλ−µ ≡



µk + i−mk−1 − 1 −
∑

mk−1<l<i

ClCi − FkCi



 vµ ⊗ uλ−µ

modulo n−(M(µ) ⊗ V ⊗d). As a consequence,

X2
i vµ ⊗ uλ−µ ≡ (µk + i−mk−1 − 1)(µk + i−mk−1)vµ ⊗ uλ−µ,

again modulo n−(M(µ) ⊗ V ⊗d).

Proof. We first do some preliminary calculations. Let 1 ≤ j < k ≤ n be fixed, let mk−1 ≤ i ≤ mk

be fixed, and consider the vector

vµ ⊗ u⊗d1
1 ⊗ · · · ⊗ u⊗a

k ⊗ uj ⊗ u⊗b
k ⊗ · · · ⊗ u⊗dn

n ,

where the uj is the ith tensor and a+ b+ 1 = dk (i.e. among the uk’s, the one in the ith position,

recalling that vµ is in the zeroth position, is replaced with uj). For short, let us write u =

u⊗d1
1 ⊗ · · ·u⊗dn

n and û = u⊗d1
1 ⊗ · · · ⊗ u⊗a

k ⊗ uj ⊗ u⊗b
k ⊗ · · · ⊗ u⊗dn

n . Then,

ekj(vµ ⊗ û) = (ekjvµ) ⊗ û

+

dj∑

r=1

vµ ⊗ u⊗d1
1 ⊗ · · · ⊗ u⊗r−1

j ⊗ uk ⊗ u
⊗dj−r
j ⊗ · · · ⊗ u⊗a

k ⊗ uj ⊗ u⊗b
k ⊗ · · · ⊗ u⊗dn

n + vµ ⊗ u

= (ekjvµ) ⊗ û+

dj∑

r=1

Smj−1+r,i(vµ ⊗ u) + vµ ⊗ u.

Similarly, if we write ǔ = Ciû = u⊗d1
1 ⊗ · · · ⊗ u⊗a

k ⊗ v−j ⊗ v⊗b
k ⊗ · · · ⊗ v⊗dn

n , then

fkj(vµ ⊗ ǔ) = (fkjvµ) ⊗ ǔ+ (−1)p(vµ) ×

×
dj∑

r=1

vµ ⊗ u⊗d1
1 ⊗ · · · ⊗ u⊗r−1

j ⊗ u−k ⊗ u
⊗dj−r
j ⊗ · · · ⊗ u⊗a

k ⊗ u−j ⊗ u⊗b
k ⊗ · · · ⊗ u⊗dn

n

+(−1)p(vµ)vµ ⊗ u

= (fkjvµ) ⊗ ǔ+ (−1)p(vµ)

dj∑

r=1

Cmj−1+aCiSmj−1+r,i(vµ ⊗ u) + (−1)p(vµ)vµ ⊗ u.

We can now consider the first statement of the lemma. Throughout, we write ≡ for congruence

modulo the subspace n−(M(µ) ⊗ V ⊗d). Let 1 ≤ k ≤ n be fixed so that mk−1 < i ≤ mk (ie. there
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is a uk in the ith position of vµ ⊗ u). Using that vµ is a primitive vector and the equalities given

above, we deduce that

Xi (vµ ⊗ uλ−µ) =
n

X

ℓ,j=1

eℓjvµ ⊗ u
⊗d1
1 ⊗ · · · ⊗ u

⊗i−mk−1−1

k ⊗ ējℓuk ⊗ u
⊗mk−i

k ⊗ · · · ⊗ u
⊗dn
n

−(−1)p(vµ)
n

X

ℓ,j=1

fℓjvµ ⊗ u
⊗d1
1 ⊗ · · · ⊗ u

⊗i−mk−1−1

k ⊗ f̄jℓuk ⊗ u
⊗mk−i

k ⊗ · · · ⊗ u
⊗dn
n

+
X

ℓ<i

(1 − CℓCi)Sℓi(vµ ⊗ u)

=
X

j≤k

ekjvµ ⊗ u
⊗d1
1 ⊗ · · · ⊗ u

⊗i−mk−1−1

k ⊗ uj ⊗ u
⊗mk−i

k ⊗ · · · ⊗ u
⊗dn
n

−(−1)p(vµ)
X

j≤k

fkjvµ ⊗ u
⊗d1
1 ⊗ · · · ⊗ u

⊗i−mk−1−1

k ⊗ u−j ⊗ u
⊗mk−i

k ⊗ · · · ⊗ u
⊗dn
n

+
X

ℓ<i

(1 − CℓCi)Sℓi(vµ ⊗ u)

≡ −
X

j<k

2

4

dj
X

a=1

Smj−1+a,i(vµ ⊗ u) + vµ ⊗ u

3

5

+
X

j<k

2

4

dj
X

a=1

Cmj−1+aCiSmj−1+a,i(vµ ⊗ u) + vµ ⊗ u

3

5

+µkvµ ⊗ u − Ci ((fkkvµ) ⊗ u) +
X

ℓ<i

(1 − CℓCi)Sℓi(vµ ⊗ u)

= −
X

l≤mk−1

Sl,ivµ ⊗ u − (k − 1)vµ ⊗ u +
X

l≤mk−1

ClCiSl,ivµ ⊗ u + (k − 1)vµ ⊗ u

+µkvµ ⊗ u − Ci ((fkkvµ) ⊗ u) +
X

ℓ<i

(1 − CℓCi)Sℓi(vµ ⊗ u)

= µkvµ ⊗ uλ−µ + Ci((fkkvµ) ⊗ uλ−µ) +
X

mk−1<ℓ<i

(1 − CℓCi)Sl,i(vµ ⊗ u)

=

0

@µk + i − mk−1 − 1 −
X

mk−1<ℓ<i

CℓCiSl,i

1

A (vµ ⊗ uλ−µ) + Ci((fkkvµ) ⊗ u)

=

0

@µk + i − mk−1 − 1 −
X

mk−1<ℓ<i

CℓCi − FkCi

1

A (vµ ⊗ u).

Note the last equality makes use of the fact that Sl,ivµ ⊗ u = vµ ⊗ u for mk−1 < l < i and that as

(odd) linear maps FkCi = −CiFk.

Now we consider the second statement of the lemma. Using the previous calculation, the fact that

Xi and the C’s satisfy relation (3.1.4) of the degenerate AHCA, and the fact that fkkvµ ∈ M(µ)µ

is again a primitive vector of weight µ,



DEGENERATE AFFINE HECKE-CLIFFORD ALGEBRAS AND TYPE Q LIE SUPERALGEBRAS 49

X2
i (vµ ⊗ uλ−µ) ≡ Xi



µk + i−mk−1 − 1 −
∑

mk−1<ℓ<i

CℓCi − FkCi



 (vµ ⊗ uλ−µ)

=



µk + i−mk−1 − 1 +
∑

mk−1<ℓ<i

CℓCi



Xi(vµ ⊗ u) − CiXi((fkkvµ) ⊗ uλ−µ)

≡



µk + i−mk−1 − 1 +
∑

mk−1<ℓ<i

CℓCi



×

×



µk + i−mk−1 − 1 −
∑

mk−1<ℓ<i

CℓCi − FkCi



 (vµ ⊗ uλ−µ)

−Ci



µk + i−mk−1 − 1 −
∑

mk−1<ℓ<i

CℓCi − FkCi



 ((fkkvµ) ⊗ uλ−µ)

=



µk + i−mk−1 − 1 +
∑

mk−1<ℓ<i

CℓCi







µk + i−mk−1 − 1 −
∑

mk−1<ℓ<i

CℓCi



 vλ ⊗ u

+CiFkCi((fkkvµ) ⊗ u)

=


(µk + i−mk−1 − 1)2 −




∑

mk−1<ℓ<i

CℓCi




2

 vµ ⊗ u+ (f2

kkvµ) ⊗ u

=
(
(µk + i−mk−1 − 1)2 + (µk + i−mk−1 − 1)

)
vµ ⊗ u.

The last equality follows from the fact that in the Clifford algebra



∑

mk−1<ℓ<i

CℓCi




2

=
∑

mk−1<ℓ<i

(CℓCi)
2 =

∑

mk−1<ℓ<i

−1 = −(i−mk−1 + 1)

and that, in q(n), f2
kk = ekk. �

Corollary 7.6.4. Let λ ∈ P++ be a dominant typical weight, let µ ∈ P , and let M(µ) be a

Verma module in O(q(n)). Then for i = 1, . . . , d the element x2
i acts on Fλ(M(µ)) with generalized

eigenvalues of the form q(a) for various a ∈ Z. Hence, Fλ(M(µ)) is integral.

As a consequence of the previous corollary we see that for λ ∈ P++ we have that Fλ (L(µ)) is

integral for any simple module L(µ) in O and, therefore,

Fλ : O(q(n)) → RepHaff
Cℓ (d).

Proposition 7.6.5. Let λ ∈ P++ and µ ∈ λ− P≥0(d). Then, Fλ(M̂(µ)) ∼= M̂(λ, µ).

Proof. Let v+ ∈ Cµ be a nonzero vector in the 1-dimensional h0̄-module Cµ, let vµ = 1⊗v+ ∈ C(µ)0̄

be its image and let uλ−µ be as in the prevous lemma. Then vµ⊗uλ−µ is a cyclic vector for Fλ(M̂(µ))

as a Haff
Cℓ (d)-module.

Recall the cyclic vector 1̂λ,µ ∈ M̂(λ, µ). For δ1, . . . , δn ∈ {0, 1}, let ϕδ1
1 · · ·ϕδn

n 1̂λ,µ = 1⊗ ϕδ1
1 1̂⊗

· · · ⊗ ϕδn
n 1̂, cf. (4.3.3).
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Note that w.(vµ⊗uλ−µ) = vµ⊗uλ−µ for all w ∈ Sλ−µ. Comparing Lemma 7.6.3 and Proposition

4.1.1, we deduce that, by Frobenious reciprocity, there exists a surjective Haff
Cℓ (d)-homomorphism

M̂(λ, µ) → Fλ(M̂(µ)) sending ϕδ1
1 · · ·ϕδn

n 1̂λ,µ 7→ F δ1
1 · · ·F δn

n vµ⊗uλ−µ. That this is an isomorphism

follows by comparing dimensions using Lemmas 4.3.1 and 7.6.2. �

Corollary 7.6.6. We have

FλM(µ) ∼= M(λ, µ)⊕2̟(µ)

where

̟(µ) =





⌊n+1

2 ⌋ if γ0(µ) is even,

⌊n
2 ⌋ if γ0(µ) is odd.

.

Proof. Using the additivity of the functor Fλ, the previous proposition, and Lemmas 6.2.1 and 4.3.1

we obtain FλM(µ) = 2n−⌊ γ0(µ)+1
2 ⌋−⌊n−γ0(µ)

2 ⌋M(λ, µ). It is just left to observe that

n− ⌊γ0(µ) + 1

2
⌋ − ⌊n− γ0(µ) + 1

2
⌋ = ̟(µ).

�

Lemma 7.6.7. Assume that λ ∈ P++, µ ∈ P+[λ], λ − µ ∈ P≥0(d), and α ∈ R+[λ]. Then,

M(λ, µ) ∼= M(λ, sαµ).

Proof. By Lemma 6.2.2, there exists an injective homomorphism M(sαµ) → M(µ). Since ̟(µ) =

̟(sαµ), there exists an injective homomorphism

M(λ, sαµ)̟(µ) = FλM(sαµ) → FλM(µ) = M(λ, µ)̟(µ).

Since dimM(λ, sαµ) = dimM(λ, µ) and by Theorem 4.4.10 M(λ, µ) is indecomposible, it follows

that this map is an isomorphism. �

Theorem 7.6.8. Assume λ ∈ P++ and µ ∈ λ − P≥0(d). Then, M(λ, µ) has a unique maximal

submodule R(λ, µ) and unique irreducible quotient L(λ, µ).

Proof. There exists w ∈ Sd[λ] such that wµ ∈ P+[λ]. By Lemma 7.6.7, M(λ,wµ) ∼= M(λ, µ). By

Theorem 4.4.10, M(λ,wµ) has a unique maximal submodule and unique irreducible quotient, so

the result follows. �

Given µ ∈ P , the Shapovalov form on M(µ) induces a non-degenerate q(n)-contravariant form

on L(µ), which we will denote (·, ·)µ. In turn we have a non-degenerate q(n)-contravariant form

on L(µ) ⊗ V ⊗d given by (·, ·)µ ⊗ (·, ·)⊗d
ε1

. Observe that different weight spaces are orthogonal with

respect to this form and different blocks of O(q(n)) given by central characters are also orthogonal.

Therefore, when λ ∈ P++ is dominant and typical it follows that the bilinear form restricts to a form

on (L(µ) ⊗ V ⊗d)
[λ]
λ = Fλ(L(µ)), which is non-degenerate whenever it is nonzero. By Proposition

7.4.2, this form is Haff
Cℓ (d)-contravariant.

Similarly, Proposition 7.4.2 implies that the Shapovalov form on M̂(µ) induces an Haff
Cℓ (d)-

contravariant form on M̂(λ, µ). Now, if λ ∈ P++ and µ ∈ λ − P≥0(d), then by Theorem 7.6.8,

M̂(λ, µ) posesses a unique submodule R̂(λ, µ) which is maximal among those which avoid the

generalized ζλ,µ weight space. Indeed,

R̂(λ, µ) = R(λ, µ)⊕2n−⌊
γ0(µ)+1

2
⌋

.
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Proposition 7.6.9. Assume that λ ∈ P++, µ ∈ λ − P≥0(d), and M̂(λ, µ) possesses a nonzero

contravariant form (·, ·). Let R denote the radical of this form. Then,

R ⊇ R̂(λ, µ).

Proof. First, recall that M̂(λ, µ) is cyclically generated by 1̂λ,µ ∈ M̂(λ, µ)ζλ,µ
. Now, assume v ∈

R̂(λ, µ) and v′ ∈ M̂(λ, µ). Then, v′ = X.1̂λ,µ for some X ∈ Haff
Cℓ (d). Moreover, τ(X).v ∈ R̂(λ, µ).

Applying Lemma 3.7.1 and the definition of R̂(λ, µ) we deduce that

(v′, v) = (X.1̂λ,µ, v) = (1̂λ,µ, τ(X).v) = 0.

Hence, v ∈ R. �

Corollary 7.6.10. Given λ ∈ P++ and µ ∈ λ− P≥0(d),

R = R(λ, µ)⊕k ⊕M(λ, µ)⊕2n−⌊
γ0(µ)+1

2
⌋−k

for some 0 ≤ k ≤ 2n−⌊ γ0(µ)+1
2 ⌋.

Theorem 7.6.11. Assume λ ∈ P++, and µ ∈ λ− P≥0(d). If FλL(µ) is nonzero, then

FλL(µ) ∼= L(λ, µ)⊕ℓ

for some 0 < ℓ ≤ ̟(µ).

Proof. Let L̂(µ) = L(µ)⊕2⌊
n−γ0(µ)+1

2
⌋

, so that L̂(µ) = M̂(µ)/R̂(µ) where R̂(µ) is the radical of the

Shapovalov form on M̂(µ). Applying the functor, we see that

FλL̂(µ) = M̂(λ, µ)/FλR̂(µ).

Now, FλR̂(µ) = R. Hence, Corollary 7.6.10 and a calculation similar to Corollary 7.6.6 gives the

result. �

Proposition 7.6.12. [24, Proposition 18.18.1] Any finite dimensional irreducible Haff
Cℓ (d)-module

is a composition factor of M(λ, λ− ε) for some λ ∈ P++.

Theorem 7.6.13. Any finite dimensional simple module for Haff
Cℓ (d) is isomorphic L(λ, µ) for some

µ ∈ (λ− ε) −Q+.

Proof. The functor Fλ transforms the compostition series for M(λ− ε) into the compostition series

for M(λ, λ − ε). It is now just left to observe that if L(µ) is a composition factor for M(λ − ε),

then µ ∈ (λ− ε) −Q+. �

7.7. Calibrated Representations Revisited.

Theorem 7.7.1. If λ, µ ∈ P+
poly satisfy λ − µ ∈ P≥0(d), then Fλ(L(µ)) 6= 0 and hence one has a

simple module L(λ, µ).

Proof. The formal character of L(µ) when µ ∈ P+
poly is given by the Q-Schur function Qµ (c.f. [41]).

There is a nondegenerate bilinear form, (·, ·)P+
poly

on the subring of symmetric functions spanned

by Schur’s Q-functions given by

(Qλ, Qµ)P+
poly

= Homq(n) (L(λ), L(µ)) .
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Furthermore, the basis Qµ (µ ∈ P+
poly) is an orthogonal basis. Within this subring are the skew

Q-Schur functions Qλ/µ. We refer the reader to [43, 28] for details.

Under the hypotheses of the theorem, λ/µ is a skew shape. Moreover, FλL(µ) = 0 implies that

0 = Homq(n)

(
L(λ), L(µ) ⊗ V ⊗d

)
=

⊕

ν∈P+
poly(d)

Hom(L(λ), L(µ) ⊗ L(ν))⊕Nν . (7.7.1)

The second equality follows from Sergeev duality which implies that as a q(n)-module

V ⊗d =
⊕

ν∈P+
poly

(d)

L(ν)⊕Nν ,

where Nν is the dimension of the Specht module of S(d) corresponding to ν [42].

In terms of the bilinear form on symmetric functions, (7.7.1) implies

0 = (Qλ, QµQν) (7.7.2)

for all ν ∈ P+
poly(d). In fact (7.7.2) holds for all ν ∈ P+

poly since different graded summands of the

symmetric function ring are orthogonal. However,

(Qλ, QµQν) =
(
Q⊥

µQλ, Qν

)
= 2ℓ(µ)

(
Qλ/µ, Qν

)
,

where Q⊥
µ denotes the adjoint of Qµ with respect to the form and the second equality follows from

Q⊥
µQλ = 2−ℓ(µ)Qλ/µ (cf. [28, II.8]). Thus, (7.7.1) implies that

(Qλ/µ, Qν) = 0

for all ν ∈ P+
poly. But the Q-functions form an orthogonal basis for this subring. This implies

Qλ/µ = 0, which is not true. Hence, FλL(µ) 6= 0. �

Arguing as in section 7 of [45] using Sergeev duality [41, 42] we obtain the following result.

Corollary 7.7.2. Let λ, µ ∈ P+
poly such that λ − µ ∈ P≥0(d). Then the group character of

L(λ, µ) ↓S(d) is a power of 2 multiple of the skew Q-Schur function Qλ/µ.

8. A Classification of Simple Modules

In [6, 24], it was shown that the Grothendieck group of finite dimensional integral representations

of Haff
Cℓ (d) is a module for the Kostant-Tits Z-form of the Kac-Moody Lie algebra b∞. Indeed, let

n∞ be a maximal nilpotent subalgebra of b∞, and let U∗
Z(n∞) be the minimal admissible lattice

inside the universal envelope of n∞. This lattice is spanned by Lusztig’s dual canonical basis,

Theorem 8.0.3. [24, Theorem 20.5.2] There is an isomorphism of graded Hopf algebras

U∗
Z(n+

∞) ∼=
⊕

d≥0

K(RepHaff
Cℓ (d)).

and,

Theorem 8.0.4. [24, Theorem 21.0.4] The set B(∞) of isomorphism classes of simple Haff
Cℓ (d)-

modules, for all d, can be given the structure of a crystal (in the sense of Kashiwara). Moreover,

this crystal is isomorphic to Kashiwara’s crystal associated to the crystal base of UQ(n∞).
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8.1. Quantum Groups and Shuffle Algebras. Let br be the simple finite dimensional Lie

algebra of type Br over C, and Uq(br) the associated quantum group with Chevalley generators

ei, fi (i = 0, . . . , r − 1) corresponding to the labeling of the Dynkin diagram:

c

0

< c

1

c

2

c

3
· · · c

r − 2

c

r − 1

Fix a triangular decomposition br = n+
r ⊕ hr ⊕ n−

r . Let ∆ be the root system of br relative to

this decomposition, ∆+ the positive roots, and Π = {β0, . . . , βr−1} the simple roots. Let Q be the

root lattice and Q+ =
∑r−1

i=0 Z≥0βi. Finally, let (·, ·) denote the trace form on h∗. The Cartan

matrix of br is then A = (aij)
r−1
i,j=0, where

aij =
2(βi, βj)

(βi, βi)
, di =

(βi, βi)

2
∈ {1, 2}.

Let qi = qdi . To avoid confusion with notation we will use later, we adopt the following non-standard

notation for q-integers and q-binomial coefficients:

(k)i =
qk
i − q−k

i

qi − q−1
i

.

The algebra Uq = Uq(n
+
r ) is naturally Q+-graded by assigning to ei the degree βi. Let |u| be the

Q+-degree of a homogeneous element u ∈ Uq(n
+
b ).

There exist q-derivations e′i, i = 0, . . . , r − 1 given by

e′i(ej) = δij and e′i(uv) = e′i(u)v + q(βi,|u|)ue′i(v)

for all homogeneous u, v ∈ U+
q .

Now, let F be the free associative algebra over Q(q) generated by the set of letters {[0], . . . , [r−1]}.
Write [i1, . . . , ik] := [i1] · [i2] · · · [ik], and let [] denote the empty word. The algebra F is Q+ graded

by assigning the degree βi to [i] (as before, let |f | denote the Q+-degree of a homogeneous f ∈ F).

Notice that F also has a principal grading obtained by setting the degree of a letter [i] to be 1; let

Fd be the dth graded component in this grading.

Now, define the (quantum) shuffle product, ∗, on F inductively by

(x · [i]) ∗ (y · [j]) = (x ∗ (y · [j]) · [i] + q−(|x|+βi,βj)((x · [i]) ∗ y) · [j], x ∗ [] = [] ∗ x = x. (8.1.1)

Iterating this formula yields

[i1, . . . , iℓ] ∗ [iℓ+1, . . . , iℓ+k] =
∑

w∈D(ℓ,k)

q−e(w)[iw(1), . . . , iw(k+ℓ)]

where

e(w) =
∑

s≤ℓ<t
w(s)<w(t)

(βiw(s)
, βiw(t)

),

see [27, §2.5] for details. The product ∗ is associative and, [27, Proposition 1],

x ∗ y = q−(|x|,|y|)y∗x (8.1.2)

where ∗ is obtained by replacing q with q−1 in the definition of ∗.
Now, to f = [i1, . . . , ik] ∈ F , associate ∂f = e′i1 · · · e′ik

∈ EndUq, and ∂[] = IdUq
. Then,
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Proposition 8.1.1. [37, 38, 16] There exists an injective Q(q)-linear homomorphism

Ψ : Uq → (F , ∗)

defined on homogeneous u ∈ Uq by the formula Ψ(u) =
∑
∂f (u)f , where the sum is over all

monomials f ∈ F such that |f | = |u|.

Therefore U+
q is isomorphic to the subalgebra W ⊆ (F , ∗) generated by the letters [i], 0 ≤ i < r.

Let A = Q[q, q−1], and let UA denote the A-subalgebra of Uq generated by the divided powers

ek
i /(k)i! (0 ≤ i < r, k ∈ Z≥0). Let (·, ·)K : Uq × Uq → Q(q) denote the unique symmetric bilinear

form satisfying

(1, 1)K = 1 and (e′i(u), v)k = (u, eiv)K

for all 0 ≤ i < r, and u, v ∈ Uq. Let

U∗
A = { u ∈ Uq | (u, v)K ∈ A for all v ∈ UA } (8.1.3)

and let u∗ ∈ U∗
A denote the dual to u ∈ UA relative to (·, ·)K .

Now, given a monomial

[ia1
1 , i

a2
2 , . . . , i

ak

k ] = [i1, . . . , i1︸ ︷︷ ︸
a1

, i2, . . . , i2︸ ︷︷ ︸
a2

, . . . , ik, . . . , ik︸ ︷︷ ︸
ak

]

with ij 6= ij+1 for 1 ≤ j < k, let ca1,...,ak

i1,...,ik
= (a1)i1 ! · · · (ak)ik

!, so that (ca1,...,ak

i1,...,ik
)−1ea1

i1
· · · eak

ik
is a

product of divided powers. Let

FA =
⊕

Aca1,...,ak

i1,...,ik
[ia1

1 , i
a2

2 , . . . , i
ak

k ]

and W∗
A = W ∩FA. It is known that W∗

A = Ψ(U∗
A), [27, Lemma 8].

Define

FC = C ⊗A FA, and W∗
C = C ⊗A W∗

A

where C is an A-module via q → 1. Given an element E ∈ WA (resp. FA) let E denote its image

in WC (resp. FC).

Observe that (FC, ∗) is the classical shuffle algebra and the shuffle product coincides with the

formula for the characters associated to parabolic induction of Haff
Cℓ (d)-modules (see Lemma 3.5.3).

We close this section by describing the bar involution on F :

Definition 8.1.2. [27, Proposition 6] Let − : F → F be the Q-linear automorphism of (F , ∗)
defined by q̄ = q−1 and

[i1, . . . , ik] = q−
P

1≤s<t≤k(βis ,βit)[ik, . . . , i1].

8.2. Good Words and Lyndon Words. In what follows, it is convenient to differ from the

conventions in [27]. In particular, it is natural from our point of view to order monomial in F
lexicographically reading from right to left. Unlike the type A case, this convention leads to some

significant differences in the good Lyndon words that appear. This section contains a careful

explanation of all the changes that occur.
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Fix the ordering on the set of letters in F (resp. Π): [0] < [1] < · · · < [r − 1] < [] (resp.

β0 < β1 < · · · < βr−1). Give the set of monomials in F the associated lexicographic order read

from right to left. That is,

[i1, . . . , ik] < [j1, . . . , jℓ] if ik < jℓ, or for some m, ik−m < jℓ−m and ik−s < jℓ−s for all s < m.

Note that since the empty word is larger than any letter, every word is smaller than all of its right

factors:

[i1, . . . , ik] < [ij, . . . , ik], for all 1 < j ≤ k. (8.2.1)

(For those familiar with the theory, this definition is needed to ensure that the induced Lyndon

ordering on positive roots is convex, cf. §8.3 below.)

For a homogeneous element f ∈ F , let min(f) be the smallest monomial occurring in the

expansion of f . A monomial [i1, . . . , ik] is called a good word if there exists a homogeneous w ∈ W
such that [i1, . . . , ik] = min(w), and is called a Lyndon word if it is larger than any of its proper

left factors:

[i1, . . . , ij] < [i1, . . . , ik], for any 1 ≤ j < k.

Let G denote the set of good words, L the set of Lyndon words, and GL = L ∩ G ⊂ G the set of

good Lyndon words.

Lemma 8.2.1. [27, Lemma 13] Every factor of a good word is good.

Because of our ordering conventions, [27, Lemma 15, Proposition 16] become

Lemma 8.2.2. [27, Lemma 15] Let l ∈ L, w a monomial such that w ≥ l. Then, min(w ∗ l) = wl.

and

Proposition 8.2.3. [27, Proposition 16] Let l ∈ GL, and g ∈ G with g ≥ l. Then gl ∈ G.

Hence, we deduce from Lemma 8.2.1 and Proposition 8.2.3 [27, Proposition 17]:

Proposition 8.2.4. [26, 27] A monomial g is a good word if, and only if, there exist good Lyndon

words l1 ≥ . . . ≥ lk such that

g = l1l2 · · · lk.

As in [27], we have

Proposition 8.2.5. [26, 27] The map l → |l| is a bijection GL → ∆+.

Given γ ∈ ∆+, let γ → l(γ) be the inverse of the above bijection (called the Lyndon covering of

∆+).

We now define the bracketing of Lyndon words, that gives rise to the Lyndon basis of W . To

this end, given l ∈ L such that l is not a letter, define the standard factorization of l to be l = l1l2

where l2 ∈ L is a proper left factor of maximal length. Define the q-bracket

[f1, f2]q = f1f2 − q(|f1|,|f2|)f2f1 (8.2.2)
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for homogeneous f1, f2 ∈ F in the Q+-grading. Then, the bracketing 〈l〉 of l ∈ L is defined

inductively by 〈l〉 = l if l is a letter, and

〈l〉 = [〈l1〉, 〈l2〉]q (8.2.3)

if l = l1l2 is the standard factorization of l.

Example 8.2.6. (1) 〈[0]〉 = [0];

(2) 〈[12]〉 = [[1], [2]]q = [12]− q−1[21];

(3) 〈[012]〉 = [[0], [12] − q−1[21]]q = [012] − q−1[021]− q−2[120] + q−3[210].

As is suggested in this example, we have

Proposition 8.2.7. [27, Proposition 19] For l ∈ L, 〈l〉 = l + r where r is a linear combination of

words w such that |w| = |l| and w < l.

Any word w ∈ F has a canonical factorization w = l1 · · · lk such that l1, . . . , lk ∈ L and l1 ≥ · · · ≥
lk. We define the bracketing of an arbitrary word w in terms of this factorization: 〈w〉 = 〈l1〉 · · · 〈lk〉.
Define a homomorphism Ξ : (F , ·) → (F , ∗) by Ξ([i]) = [i]. Then, Ξ([i1, . . . , ik]) = [i1] ∗ · · · ∗ [ik] =

Ψ(ei1 · · · eik
). In particular, Ξ(F) = W . We have the following characterization of good words:

Lemma 8.2.8. [27, Lemma 21] The word w is good if and only if it cannot be expressed modulo

kerΞ as a linear combination of words v < w.

For g ∈ G, set rg = Ξ(〈g〉). Then, we have

Theorem 8.2.9. [27, Propostion 22, Theorem 23] Let g ∈ G and g = l1 · · · lk be the canonical

factorization of g as a nonincreasing product of good Lyndon words. Then

(1) rg = rl1 ∗ · · · ∗ rlk ,

(2) rg = Ψ(eg) +
∑

w<g xgwΨ(ew) where, for a word v = [i1, . . . , ik], ev = ei1 · · · eik
, and

(3) {rg|g ∈ G} is a basis for W.

The basis {rg | g ∈ G} is called the Lyndon basis of W . An immediate consequence of Proposition

8.2.7 and Theorem 8.2.9 is the following:

Proposition 8.2.10. [27, Proposition 24] Assume γ1, γ2 ∈ ∆+, γ1 + γ1 = γ ∈ ∆+, and l(γ1) <

l(γ2). Then, l(γ1)l(γ2) ≥ l(γ).

This gives an inductive algorithm to determine l(γ) for γ ∈ ∆+ (cf. [27, §4.3]):

For βi ∈ Π ⊂ ∆+, l(βi) = [i]. If γ is not a simple root, then there exists a factorization l(γ) = l1l2

with l1, l2 Lyndon words. By Lemma 8.2.1, l1 and l2 are good, so l1 = l(γ1) and l2 = l(γ2) for some

γ1, γ2 ∈ ∆+ with γ1 +γ2 = γ. Assume that we know l(γ0) for all γ0 ∈ ∆+ satisfying ht(γ0) < ht(γ).

Define

C(γ) = { (γ1, γ2) ∈ ∆+ × ∆+ | γ = γ1 + γ2, and l(γ1) < l(γ2) }.
Then, Proposition 8.2.10 implies

Proposition 8.2.11. [27, Proposition 25] We have

l(γ) = min{ l(γ1)l(γ2) | (γ1, γ2) ∈ C(γ) }
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In our situation,

∆+ = {βi + βi+1 + · · · + βj |0 ≤ i ≤ j < r} ∪ {2β0 + · · · + 2βj + βj+1 + · · · + βk|0 ≤ j < k < r}.

A straightforward inductive argument shows that

l(βi+βi+1 · · ·+βj) = [i, i+1, . . . , j] and l(2β0+· · ·+2βj+βj+1+· · ·+βk) = [j, j−1, . . . , 0, 0, . . . , k−1, k].

Remarkably,

Proposition 8.2.12. In the notation of Lemma 3.5.3 we have

l(βi + · · · + βj) = chΦ[i,j]

and

2l(2β0 + · · · + 2βj + βj+1 + · · · + βk) = chΦ[−j−1,k].

Observe that we may write any good Lyndon word uniquely in the form l = [i, i+1, . . . , j] where

i, j ∈ Z and 0 ≤ |i| ≤ j < r. For example,

l(2β0 + · · · + 2βj + βj+1 + · · · + βk) = [−j − 1, . . . , k]. (8.2.4)

In the following definition, we mean for n to vary. Given λ ∈ P++
>0 , let

Bd(λ) = {µ ∈ P+[λ] | λ− µ ∈ P≥0(d) and |µi| < λi for all i } (8.2.5)

and let

Bd = { (λ, µ) | λ ∈ P++
>0 and µ ∈ Bd(λ) }. (8.2.6)

Let Gd = G ∩ Fd be the set of good words of principal degree d. We have

Lemma 8.2.13. The map (λ, µ) 7→ [λ−µ] = [µ1, . . . , λ1−1, . . . , µn, . . . , λn−1] induces a bijection

Bd → Gd.

Proof: By (8.2.4), [λ − µ] is a well-defined element of Fd. Since λ ∈ P++
>0 and µ ∈ P+[λ], the

ordering convention and (8.2.1) imply that [λ− µ] ∈ Gd. This map is clearly bijective.

8.3. PBW and Canonical Bases. The lexicographic ordering on GL induces a total ordering

on ∆+, which is convex, meaning that if γ1, γ2 ∈ ∆+ with γ1 < γ2, and γ = γ1 + γ2 ∈ ∆+, then

γ1 < γ < γ2 (cf. [39, 27]).

Indeed, assume γ1, γ2, γ = γ1 + γ2 ∈ ∆+ and γ1 < γ2. Proposition 8.2.10 and (8.2.1) imply

that l(γ) ≤ l(γ1)l(γ2) < l(γ2). If l(γ) = l(γ1)l(γ2), then the definition of Lyndon words implies

l(γ1) < l(γ). We are therefore left to prove that l(γ1) < l(γ) even if l(γ) < l(γ1)l(γ2). This cannot

happen if γ = βi + · · · + βj . In the case γ = 2β0 + · · · + 2βj + βj+1 + · · · + βk, the possibilities for

γ1 < γ2 are γ1 = βi + · · · + βj and γ2 = 2β0 + · · · + 2βi−1 + βi + · · · + βk for 0 ≤ i ≤ j. In any of

these cases, [i, . . . , j] < [j, . . . , 0, 0, . . . , k]. That is, l(γ1) < l(γ) < l(γ2).

Each convex ordering, γ1 < · · · < γN , on ∆+ arises from a unique decomposition w0 =

si1si2 · · · siN
of the longest element of the Weyl group of type Br via

γ1 = βi1 , γ2 = si1βi2 , · · · , γN = si1 · · · siN−1βiN
.
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Lusztig associates to this data a PBW basis of UA denoted

E(a1)(γ1) · · ·E(an)(γN ), (a1, . . . , aN) ∈ ZN
≥0.

Leclerc [27, §4.5] describes the image in W of this basis for the convex Lyndon ordering. We use

the same braid group action as Leclerc and the results of [27, §4.5, 4.6] carry over, making changes

in the same manner indicated in the previous section. We describe the relevant facts below.

For g = l(γ1)
a1 · · · l(γk)ak , where γ1 > · · · > γk and a1, . . . , ak ∈ Z>0 set

Eg = Ψ(E(ak)(γk) · · ·E(a1)(γ1)) ∈ WA

and let E∗
g ∈ W∗

A be the image of (E(ak)(γk) · · ·E(a1)(γ1))
∗ ∈ U∗

A. Observe that the order of the

factors in the definition of Eg above are increasing with respect to the Lyndon ordering. Leclerc

shows that if γ ∈ ∆+, then

κl(γ)El(γ) = rl(γ), (8.3.1)

For some κl(γ) ∈ Q(q), [27, Theorem 28] (the proof of this theorem in our case is obtained by

reversing all the inequalities and using the standard factorization as opposed to the costandard

factorization).

More generally, let f 7→ f t be the linear map defined by [i1, . . . , ik]t = [ik, . . . , i1] and (x ∗ y)t =

yt ∗ xt. Then, Eg is proportional to rt
g (cf. [27, §4.6, §5.5.2 − 5.5.3]).

As in [27, §5.5.3], we see that there exists an explicit cg ∈ Z such that

E∗
g = qcg(E∗

lm) ∗ · · · ∗ (E∗
l1)

if g = l1 · · · lm with l1 > · · · > lm. Using (8.1.2) we deduce that

E∗
g = qCg (E∗

l1)∗̄ · · · ∗̄(E∗
lm),

where Cg = cg −∑1≤i<j≤m(βi, βj). In particular,

E∗
g = (E∗

l1) ∗ · · · ∗ (E∗
lm). (8.3.2)

Using the bar involution (Definition 8.1.2), Leclerc constructs the canonical basis, {bg | g ∈ G}
for WA via the PBW basis {Eg | g ∈ G}. It has the form

bg = Eg +
∑

h∈G
h<g

χghEh.

The dual canonical basis then has the form

b∗g = E∗
g +

∑

h∈G
h>g

χ∗
ghE

∗
h.

In particular, for good Lyndon words, [27, Corollary 41], b∗l = E∗
l for every l ∈ GL. As in [27,

Lemma 8.2], we see that b∗[i,...,j] = [i, . . . , j] for 0 ≤ i < j < r. We now prove

Lemma 8.3.1. For 0 ≤ j < k < r, one has

b∗[j,...,0,0,...,k] = (2)0[j, . . . , 0, 0, . . . , k].
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Proof: We prove this by induction on j and k with j < k, using (8.1.1), (8.2.2), and (8.2.3) for

the computations.

Observe that for k ≥ 1, r[0,1,...,k] = (q2 − q−2)k[0, 1, . . . , k], which can be proved easily by

downward induction on j, 0 ≤ j < k, using (8.1.1) and

r[j,...,k] = Ξ(〈[j, . . . , k]〉) = Ξ([[j], 〈[j + 1, . . . , k]]q) = [j] ∗ r[j+1,...,k] − q−2r[j+1,...,k] ∗ [j].

By (8.1.1), we have

[0] ∗ [0, 1] − [0, 1] ∗ [0] = [0, 1, 0] + q2([0] ∗ [0])[1] − ([0] ∗ [0])[1] − [0, 1, 0]

= (q2 − 1)([0, 0] + q−2[0, 0])[1] = (q2 − q−2)[0, 0, 1]

Therefore, applying (8.2.3) and the relevant definitions, we deduce that

r[0,0,1] = Ξ(〈[0, 0, 1]〉)

= Ξ([[0], 〈[0, 1]〉]2q)

= [0] ∗ r[0,1] − r[0,1] ∗ [0]

= (q2 − q−2)([0] ∗ [0, 1]− [0, 1] ∗ [0])

= (q2 − q−2)2[0, 0, 1]

Once again, using (8.1.1), we deduce that for all k ≥ 2,

[0] ∗ [0, . . . , k] − [0, . . . , k] ∗ [0] = ([0] ∗ [0, . . . , k − 1] − [0, . . . , k − 1] ∗ [0])[k]. (8.3.3)

Assume k ≥ 2. Then, (β0, β0 + · · · + βk) = 0, so iterated applications of (8.3.3) yields

r[0,0,...,k] = [0] ∗ r[0,...,k] − r[0,...,k] ∗ [0]

= (q2 − q−2)k([0] ∗ [0, . . . , k] − [0, . . . , k] ∗ [0])

= (q2 − q−2)k([0] ∗ [0, 1] − [0, 1] ∗ [0])[2, . . . , k]

= (q2 − q−2)k+1[0, 0, . . . , k]

Now, assume that k ≥ 2, and 0 < j < k. To compute r[j,...,0,0,...,k], we need the following. For

|j − k| > 1,

[j] ∗ [j − 1, . . . ,k] − q−2[j − 1, . . . , k] ∗ [j] (8.3.4)

= ([j] ∗ [j − 1, . . . , k − 1] − q−2[j − 1, . . . , k − 1] ∗ [j])[k].

For j = k − 1,

[j] ∗ [j − 1, . . . , 0,0, . . . , j + 1] − q−2[j − 1, . . . , 0, 0, . . . , j + 1] ∗ [j] (8.3.5)

= (q2[j] ∗ [j − 1, . . . , 0, 0, . . . , j] − q−2[j − 1, . . . , 0, 0, . . . , j] ∗ [j])[j + 1].

Finally,

q2[j] ∗ [j − 1, . . . , 0,0, . . . , j] − q−2[j − 1, . . . , 0, 0, . . . , j] ∗ [j] (8.3.6)

= ([j] ∗ [j − 1, . . . , 0, 0, . . . , j − 2] − q−2[j − 1, . . . , 0, 0, . . . , j − 2] ∗ [j])[j, j + 1].
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Indeed, (8.3.4) and (8.3.5) are straightforward applications of (8.1.1). Equation (8.3.6) involves a

little more calculation:

q2[j] ∗ [j − 1, . . . , 0,0, . . . , j] − q−2[j − 1, . . . , 0, 0, . . . , j] ∗ [j]

=q2[j − 1, . . . , 0, 0, . . . , j, j] + q−2([j] ∗ [j − 1, . . . , 0, 0, . . . , j − 1]

− [j − 1, . . . , 0, 0, . . . , j − 1] ∗ [j])[j] − q−2[j − 1, . . . , 0, 0, . . . , j, j]

=(q2 − q−2)[j − 1, . . . , 0, 0, . . . , j, j] + q−2([j − 1, . . . , 0, 0, . . . , j]

+ q2([j] ∗ [j − 1, . . . , 0, 0, . . . , j − 2])[j − 1] − ([j − 1, . . . , 0, 0, . . . , j − 2] ∗ [j])[j − 1]

− q4[j − 1, . . . , 0, 0, . . . , j])[j]

=([j] ∗ [j − 1, . . . , 0, 0, . . . , j − 2] − q−2[j − 1, . . . , 0, 0, . . . , j − 2] ∗ [j])[j, j + 1],

Note that (8.3.4) holds for both [j − 1, j, . . . , k] and [j − 1, . . . , 0, 0, . . . , k].

Now, assume that we have shown that r[j−1,...,0,0,...,k] = (q2 − q−2)j+k[j − 1, . . . , 0, 0, . . . , k].

Then, since (βj , 2β0 + · · · + 2βj−1 + βj + · · · + βk) = −2,

r[j,...,0,0,...,k] =[j] ∗ r[j−1,...,0,0,...,k] − r[j−1,...,0,0,...,k] ∗ [j]

=(q2 − q−2)j+k[j] ∗ [j − 1, . . . , 0, 0, . . . , k] − q−2[j − 1, . . . , 0, 0, . . . , k] ∗ [j]

=(q2 − q−2)j+k([j] ∗ [j − 1, . . . , 0, 0, . . . , j + 1]

− q−2[j − 1, . . . , 0, 0, . . . , j + 1] ∗ [j])[j + 2, . . . , k] by (8.3.4)

=(q2 − q−2)j+k(q2[j] ∗ [j − 1, . . . , 0, 0, . . . , j]

− q−2[j − 1, . . . , 0, 0, . . . , j] ∗ [j])[j + 1, . . . , k] by (8.3.5)

=(q2 − q−2)j+k([j] ∗ [j − 1, . . . , 0, 0, . . . , j − 2]

− q−2[j − 1, . . . , 0, 0, . . . , j − 2] ∗ [j])[j, . . . , k] by (8.3.6)

=(q2 − q−2)j+k([j] ∗ [j − 1] − q−2[j − 1] ∗ [j])[j − 2, . . . , 0, 0, . . . , k] by (8.3.4)

=(q2 − q−2)j+k+1[j, . . . , 0, 0, . . . , k].

Finally, the result follows after computing the normalizing coefficient (8.3.1) using [27, Equation

(28)]. We leave the details to the reader.

8.4. In section we give a representation theoretic interpretation of the good Lyndon words asso-

ciated to the root vectors 2β0 + · · · + 2βj + βj+1 + · · · + βk (0 ≤ j < k < r) which appear in [27,

Lemma 53]. The corresponding dual canonical basis vectors are given by the formula

[0] · ([1, . . . , j] ∗ [0, . . . , k]).

Lemma 8.4.1. Let 0 ≤ a < b, d = b + a + 2, λ = (b + 1, a + 1) and α = (1,−1). Then, for

1 ≤ k ≤ a,

chL(λ,−kα) = 2[k − 1] · ([k − 2, k − 3, . . . , 1, 0, 0, 1, . . . , b] ∗ [k, . . . , a])

where if k = 1, we interpret

[k − 2, k − 3, . . . , 1, 0, 0, 1, . . . , b] = [0, 1, . . . , b]



DEGENERATE AFFINE HECKE-CLIFFORD ALGEBRAS AND TYPE Q LIE SUPERALGEBRAS 61

Proof. By [15, Proposition 11.4], for each k ∈ Z≥0, there exists a short exact sequence

0 // L(−(k + 1)α) // M(−kα) // L(−kα) // 0 .

For k ≤ a+ 1, applying the functor Fλ yields the exact sequence

0 //FλL(−(k + 1)α) //2M(λ,−kα) //FλL(−kα) //0 . (8.4.1)

Therefore,

chFλL(−kα) = 4[k − 1, . . . , 1, 0, 0, 1, . . . , b] ∗ [k, . . . , a] − chFλL(−(k + 1)α).

Note that when k = a+1, FλL(−(k+1)α) = 0 since M(λ,−(a+2)α) = 0. Therefore the sequence

(8.4.1) implies FλL(−kα) = 2L(λ,−(a+ 1)α) ∼= 2M(λ,−(a+ 1)α) ∼= 2Φ[−a−1,b], and

chΦ[−a−1,b] = 2[a, a− 1, . . . , 1, 0, 0, 1, . . . , b].

We now prove the lemma by downward induction on k ≤ a. We have

chFλL(−aα) =4 [a− 1, . . . , 1, 0, 0, 1, . . . , b] ∗ [a] − 4[a, . . . , 1, 0, 0, 1, . . . , b]

=4 [a− 1] · ([a− 2, . . . , 1, 0, 0, 1, . . . , b] ∗ [a]).

Hence, FλL(−aα) = 2L(λ,−aα) and the lemma holds for k = a. Now, assume k < a, FλL(−(k +

1)α) = 2L(λ,−(k + 1)α), and

chL(λ,−(k + 1)α) = 2[k] · ([k − 1, . . . , 1, 0, 0, 1, . . . , b] ∗ [k + 1, . . . , a]).

Then,

chFλL(−kα) =4[k − 1, . . . , 1, 0, 0, 1, . . . , b] ∗ [k, . . . , a] − 4[k] · ([k − 1, . . . , 1, 0, 0, 1, . . . , b] ∗ [k + 1, . . . , a])

=4[k − 1] · ([k − 2, . . . , 1, 0, 0, 1, . . . , b] ∗ [k, . . . , a]).

Hence, FλL(−kα) 6= 0, so FλL(−kα) = 2L(λ,−kα) and the lemma holds. �

Corollary 8.4.2. Let 0 ≤ a < b, d = b+ a+ 2, λ = (b+ 1, a+ 1) and µ = −α = (−1, 1). Then,

chL(λ,−α) = 2 [0] · [0, . . . , b] ∗ [1, . . . , a].

8.5. A Basis for the Grothendieck Group K(RepHaff
Cℓ (d)).

Theorem 8.5.1. The set

{[M(λ, µ)] | (λ, µ) ∈ Bd}
forms a basis for K(RepHaff

Cℓ (d)).

Proof. By Lemma 8.3.1 and (8.3.2), it follows that chM(λ, µ) = E∗
[λ−µ]. The result now follows

from Lemma 8.2.13 and the fact that the character map is injective. �

We will now describe a basis for K(RepHaff
Cℓ (d)) in terms of the simple modules L(λ, µ).

Proposition 8.5.2. Let b ≥ 0, λ = (b + 1, b+ 1) and α = (1,−1). Then,

Φ[−b−1,b]
∼= L(λ, bα).

Proof. There is a surjective homomorphismM(λ, bα) → Φ[−b−1,b]. The result follows since Φ[−b−1,b]

is simple. �
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Corollary 8.5.3. Assume that λ ∈ P++
>0 , µ ∈ P+[λ], λ−µ ∈ P≥0(d), and |µi| ≤ λi for all i. Then,

there exists (η, ν) ∈ Bd such that

L(λ, µ) ∼= L(η, ν),

and [λ− µ] ≤ [η − ν].

Proof. First, we may assume µi < λi for all i, since the terms for which λi = µi do not contribute

to L(λ, µ). Proceed by induction on N(λ, µ) = |{i = 1, . . . , n | µi = −λi}|. If N(λ, µ) = 0, then

(λ, µ) ∈ B+
d so there is nothing to do. If N(λ, µ) > 0, let j be the smallest index such that µj = −λj .

Set λ(1) = (λ1, . . . , λj−1, λj , λj , λj+1, . . . , λn) and µ(1) = (µ1, . . . , µj−1, λj − 1, µj +1, µj+1, . . . , λn).

Clearly, λ(1) ∈ P++
>0 and µ(1) ∈ λ(1) − P≥0(d). We now show µ(1) ∈ P+[λ]. Indeed, λj > 0, so

λj −1 > 1−λj = µj +1; and, µj ≥ µj+1, so µj +1 > µj+1. Since µj < λj −1, the jth twisted good

Lyndon word in [λ(1) − µ(1)] is greater than the jth twisted good Lyndon word in [λ− µ]. Hence,

[λ− µ] ≤ [λ(1) − µ(1)].

Now, there exists a surjective homomorphism

Φ[µ1,λ1−1] ⊛ · · · ⊛ M((λj , λj), (λj − 1, µj + 1)) ⊛ · · · ⊛ Φ[µn,λn−1]

→ Φ[µ1,λ1−1] ⊛ · · · ⊛ Φ[µj ,λj−1] ⊛ · · · ⊛ Φ[µn,λn−1]

Hence, a surjective homomorphism M(λ(1), µ(1)) → L(λ, µ). It follows that L(λ(1), µ(1)) ∼= L(λ, µ).

Since N(λ(1), µ(1)) < N(λ, µ) the result follows. �

Recall that given µ ∈ λ−P≥0(d) there exists a unique w ∈ Sd[λ] such that wµ ∈ P+[λ]. Let µ+

denote this element. Also, given λ ∈ P++, and µ ∈ λ − P≥0(d), let [λ − µ]+ = [λ − µ+] ∈ T G be

the associated twisted good word. The following lemma is straightforward.

Lemma 8.5.4. Assume that λ ∈ P++, λ−µ ∈ P≥0(d) and γ ∈ Q+. Then, [λ−µ] ≤ [λ−(µ−γ)+].

Theorem 8.5.5. The following is a complete list of pairwise non-isomorphic simple modules for

Haff
Cℓ (d):

{L(λ, µ) | (λ, µ) ∈ B+
d }.

Proof. Every composition factor of M(µ) is of the form L(µ − γ) for some γ ∈ Q+. Applying

the functor, we deduce that every composition factor of M(λ, µ) is of the form L(λ, µ − γ) ∼=
L(λ, (µ − γ)+). Now, putting together Corollary 8.5.3 and Lemma 8.5.4, we deduce that in the

Grothendieck group

[M(λ, µ)] =
∑

ν∈Bd(η)

η∈P++
>0

[λ−µ]≤[η−ν]

cλ,µ,η,ν [L(η, ν)],

where the cλ,µ,η,ν are integers and where cλ,µ,λ,µ 6= 0. Therefore, the transition matrix between the

basis for K(RepHaff
Cℓ (d)) given by standard modules and that given by simples is triangular. �
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9. Table of Notation

For the convenience of the reader we provide a table of notation with a reference to where the

notation is first defined.

Notation First Defined

S(d), Haff
Cℓ (d), Pd[x], A(d) Section 3.1

q(a) Section 3.3,(3.3.1)

Pd[x
2] Section 3.3

Indd
µ Section 3.4

Dν , D(m,k) Section 3.4

γ0 = γ0(a1, . . . , ad) Section 3.5, (3.5.1)

[a1, . . . , ad] Section 3.5

Cℓd Section 4.1, (4.1.1)

Li, sij Section 4.1, (4.1.4)

[a, b] Section 4.1

Φ̂[a,b], Φ̂+
[a,b], Φ̂−

[a,b] Section 4.1

Φ[a,b] Section 4.1, Definition 4.1.9

1̂[a,b], ϕ1̂[a,b] Section 4.1

1a,b,n Section 4.4

R, R+, Q, Q+ Section 4.2

P , P≥0, P
+, P++, P+

rat, P
+
poly Section 4.2

P (d), P≥0(d), P
+(d), P++(d), P+

rat(d), P
+
poly(d) Section 4.2

Sn[λ], R[λ], P+[λ], P−[λ] Section 4.2

Φ̂(λ, µ), Φ(λ, µ) Section 4.3

M̂(λ, µ), M(λ, µ) Section 4.3, (4.3.1), (4.3.2)

Ma,b,n Section 4.4

Sn[ζ] Section 4.3

R(λ, µ) Section 4.4

L(λ, µ) Section 4.4, Theorem 4.4.10

λ/µ Section 5

Yi,L Section 5

Hλ/µ Section 5

ei,j , fi,j, ēi,j , f̄i,j Section 6.1

O, O(q(n)) Section 6.2

M̂(λ), M(λ) Section 6.2

(·, ·)S Section 6.3
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Notation First Defined

Ci, Si,j , Fi Section 7.3

Ωi,j Section 7.4

Fλ Section 7.5, (7.5.1)

(·, ·)µ Section 7.6

̟(µ) Section 7.6

∆+, Π, Q, Q+ Section 8.1

(F , ∗), W Section 8.1

FA, FC, WA, WC Section 8.1

E ∈ WC Section 8.1

GL, G Section 8.2

Bd[λ], Bd Section 8.2

[·, ·]q, Ξ, rg Section 8.2

Eg, E
∗
g , bg, b

∗
g Section 8.3
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