Math 259: Introduction to Analytic Number Theory

Functions of finite order: product formula and logarithmic derivative

This chapter is another review of standard material in complex analysis. See
for instance Chapter 11 of [Davenport 1967], keeping in mind that Davenport
uses “integral function” for what we call an “entire function”; Davenport treats
only the case of order (at most) 1, which is all that we need, but it is scarcely
harder to deal with any finite order as we do here.

The order of an entire function f(-) is the smallest o € [0, +o00] such that
f(2) < explz|®Te for all € > 0. Hadamard showed that entire functions of
finite order are given by nice product formulas. We have seen already the cases
of sin z and 1/T'(z), both of order 1. As we shall see, (52 —s)&(s) also has order 1
(as do analogous functions that we’ll obtain from Dirichlet L-series). From the
product formula for £(s) we shall obtain a partial-fraction decomposition of
¢'(8)/¢(s), and will use it to manipulate the contour-integral formula for v (z).

Hadamard’s product formula for a general entire function of finite order is given
by the following result.

Theorem. Let f be an entire function of order a < co. Assume that f does
not vanish identically on C. Then f has a product formula
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where a = |a], the integer r is the order of vanishing of f at z =0, the zj are
the other zeros of f with multiplicity, g is a polynomial of degree at most a, and
the product converges uniformly in bounded subsets of C. Moreover, for R > 1
we have
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Conversely, suppose r is any nonnegative integer, that g is a polynomial of degree
at most a = ||, and that zj, are nonzero complex numbers such that |zx| < R
for at most O (R*T¢) choices of k. Then the right-hand side of (1) defines an
entire function of order at most «.

To prove this, we first show:

Lemma. A function f has finite order and no zeros if and only if f = e9 for
some polynomial g.

Proof: Clearly e9 satisfies the hypotheses if g is a polynomial. Conversely, f is
an entire function with no zeros if and only if f = e9 for some entire function g;
we shall show that if also |f| <. exp|z|*T¢ then g is a polynomial. Indeed
the real part of g is < O(]z|*"¢) for large z. But then the same is true of
lg(2)|, as the following argument shows. Let h = g — ¢(0), so h(0) = 0; and
let M = sup|, <opReh(z). By assumption M < R**¢ for large R. Then
hi := h/(2M — h) is analytic in the closed disc D := {z € C : |z| < 2R},



with h1(0) = 0 and |h1(2)] < 1 in D. Consider now the analytic function
@(2) := 2Rh1(z)/z on D. On the boundary of that disc, |¢(z)| < 1. Thus by
the maximum principle the same is true for all z € D. In particular, if |z| < R
then |hy(z)| < 1/2. But then |h(z)| < 2M. Hence |g(2)| < 2M + g(0) < |z|*T¢
for large |z|, and ¢ is a polynomial in z as claimed. Moreover, the degree of that
polynomial is just the order of f. O

We shall reduce the Theorem to this Lemma by dividing a given function f of
finite order by a product P(z) whose zeros match those of f. To show that
this product converges, we first need to obtain the bound (2) on the number of
zeros of f in a disc. We shall deduce this bound from Jensen’s inequality for the
function fo = f/2". This inequality states: if fy is an analytic function on the
disc |z| < R then
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where the product ranges over the zeros ¢ of fy in the disc, counted with mul-
tiplicity.

Let z1,z29,... be the zeros of fy, listed with the correct multiplicity in non-
decreasing order of |z|:

0<|z] < |zo| <lag| < ---

For R > 0, let n(R) be the left-hand side of (2), which is the number of & such
that |zx| < R. Thus n(R) = k if and only if |z;] < R < |zgx4+1|- Consider first
foin |z| < 1. Let ¢(z) be the Blaschke product Hz(ll)(z —2)/(1 — Zxz). This
is a rational function designed to have the same zeros as fy in the unit disc
but with |¢(z)] = 1 on |z| = 1. Then f; := fo/¢ is analytic on |z| < 1, and
|f(2)| = |fo(2)] = |f1(2)] on the boundary |z| = 1. Therefore by the maximum

principle |f1(0)| < max),|—1 [f(2)], so
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Applying this to the function fo(Rz), whose zeros in the unit disc are z; /R for
k < n(R), we obtain Jensen’s inequality (3). Taking logarithms, we find
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If f has order at most a < oo then logmax.|—p |f(z)| < R**¢, and we con-

clude that " "
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We have thus proved (2). It follows that >, |2x|~° converges if 3 > «, since
the sum is

/ rPdn(r) =3 =P n(r) dr < / rote=Plgr < 0o
0 \
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for any positive € < § — a. Therefore the product

P(e) = zrf[lu - gexpmi_l% (2) ()

converges for all z € C, and is not affected by any permutation of the zeros zj.
Moreover, the convergence is uniform in bounded subsets of C, because on
|z| < R we have

log(1 — z/z) + Z (z/21)™ /m < (Z/Zk)a-',-l < z,;afl (5)

m=1

uniformly once k > n(2R). Therefore P(z) is an entire function, with the same
zeros and multiplicities as f.

It follows that f/P is an entire function without zeros. We claim that it too
has order at most «, and is thus exp g(z) for some polynomial g of degree at
most a. This would be clear if it were true that
1

<. explz a+e’

i) < p |zl
but such an inequality cannot hold for all z due to the zeros of P. But it is
enough to show that for each R > 0 a bound

1 a—+e€
P02 < exp RAT€, (6)

holds on the circle |z| = r for some r € (R,2R), because then we would have
|f(2)/P(z)] <c exp R*T€ for all z on that circle, and thus also on |z] = R by
the maximum principle. We do this next.

Write P = z" Py Ps, with Py, P> being the product in (4) over k < n(4R) and
k > n(4R) respectively. We may ignore the factor z”, whose norm exceeds 1
once R > 1. The k-th factor of Py(2) is exp O(|z/z|*1) by (5), so

oo
log |Py(2)| < R*H! Z |z 7! < Ra+1/ r~* Ldn(r) <. R*TC,
k>n(4R) 4R

using integration by parts and n(r) < r®"¢ in the last step (check this!). As
to Py, it is a finite product, which we write as /(%) [Ti<n@r) (X — 2/2k), where
h(z) is the polynomial
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of degree at most a. Thus h(z) < R*} ., g 26|, which readily yields
h(z) < R**¢. (Again you should check this by carrying out the required partial
summation and estimates; note too that the upper bounds on the absolute
value of log|Py(z)| and h(z) yield lower as well as upper bounds on |P(z)]
and |exph(z)|.) So far, our lower bounds on the factors of P(z) hold for all
z in the annulus R < |z| < 2R, but we cannot expect the same for P3(z) :=
[11<n(ary(1—2/21), since it may vanish at some points of the annulus. However,

we can prove that some r works by estimating the average!

1 [2R 4R)

- ; m1n10g|P3 |dr<—z / IOg‘l_\;—kMdr.

The integral is elementary, if not pretty, and at the end we conclude that the
average is again < R®"¢. This shows that for some r € (R,2R) the desired
lower bound holds, and we have finally proved the product formula (1).

To complete the proof of our Theorem we need only show the converse: (1)
converges to an entire function of order at most « under the stated hypotheses
on r, g, z;. The convergence was proved already, and the upper bound on |f(z)|
follows readily from (5). OO

Taking logarithmic derivatives in (1), we deduce
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We note too that if @ > 0 and >, |zx|® < oo then there exists a constant C'
such that f(z) < exp C|z|®. This follows from the existence of a constant C,,
such that

’(1 — w) exp Z wm/m‘ < exp Cylw|®
m=1

for allw € C. Contrapositively, if f(z) is a function of order a which grows faster
than exp C|z|* for all C' then ), |z,|~ diverges. For instance this happens for
f(s) = 1/T'(s). [This approach may appear circular because it is proved from
the product formula for I'(s), but it need not be; see Exercise 6 below.] As we
shall see, the same is true for f(s) = (s — 5)&(s); it will follow that ¢, and thus
¢, has infinitely many nontrivial zeros p with real part in [0, 1], and in fact that
20 |p|~! diverges.

IThis averaging trick is a useful technique that we’ll encounter again several times; it is
closely related to the “probabilistic method” in combinatorics, in which an object with some
property is proved to exist by showing that the property holds with positive probability.




Exercises

1. The bound f(z) < exp C|z|* was proved under the hypothesis « > 0. Is this
hypothesis necessary?

2. Find an entire function f(z) of order 1 such that |f(z)| < expO(|z|) but
S |20t = oco. [Hint: you don’t have to look very far.]

3. Supply the missing steps in our proof of (1).

4. Suppose z (k=1,2,3,...) are distinct complex numbers with 0 < |zx| < 1,
and my, are some positive integers. Prove that [, |zx|™* > 0 if and only if there
exists a bounded nonzero analytic function f # 0 on the open disc |z| < 1 with
a root at each z; of multiplicity my.

5. Prove Jensen’s formula: if f is an analytic function on |z| < R such that
f(0) # 0 then (27)~* 0277 log | f(Re®)|d6 = log |f(0)| + >, log(R/|zx|), where
the zj are the zeros of f in |z|] < R with the correct multiplicities. What is
(2m)~t OQTF log | f(Re®)|df if f(0) =0 but f does not vanish identically?

6. Show that 1/T'(s) is an entire function of order 1, using only the following
tools available to Euler: the integral formulas for I'(s) and B(s,s’), and the
identities B(s,s’) = T['(s)I'(s’)/T(s+s") and I'(s)I'(1—s) = 7/ sinws. [The hard
part is getting an upper bound for 1/|T'(s)| on a vertical strip; remember how
we showed that I'(s) # 0, and use the formula for |T'(1/2 + it)|? to get a better
lower bound on |T'(s)|.] Use this to recover the product formula for I'(s), up to
a factor eA*P* which may be determined from the behavior of T'(s) at s = 0, 1.

7. Prove that if f(z) is an entire function of order a > 0 then
[[1wreselady <t =)
|z|<r

as r—oo. [Note that the integral is improper (except in the trivial case that
f has no zeros) but still converges: if ¢ is a meromorphic function on a region
U C C with simple but no higher-order poles then |¢| is integrable on compact
subsets K C U, even K that contain poles of ¢.]
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