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Abstract

The main purpose of this paper is to identify the tempered modules
for the affine Hecke algebra of type Cf,l) with arbitrary, non-root of unity,
unequal parameters, in the exotic Deligne-Langlands correspondence in
the sense of [Ka0O8a]. This classification has certain applications to the
Weyl group structure of the tempered Hecke algebra modules.

Introduction

The main purpose of this paper is to study the tempered modules for the affine
Hecke algebra H of type C’,(Ll)(Deﬁnition 1.1) using the exotic nilpotent cones
defined in [Ka08a]. Here H is an algebra over A = Clqi', qF!, qF!], where
do,q1,q2 are three indeterminate parameters. This is the most general affine
Hecke algebra with unequal parameters of classical type.

The main case we deal in this paper is the affine Hecke algebra H, ,,, of type

BS) with unequal parameters (see §1.3). The algebra H specializes to H,, ,,
by the specialization (qo,q1,qz) — (—t"™/2,t™/2 t) with t € C* and m > 0.
These algebras, for special values of m, appear as convolution algebras in the
theory of p-adic groups. For example, if m =1 or m = 1/2 (and an appropriate
specialization of t), they correspond to Iwahori-Hecke algebras for split p-adic
SO(2n + 1) or PSp(2n), respectively. More generally, when m € Z + ¢, where
e € {0,1/2,1/4}, these algebras appear from representations of p-adic groups
with unipotent cuspidal support, in the sense of [Lu95a).

Set G = Sp(2n,C), let T denote its diagonal torus, and let W = Ng(T')/T.
The algebra H has a large abelian subalgebra A ® R(T'), and the tempered
and discrete series H-modules are defined by the Casselman criterion for the
generalized R(T)-weights (Definition 1.7). By a result of Bernstein and Lusztig,
the center of H is A ® R(T)". Therefore the central characters of irreducible
H-modules are of the form a = (s,qo,q1,¢q2), where s € T. The H-action on
a module with central character a factors through a finite-dimensional algebra
H,. Lusztig [Lu89] have shown that H, contains W. We say that the central
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character a is positive real if —qg, ¢1, g2 € R~1, and s is hyperbolic (see Definition
1.5).

We are interested in the identification of tempered H-modules for non-root
of unity parameters. Via Lusztig’s reduction ([Lu89]), this can essentially be
reduced to the determination of the tempered modules and discrete series with
positive real central character for the case of H,, ,,.

For the algebra H, ,,, we say that the parameter m > 0 is generic if m ¢
{1/2,1,3/2,2,...,n—1/2}. By [OS08] (also [Lu02] for m € Z + 1/4), we know
that the central characters which allow discrete series in the positive real generic
range are in one-to-one correspondence with partitions o of n (see Definition
3.1).

Ezample 0.1 (n = 2 case). There are two central character which afford discrete
series corresponding to o1 = (2) and o5 = (12). The first discrete series is always
the Steinberg module (corresponding to the sgn representation of the affine Weyl
group), but the dimension and the W-module structure of the second discrete
series depend on m.

We call s, € T which afford discrete series distinsguished.

Our main result is the description of parameters corresponding to discrete
series Hj, ,,,-module within the framework of the exotic Deligne-Langlands cor-
respondence (eDL for short). To be more precise, let us recall it briefly (c.f. §1.3
or [Ka08a]). Let V; = C2" be the vector representation of G, and Vo = A%2V]. Set
V= V1®2@V2. This is a representation of G = G x (C*)3, where G acts diagonally
on (V1,V1,Va) and (c1, c2,¢3) € (C*)? acts by multiplication by (7', c5 ', e3t).
The eDL correspondence is stated as a one-to-one correspondence

G(a)\V* < lrrepH,, X +— L4 x), (0.1)

where G(a) is the centralizer of s in G and V¢ is the set of a-fixed points in V.
There is a combinatorial parameterization of the left hand side in terms of
marked partitions (see §1.4). The right hand side is the set of irreducible H-
modules with central character a. The irreducible module L, x) is obtained
as a quotient of a standard geometric module M, x). We call (a, X) the eDL
parameter of L, x). There are some remarks to be made at this point:

1. There are no local systems in this picture: the isotropy group of every X
is connected;

2. There exists an exotic Springer correspondence ([Ka08al]). Moreover, the
homology groups of all (classical) Springer fibers of Sp(2n) and SO(2n+1)
can be realized via the homology of suitable exotic Springer fibers (c.f.
Corollary 1.23);

3. For the Hecke algebras which are known to appear in the representation
theory of p-adic groups, the Deligne-Langlands-Lusztig correspondence
(DLL for short) was established in [KL87, Lu89, Lu95b, Lu02]. The con-
nection between the eDL and DLL correspondences is non-trivial. In par-
ticular, the “lowest W-types” of a fixed irreducible module differ between
the eDL correspondence and the Langlands classification;

4. In the Langlands classification, we can specify a discrete series by its
“lowest W-type”. However, our “eDL lowest W-type” does not single out



discrete series. Hence, we need the full eDL parameter in order to specify
discrete series.

The third phenomenon gives a restriction on the W-character of discrete
series which seems far from trivial (c.f. §4.6).

In §3.2, we give an effective, simple algorithm which produces from a distin-
guished central character sy, an element Xo¢(s) in V<.

Theorem 0.2 (=Theorem 3.5). Let o be a partition of n. Let a = (q,5,) be
the real positive generic central character, where § = (—tm/Q,t7"/2,t), and s, 18
the distinguished semisimple element corresponding to o. Then (a, Xoue(s)) is
the eDL parameter of the unique discrete series H,-module.

We also give a geometric characterization of out(o) in §3.6, as the minimal
orbit with respect to certain conditions.

More generally, one can describe the tempered spectrum of H, ,, with real
positive generic parameter as follows.

Theorem 0.3 (=Theorem 4.7 and Corollary 4.18). If n1 + no = n, we set
HS = Hﬁl’m X Hpym C Hy o, where ]H[ﬁhm is an affine Hecke algebra of

(i) Let L) and Lo be a tempered H’ghm—module and a discrete series Hy,, m-

module with real positive generic parameter, respectively. Then,
L:=Indy2™ (LA R L)
is a tempered H,, ,,-module.

(i) Every irreducible tempered Hy, ., -module with real positive generic central
character can be realized in o unique way as in (i).

The classification of tempered modules for the Hecke algebras of type A is
well-known from [Ze80] and [KL87].

Ezample 0.4 (Table of discrete series for n = 2). Let {€; — €2, €1, €2} denote the
positive roots (of SO(5,C)). Let vg denote a T-eigenvector of weight 5 in V.
Assume the notation for W-representations in Remark 1.24. We have:

m (0,1/2) (1/2,1) (1,00)
Xout(al) Vey—ey T Vey Ve, —ep T Veo Vey—ez T Vey
Xout(ag) Ve —en Ve —ez T Ve Vey

ds{out(o))lw | (1) x (0) | () % (1) +(0) x (1) |_(0) x @)

To transfer our description from generic parameters to special parameters,
we prove a continuity result of tempered modules, which is an algebraic analogue
of a result of [OS08].

Theorem 0.5 (=Corollary 2.18). Let a® = aexp(yt) be a one-parameter family
of positive real central characters depending on t € R>q by

v €t® {0} ®RZ, C Lie(T x (C*)?).

Let X; € V“t, t > 0, be a family of exotic nilpotent element corresponding to the
same marked partition 7. We assume that a® is generic for all t € (—¢,¢€) \ {0}
for some small € > 0.



(i) The module L0, x,) is an irreducible quotient of the both of the two limit
modules lim;_,o+ L4t x,)-

(ii) The module Lqo x,) is tempered if L, x,) is a tempered module in at
least one of the regions 0 <t < e or —e <t < 0.

(iii) The module L0 x,) is a discrete series if L(qt x,) are discrete series for

t e (—ee)\ {0}

Remark 0.6. In general, the limit tempered module lim; g L4t x,) is reducible.
For example, let us consider H,, ,, with n =2, and 1/2 < m < 1. There is one
tempered Hy ,,-module L,, with its Wa-structure (0) x (11)4(0) x (2)+(1) x (1).
We have

1iH117 Ly, =2U, ®Us,, U1|W = (0) X (11) + (1) X (1), and U2|W = (O) X (2),
where Uy, Uy are tempered modules of Hy ; (the affine Hecke algebra with equal
parameters of type Bs). In the usual DLL correspondence, the tempered mod-
ules U; and U, are parameterized by the same nilpotent adjoint orbit in so(5),
i.e., they are in the same L-packet.

The result of [OS08] guarantees that every tempered module arises as Lq0, x,)
via Theorem 0.5. This completes the description of tempered modules in the
eDL correspondence. It may be worth mentioning that the classification of
[OS08] in the case of Hi, ,, is basically the same as a conjecture of Slooten [S106].
It is also closely related to the classification of the tempered and discrete series
H,, ,,-modules by [KL87, Lu89, Lu95b, Lu02]. We provide a direct link between
[S106] and (the Spin(f)-case of) [Lu89] in §4.3 for the sake of completeness.

In addition, we include certain applications of this ”exotic” classification for
the W-structure of tempered modules in §4.

The organization of this paper is as follows: In §1, we fix notation and
recall the basic results. Some of the material (like Corollary 1.23) is new in
the sense it was not included in [Ka08a]. In §2, we present various technical
lemmas needed in the sequel. Among them, the deepest result is Theorem 2.16,
which is essential for the reduction step in the proof of Theorem 0.2. In §3,
we formulate and prove our main result, Theorem 0.2. Namely, after recalling
some preliminary facts in §3.1, we present our main algorithm ¢ — out(o)
and state Theorem 0.2 in §3.2. We reduce the proof to the case when o is
“rigid” in §3.3. We analyze the weight distribution of certain special discrete
series in §3.4. Then, we use the induction theorem repeatedly to prove that the
module L(q, x,,,) must be a discrete series whenever o is rigid. We also give
an alternative characterization of out(o) in §3.6. The last section §4 concerns
various applications: we characterize those discrete series L, Xout(o)) which
contain sgn, and analyze their deformations in §4.1. We prove Theorem 0.3 in
84.2. We explain the relation between the view-points of Lusztig and Slooten-
Opdam-Solleveld in §4.3. We deduce the W-independence of tempered modules
in §4.4, and characterize the tempered H,, ,,-modules which are irreducible as
W-modules. We finish this paper by presenting several constraints on the W-
structure of tempered H,, ,,-module coming from the comparison of the eDL
correspondence and the Langlands correspondence of [Lu02].
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1 Preliminaries

1.1 Affine Hecke algebra H

In this paper, G will denote the group Sp(2n,C). Fix a Borel subgroup B, and
a maximal torus T in B, and let W = N¢(T)/T be the Weyl group. We denote
the character lattice of T by X*(T'). Fix a root system R of (G, T) with positive
roots R given by B, and simple roots II. In coordinates, the roots are

RT = {Ei + 6j}i<j @] {26i} C {:l:EZ‘ + Ej} @] {iQEi} =R. (1.1)

For every S C II, we let Ps = LgUg denote the unique parabolic subgroup
containining B and generated by S.

We set Az 1= Z[q%l, qlﬂ,qu] and A :=C®z Az = (C[q(fl, qf[l,q;l].

Definition 1.1 (Hecke algebras of type C’,gl)). A Hecke algebra of type C’T(Ll)
with three parameters is an associative algebra H, = H over A generated by
{T;}7_, and {e*}rex+(r) subject to the following relations:

(Toric relations) For each A, 1 € X*(T), we have e* - e# = e*# (and € = 1);

(The Hecke relations) We have
(Ti+ DT —q2) =0 (1 <@ <n) and (T, + 1)(Tn + qoan) =0; (1.2)
(The braid relations) We have

T;T; =T;T; (if |i — j| > 1),
(T, Ty—1)? = (Ty—1T},)?, (1.3)
TiTiJrlTi = Ti+1TiTi+1 (lf 1<i1<n— 1);

(The Bernstein-Lusztig relations) For each A\ € X*(T), we have

A s; A
A sy ) (L—a2) w5 (i # n)
Tie? =T = { (1+qoq16);j1101+q1)e‘" (e —enN)  (i=n) (14)

Definition 1.2 (Parabolic subalgebras of H). Let S C II be a subset. We define
H? to be the A-subalgebra of H generated by {T}; o; € S} and {e*; X € X*(T)}.
If S =11 — {n}, then we may denote H® = HY by HA = HA.

Remark 1.3. 1) The standard choice of parameters (to,t1,t,) is: 13 = qq, t2 =

—qoq1, and t, (to — tal) = (qo + ql). This yields

1— 2 —t,(tg — tg H)esn
Tne)\ _ esn)\Tn — n 271,( 0 0 )
esen —1

(et — ™)

2) An extended Hecke algebra of type B,(ll) with two-parameters is obtained by

requiring qo +q1 = 0. An equal parameter extended Hecke algebra of type Bfll)



is obtained by requiring qo + q; = 0 and q? = q2. An equal parameter Hecke
algebra of type ¢V is obtained by requiring q2 = —qoq; and (14+qo)(14+q1) =
0;

3) The Hecke algebra with unequal parameters of type Br(ll) with the parameters

t t t tm

o
o ,L O O—>—0

is obtained as
Hy o= H/(qo + ™%, a1 — ™%,z — t).

Set G = G x (C*)3. We recall the following well-known description of the
center of H.

Theorem 1.4 (Bernstein-Lusztig [Lu89]). The center of the Hecke algebra H
18

Z(H) = Ale*; A € XX(T)]W 2 A@pcx): R(G). (1.5)

A semisimple element a € G is a triple a = (s,4) = (s, 90,91, ¢2), for some
s € G is semisimple, and ¢ € (C*)3. In view of the previous theorem, each
semisimple a € G defines a character C, of Z(H) by taking traces of elements
of R(G) at a. We can define therefore the specialized Hecke algebras

H, := Co ®z @) H and Has = Cq @z H, (1.6)

where S C II.

A H,-module M is said to be a H-module with central character a or s. By
Theorem 1.4, having central character s is equivalent to having central character
v - s for each v € W. (Here v - s is the action induced by the adjoint action of
N¢g(T) on T inside G.)

We fix a maximal subset S C Ry with the following properties:

e We have qojEl Z S and ¢q; € S;
e S is stable by g-action;
e We have {£,671} ¢ S for all € € Ry.

We recall next the geometric construction of irreducible H,-modules from
[Ka08a], under the assumption in the following definition.

Definition 1.5. A semisimple element a = (s,q) = (s, qo,q1,¢2) in G is called
positive real if —qg, q1,¢2 € R~ and s has only positive real eigenvalue on V;. A
positive real semisimple element a = (s,7) = (s, 40, ¢1,2) in G is called generic
if it satisfies:

GAer (m#-2n+1,-2n+2,---,2n —1). (1.7)

The set of semisimple positive real generic elements of G will be denoted by
Go. We call a = (s,9) € Gop to be S-positive if we have (s,¢;) € S for each
i=1,...,n. The set of S-positive elements of G, is denoted by g(')" .

Ezample 1.6. In the case of the Hecke algebra H,, ,, of type B,(ll) (as is defined
in Example 1.3 3)), if we assume ¢ € R and m € Z, then the condition (1.7)
turns into m & {-n—1/2,—n,...,n—1/2}.



We have R(T') C H. Thus, we can consider the set of R(T)-weights of V' for
a finite dimensional H,-module V. We denote it by ¥(V) C T. It is well known
U (V) C W - s whenever a = (s,q).

Definition 1.7. An H,-module V is called tempered, if for all x € ¥(V'), one
has
(x,e1+---+¢€) <1, foralll <j<n. (1.8)

The module V is called a discrete series, if the inequalities in (1.8) are strict.

1.2 Reduction to positive real character

We briefly recall Lusztig’s reduction to positive real central character. The
original reference is [Lu89] (see also §4 in [Lu02]), and there is a complete
treatment relative to the tempered spectrum in [OS08]. In this subsection alone,
we denote the Hecke algebra defined in 1.1 by H;‘?‘)‘;‘g,’)‘", where X' = X*(T"), T
is the torus of type B, (dual to T'), R’ denotes the roots of type By, (coroots for
R of type C,), and t; = tNi (as in Remark 1.3), where t acts by some element
in Ryg. Let us also denote by IrrepW,s,l,OHzo/:?g,”\", the irreducible modules on
which ¢ acts by v, and the central character is s € T”. (The emphasis on W in
the notation will be justified by the reduction procedure.)

Every s € T' has a unique decomposition s = s, - sy, into an elliptic part,
and a hyperbolic part: s, € ST ®7 X.(T"), si € R ®z X.(T"). Note that s, is
the R g-part, in the sense of Definition 1.5.

Fix a central character s = s, - s;,. Define

;o ,oalse) =1, if o ¢ {£e,}
R, = {O‘ CR ) =+1, ifac {j:en}} ' (1.9)

Then R C R'is a root subsystem. Let W, C W denote the subgroup gener-
ated by the reflections in the roots of R .

Definition 1.8. Let R’ C F’, R’ c E’ be a root system in the usual sense,
and denote by E¢ and E ¢ the complexifications. Let II' C R’ be a set of
simple roots, and W the Coxeter group. Let p be a W-invariant function on
II. Define the graded (or degenerate) affine Hecke algebra ﬁz,7 g ([Lu89]) to be
the associative C[r]-algebra with unity generated by {t, : w € W}, w € E¢
subject to the relations:

twth, = twwr, for all w,w’ € W;
ww' = W'w, for all w,w’ € Er;

wts, —ts. 8a(w) = ru(a)(d,w), forall a € ', w € Ef.

Remark 1.9. The center of Hp g is C[r] ® S(E)", where S( ) denotes the
symmetric algebra ([Lu89]). Therefore, the central characters of irreducible
modules, on which r acts by a certain number, are given by W-conjugacy classes
of elements in E’c. Denote by IrrepW_Q’Toﬁgl’ g the class of irreducible modules

with central character s € E ¢, and on which r acts by 7q.

Fix ry such that e™ = 1y. Recall that every hyperbolic element s, € T’ has
a unique logarithm log s;, € t'.



Theorem 1.10 ([Lug9]). There are natural one-to-one correspondences:

A0, 1, An ~ A0, 1, An ~ T Hn
IrrepW,s’VOHR,VX, =~ IrrePWse~s,uoHR;e,X’ =~ IrrepWSS‘logsh,rgHRée,t’*7

where 1 = A1, fn = An + €n(Se) Xo-

These correspondences follow from an isomorphism of certain completions of
) : : 021 em /2
these Hecke algebras. By applying the theorem again for Irrepy, ., ., H’é; " s

we see that:

Corollary 1.11. There is a natural one-to-one correspondence

AL

Ao sAn A~ B /2,01 00 /2
Irrepyy.g o Hpr /™" = IrrepWS,e_sh’)UoHR, X/ )

where f13 = A1, fin = A + €n(5¢) Ao-

We should mention that, for a general affine Hecke algebra (not necessarily

of type C’,(ll)), the same correspondence as Theorem 1.10 holds, but the affine
graded algebra H needs to be replaced with an extension of it by a group of
diagram automorphisms.

Corollary 1.12. In the correspondence of Corollary 1.11, tempered modules
and discrete series modules correspond, respectively.

This is easily seen from the isomorphism of algebra completions we men-
tioned above. See for example §2 (particularly 2.28) of [0S08].

1.3 Irreducible H-modules

We use the notation of §1.1. In addition, we introduce the following notation.
For a group H, an element h € H, and a H-variety X we denote by X" and
XH  the subvariety of h-fixed and H-fixed points in X, respectively. For z € X,
we define Stabyx := {h € H; ha = x}.

Let V3 = C? denote the vector representation of G. Set Vo = A2V, and
V= Vl®2 @ V5. Then V is a representation of G as follows: G acts diagonally,
and an element (c,c2,c3) € (CX)? acts on (Vq,Vq,Vs) via multiplication by
(el eatest)

For each weight 0 # 5 € X*(T'), we set vg to be a non-zero T-eigenvector of
{0} ® V1 @ V5 C V, which is unique up to scalar.

We denote by V* the sum of B-positive T-weight spaces in V. For each
S C II, we will denote by Vg the sum of T-weight spaces for the weights in the
Q-span of S. We define the collapsing map (an analogue of the moment map)

p:F:=GxBVt —V, ugov)=g-v", geqG, vF eVT, (1.10)

and denote the image of u by M. We call it the exotic nilpotent cone ([Ka08al).
For each a = (s,q), we denote by u® the restriction of u to the a-fixed points
of F. We denote by G(s) or G(a) the centralizer Z(s). This is a connected
(reductive) subgroup, since G is simply connected. Its action on 2M* has finitely
many orbits. We will describe this in more detail in §1.4.

Let prg : F' — G/B be the projection prg(g,v") = gB. We define

&% =prp(p”'(X)*) € G/B, (1.11)

and call it an exotic Springer fiber.



Definition 1.13 (Standard module). Let a € Gy and let X € M*. The total
Borel-Moore homology space

M x) = P Hn(%.C) (1.12)
m>0
admits a structure of finite dimensional H,-module. We call this module a

standard module. Fix S CII. If a € Lg x (C*)? and X € Vg, then

MG, x) = €D Hm(E% N Ps/B,C) (1.13)

m>0

admits a H°-module structure.
If S =1I — {n}, then we may denote M(Sa x) by M(/Z X)-

Let V¥ be the unique T-equivariant splitting of the map V* — V*/(V+ N
Vs). If X € Vg, then we have necessarily usX C V°. The induction theorem
is the following:

Theorem 1.14 ([Ka08a] Theorem 7.4). Let S CII. Let a = (s,q) € Go and let
X eMne. Assume s € Lg and X € (M NVg). If we have

(Ve C ug X, (1.14)
then we have an isomorphism
H ~Y
Indgzs M, ) = Miq,x)
as H-modules. O

Fix the semisimple element ag = (1,—1,1,1) € G. The following result is an
exotic version of the well-known Springer correspondence.

Theorem 1.15 ([Ka08a] Theorem 8.3). Let X € M. Then, the space
Lx = Hq, (E3°,C), where dx :=dim &Y’ (1.15)

admits a structure of irreducible W-module.
Moreover the map X — Lx defines a one-to-one correspondence between the
set of orbits G\M* and Irrep W.

In this correspondence, if X is in the open dense G(ag)-orbit of 91% then
Lx is the sgn W-representation. If X = 0, then Ly is the triv W-representation.

In the following proposition, Z = F X F' denotes the exotic Steinberg
variety, and HZ(e) is equivariant (Borel-Moore) homology with respect to the
group A.

Proposition 1.16 ([Ka08a] Theorem 9.2). Let a = (s,q0,q1,q2) € G be a real
positive parameter. Let a := (logs,ri,m2) €D R? be an element such that
a = (exp(log s), qo, ™, e"™).

Let A be a connected subtorus of G which contains (s,1,q1,q2), and let a be its
Lie algebra. If X € MA, then HA(Z%) acquires a structure of a Cla]-algebra
which we denote by HI. We have:



1. The quotient of H} by the ideal generated by functions of Cla] which are
zero along a is 1somorphic to Hy;

2. We have a natural inclusion C[W] — H}.

Moreover, we have

Cla) ® Ho(Ex) = HA(Ex) for each X € NMA
as a compatible (C[W], Cla])-module, where W acts on Cla] trivially. O
Corollary 1.17. Keep the setting of Proposition 1.16. We have

M x) = €D Hn(E,C). (1.16)

m>0
as C[W]-modules. O

In (1.16), the irreducible W-module Lx appears exactly once in the decom-
position of M(, x). So there is a unique irreducible subquotient, denoted L(q, x)
which contains L x.

Theorem 1.18 ([Ka08a] Theorem 10.2). Let a = (s,q) € G, be a positive real
element so that N* C M. Then, we have a one-to-one correspondence

G(a)\V* < lrrep H,, X = L x)- (1.17)

The module Lq xy is a Hq-module quotient of M, x). Moreover, if L, y)

appears in M, xy, then we have X € G(a)Y.

We need to emphasize that, unlike the case of [KL87], there are no nontrivial
local systems appearing in the parameterization of Irrep H, in Theorem 1.18 for
a € Go (see also Corollary 1.33).

Corollary 1.19. If a € G is a positive real element, the set of G(a)-orbits of

M is finite. In particular, there exists a unique dense open G(a)-orbit OF of
ne.

It is useful to remark that Lx, = sgn (X, € OF°) appears with multiplicity
one in every standard module M, x).

From Theorem 1.18, together with the DLL correspondence of type A, we
deduce:

Theorem 1.20. Keep the same setting as Theorem 1.18. Let S C II and
assume s € Lg. Then, we have a one-to-one correspondence

L(s)\V§ < Irep HS, X — L, . (1.18)

The module Lfmx) is a HZ-module quotient of M&X). Moreover, if Lfa,y)

appears in M(“Z X): then we have X € Lg(a)Y .

Convention 1.21. Assume that a € T x (C*)3. If S = II — {n}, then we set
L(Aa,X) = Lfa,X)' Let ta = (wfh - s71,q), where w} € &, C W is the longest

element. Since X € gl(n), we have taX = X. As a consequence, the HA-modules
tagA . agA t7A _TA
M(a,X) = M(‘a,X) and L(a,X) = L(ta,X)

are well-defined.
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The following results are not explicitly stated in [Ka08a], but are immediate
consequences.

Theorem 1.22. Let a € Gy. Let L be an irreducible H,-module which contains
sgn as its W-module constituent. Then, we have necessarily L = L, x) =

M(a,X) fOT’X S Og

Proof. Taking account into the fact that the stabilizer of X in G is connected
and 91° is a vector space (i.e. a smooth algebraic variety), the assertion follows
by exactly the same argument as in [EM97]. O

Corollary 1.23. Let G' = Sp(2n,C) or SO(2n+1,C) and let ¢ denote its Lie
algebra. Let' Y € g’ be a nilpotent element. Let Ay be the component group of
the stabilizer of G'-action on'Y . Let By be the Springer fiber of Y. Then, there
exists X € M such that

Ho(By)™ = Hy(Ex)
as W-modules (without grading).

Proof. Let HE denote the one-parameter affine Hecke algebra coming from
T*(G/B) in the sense of the DLL correspondence. Let G, denote the set of
points of G’ which acts on the natural representation with only positive real
eigenvalues. The Bala-Carter theory implies that there exists a semi-simple
element ay € G4 x R> so that G'(ay)Y defines a open dense subset of g’**.
By an argument of Lusztig [Lu95b], we deduce that He (B3 )Y = H(By )4y
acquires a structure of irreducible H¢-module. Here we know that Hy(By )4y =
Hy(By) = sgn as C[IW]-modules. It is easy to verify that we have some positive
real element a € G such that Hac’:, =~ H,, where Hac’:, is the specialized Hecke
algebra of HY defined in a parallel fashion to (1.6). Let X € Of. Then,
the module M, x) = Lq,x) is the unique H,-module which contains sgn as
W-modules. This forces
M, x) = Ho(By )

as W-modules (without grading). Therefore, Corollary 1.16 implies the result.
O

Remark 1.24. Before presenting an example of the correspondence in Corollary
1.23, let us recall the parameterization of Irrep W,, in terms of bipartitions. Re-
call that W,, & &,, x (Z/2Z)™. Let £ = (triv, ..., triv,sgn,...,sgn) be a character
k n—k
of (Z/2Z)", and let &) x &,,_) = Stabg, (§). The representations of symmet-
ric groups are parameterized by partitions. Let « be a partition of k£ and
be a partition of n — k, and (&), (3) the corresponding representations of Sy
and &,,_, respectively. We denote by () x (8) (and call it a bipartition) the
irreducible representation of W,, obtained by induction from («) X (8) X & on
Sk X S,k X (Z/2Z)™. All elements of lrrep W,, are obtained by this procedure,
hence the one-to-one correspondence with bipartitions of n.

Ezxample 1.25. We explain 1.23 in the case n = 3. There are 7 nilpotent ad-
joint orbits for SO(7,C), and 8 for Sp(6,C). There are 10 exotic orbits (the
same as the number of irreducible representations for W3). Let us denote the
representatives of these 10 orbits as follows:
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X1 Ver—er T Vea—ey T Vey ( ) ( )

X2 U€1—€2 + U62—63 + UEz (1) (11) ( ) X ( )

X3 Ve;—ep T Ves—ez 1 Ve (11) ( ) ( ) (11) +( ) ( 3)
X Ve —ey + Ve Indyy? ((0) x (11))

X5 Ver—e; + Vey Indyp? (1) x (1) + (0) x (11))
X6 UG]-EQ + U€2—€3 Ind‘{/I/Ii:liA )(sgn)

X7 Vey—cy + Vs Indy? XW%)(( ) x (1) K sgn)
Xs Vg Ind 3(( ) x (1))

X9 ’U617€2 IndW(A )(sgn)

X0 0 Ind}3((0))

The last column gives the Ws-structure of He(Ex) in every case. With this
notation, the correspondences from 1.23 are as follows:

O TG [ 330 [ B322) [ G [ (221%) [ (1)
50(7) X1 | Xo X3 X7 X5 Xy X1o

(6 (6) | (42) | (411) | (33) | (222) | (2211) (214) (16)
p(6) X1 | Xo Xy Xe X7 X5 Xg | X0

The notation for the parameterization for classical nilpotent orbits is as [Ca85].

1.4 A parameterization of exotic orbits G(a)\0M*

We recall the combinatorial parameterization of G(a)-orbits in M* following
[Ka08a]. Fix a = (s,q) € G -

Definition 1.26 (Marked partition). A segment adapted to a is a subset I C
[1,n] such that for every i € I, we have either

e there exists no j € I such that (s, ¢;) > (s, ¢€;);
e there exists a unique j € I such that (s,€;) = ga(s, €;).
A marked partition adapted to a is a pair ({L,,}¥,_;,9) where

1. hulyU---Ul; = [1,n] is a division of the set of integers [1,n] into a
union of segments;

2. §:[1,n] — {0,1} such that §(I) = 0 whenever (s, €;) # q1.
We refer {I,,,}F,_; as the support of ({I,,}*,_;,9).

Let us denote by MP(a) the set of marked partitions adapted to a.
Proposition 1.27 ([Ka08a]). The map YT : MP(a) — G(a)\MN*, given by

k n
(Himtin1,0) = > v, + Y 8(i)ve,,  where vy, = > Ve
m=1 =1

4,JE€Im,(s,€i)=q2(s,€;)
(1.19)
1S a surjection.
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For each 7 € MP(a), we put v, := Y(7) and O, := G(a)v,.

In order to describe the fibers of the map Y, we define first a partial order
on the set of subsets of [1,n]. Let I,I' C [1,n]. Set I = {(s,¢;) : ¢ € I}, and
similarly for J. Then we define

I <l < minl <minl’ < max] < maxJ. (1.20)

If I <« I’, we say that I is dominated by I'. N

If ({Ln}% _1,0) € MP(a) is given, we define ({I,,}¥,_,,8) by modifying ¢ as
follows. If some i such that (s, €;) = ¢ belongs to an I,,, which is dominated by
a marked I, (i.c., 6(In) = {0,1}), then we set 6(i) = 1 (i.e., we mark I,, as
well).

A permutation w € G,, is said to be adapted to a if we have

(s,€) = (5, €w(i))

for i =1,...,n. Let &% denote the subgroup of &,, formed by permutations
adapted to a.

It is straight-forward that G2 acts on MP(a) by applying w to ({I,,}%,_;,0) €
MP(a) as ({I,n}F,_1,0) — ({w (L) }E,_ , w*§), where (w*8)(i) = &(w(i)).

m=1» m=1>

Proposition 1.28 ([Ka08a]). Let T be the map defined in Proposition 1.27.
Then Y(({Im}n=1,9)) = Y(({L;,} =1, 0") if and only if {In}ymy = {I} }rm
and § = § up to &2-action.

The marked partition corresponding to the open G(a)-orbit in 91 is obtained
by extracting the longest possible I; subject to avy = vy, then the longest
possible I from [1,n] \ I; subject to the same condition etc. Then we mark all
I; such that ¢ € I;.

Let MPg(a) be the set of marked partitions with trivial markings. (L.e.
7 = (I,6) € MP(a) with 6 = 0.) The following result is a re-interpretation of
the closure relations of type A quiver orbits with uniform orientation.

Theorem 1.29 ([ADS80],[Ze81)). Let 7 = (I,0) € MPy(a). Let 7/ = (I',0) €
MPq(a) be obtained from T by the following procedure:

(&) For some two segments I}, I,,, € I such that
min I; < min I, < max; < max Iy,

we define I' to be the set of segments obtained from I by replacing {1y, I; }
with {17, 17}, where I* are segments such that It U1~ = [ U1, It =
LUy, and I= = ;N 1,

Then, we have O, C O.. Moreover, every G(a)-orbit which is larger than
O, and parameterized by MPq(a) is obtained by a successive application of the
procedure ().

Convention 1.30. For each 7 € MP(a), we sometimes denote L, .,y by L(a,r)
or just L, when the central character is clear. We may use similar notation like
M(a,r) or M.,-.
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Each of 7 = ({I},d) € MPgy(a) defines a representation R, of type A-
quiver corresponding to the multisegments {I,,;m > 0} in the sense of Zelevin-

sky. (Here we identify G(a) O Vz(s’qZ) with the representation space of type
A-quiver of appropriate dimension vector.) In particular, R, is a direct sum of
indecomposable modules Ry, corresponding to the segment I,,, (or rather I,,).

Lemma 1.31. Let 7 = ({I,},9) € MPy(a). We have a non-zero map Ry, —
Ry, , (as modules of type A-quivers) if and only if I, < I,r. Moreover, such a
non-zero map is unique up to scalar.

Proof. Straight-forward. O

Theorem 1.32 (c.f. Brion [Br08] Proposition 2.29). Let a € G; and let
7 = (I,0) € MPg(a). The group of automorphisms of R. as type A-quiver
representation is isomorphic to Stabg(q)vr - O

Corollary 1.33. Keep the setting of Theorem 1.32. Let v, be the number of
segments of I, and let u, be the set of distinct pairs of segments I,1' in I such
that I < I. Then, Stabg(q)vr is a connected algebraic group of rank r, and
dimension (r; + u,).

Proof. Taking account into Theorem 1.32, the assertion is a straight-forward
corollary of Lemma 1.31. O

2 Some weight calculations

2.1 Varieties corresponding to weight spaces

In this section, we use the language of perverse sheaves (corresponding to middle
perversity) on complex algebraic varieties. Some of the standard references for
this theory are Beilinson-Bernstein-Deligne [BBD], Kashiwara-Schapiro [KS90],
Gelfand-Manin [GM94], and Hotta-Tanisaki [HT08].

For a variety X', we denote by C the constant sheaf (shifted by dim X). For
a locally closed subset O C X', we have an embedding jo : O — X. We have a
constant sheaf (j0)1C obtained by extending the constant sheaf on O by zero to
X. We have an intermediate extension object IC(OQ) which admits a morphism
(jo)C — IC(0).

Let us present one technical lemma, which is a straight-forward consequence
of the general theory. We will need this result later, in the proof of Theorem
2.16.

Lemma 2.1. Let X be a smooth variety with a projective morphism f : X — Y.
LetU C Y be a Zariski open subset. Let f' be the restriction of f to f=*(U). If
IC(O)|y is a simple perverse sheaf on U which appears as a direct factor of fL.C
(up to degree shift), then IC(O) appears in f.C (up to degree shift).

Proof. Both maps f, f are projective over the base. The Beilinson-Bernstein-
Deligne-Gabber decomposition theorem asserts that both f,C and f.C decom-
pose into direct sums of simple perverse sheaves on ) or U, respectively. Since U
is open in ), the intersection ONYU is open in O if ONU # . Since a simple per-
verse sheaf can be written as an extension of a local system on a smooth locally
closed subset, we have IC(O) = IC(O NU) whenever O NU # (). The complex
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IC(ONU) is the unique simple object (in the category of perverse sheaves on
V) supported on O such that IC(O NU)|ory is the constant sheaf. Therefore,
we conclude that the simple constituent £ of f.C such that £|;;= 1C(O)];, must
be IC(O) itself as desired. O

For every w € W, let w denote a representative in Ng(T). We put “V+ :=
wVT and “V(a) := V2N “VT. We denote (Ad(w~!)B)(s) by “B(s). It
is clear that these definitions do not depend on the choice of w. Recall the
restriction of the collapsing map u® : F'* — N®. Set

Fo = G(s) x BG) vy (q). (2.1)

w

Let W be the reflection subgroup of W corresponding to the subroot system of
R defined by the roots « such that (s, @) = 1. Following Lemma 3.6 in [Ka08a],
we have a decomposition

P = HU)EW/WQFS;' (2.2)

Denote by pf the restriction of u* to a piece F%, where w is a representative in
W/Ws.

For each y = w-s™' € W-s71, let £%[y] denote the preimage of of X € MN*
under p2, projected to G/B:

E%lyl = {gi'B; gs =sg, X € g"V(a)} (2.3)

Notice that replacing w by ww’ (w’ € Wy) in this construction gives the same
variety, hence £%[y] only depends on w € W/W,.

Proposition 2.2. Let 7 € MP(a). For w € W/Wj, the y = (w - s~1)-weight
space of the standard module M, ,, y is He(E] [y]). In particular, y is a weight
of M(a,v,) if and only if (u,)«C contains 1C(O;).

Proof. See Chriss-Ginzburg [CG97] §8.1. O

An important consequence is that we can characterize certain weights of L, ).
Corollary 2.3. If O, meets “V(a) in a dense open subset, then w-s~! is a

weight of Lig.,)-

Proof. We have (p2)~'(X) # 0 if and only if X € O,. Hence, we have
dim He((p2)"1(X)) # 0 when X € O,. It follows that there exist a simple
constituent of (u).C in D®(M*) which has support contained in O,. By the
BBD-Gabber theorem and [Ka08a] 4.10, we have IC(O;) as a direct summand
of (12).C (up to degree shift). Now Ginzburg theory (see [CG97] §8.7) implies
the result. O

2.2 Special weights

Fix a € Gf and let 7 = (I,6) € MP(a).

Construction 2.4. We divide I into four sets Dl+7 Di, D! D? as follows:
e If max/] < g1, we put I € I into Di;

e If min/ > q;, we put I € I into D?;
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Note that all segments I in D2+ U D? are unmarked, since ¢; ¢ I. Now we
consider only segments in I\ (D% U D?%).

e If there exists some I’ such that §(I’) = {0,1} (i.e., I’ is marked) and
I I, then we put I into D};

e If we have §(I) = {0} and there exists no I’ such that §(I') = {0,1} and
I <I', then we put I into D!

We denote D := (D} UD?%) and D_ := (DX UD2).

Notice that Dy U D_ exhausts I. One sees immediately that in this con-
struction, all segments I in Dy are marked (§(I) = {0,1}) whenever ¢; € I.
We change the marking of 7 so that every I € D, with ¢1 € I, is marked.
By Proposition 1.28, this procedure does not change the G(s)-orbit of v,.. We
introduce a second partial ordering on I, weaker than <:

I<I' < minl <minl’. (2.4)

The following proposition is our main criterion for finding some special
weight of each simple H,-modules. The notation w(j) refers to the usual action
of W(B,,) by permutations and sign changes on [—n,n].

Proposition 2.5. Let 7 be a marked partition as above. Assume that we have
(s,€) > (s,€;) for every i < j. Assume that w € W satisfies the following
conditions:

e Let I € Dy. Then, we have w(j) > 0 for all j € I. Moreover, we have
w(t) < w(j) for each i,j € I such that (s,e;) > (s,¢€5);

o Let I € D_. Then, we have w(j) < 0 for all j € 1. Moreover, we have
w(t) < w(j) for each i,j € I such that (s,e;) < (s,€;);

o IfI,I' € Dy and I < I', then we have
w(j) < w(j") for every (j,j') € I x I'; (2.5)
o I[fI,I' e D_and I < I, then we have
w(j) > w(j") for every (j,j') € I x I'; (2.6)
e IfI,I' €1 and min I = min I’, then we have either
w(j) > w(j’) for every (j,5') € I x I', or (2.7
w(j) <w(j") for every (j,j') e I x I’ (2.8)
Then O. meets “V(a) densely. In particular, we have w-s™' € U(L(q..)).

Proof. Now the first two conditions implies wwv; € VT, for all I € I, and wv,, €
V* (if 6(i) > 0). Therefore, we deduce v, € “V*, which implies v, € “V(a).
For each ordered pair (I,m) € Z2, we define

b= @ (a(s) Nalei — ),

lel;,mel;;(x)

where (%) denotes the condition €,,;) — €,(;) € Rt, and g[e; — ¢;] are the weight
spaces. The condition (x) is also rephrased as:
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(%)1 If w(i)w(j) > 0, then we have w(i) < w(j);
(%)2 If w(i) < 0, then we have w(j) < 0.

It is straight-forward to see that p-™ is an abelian subalgebra of g.
Since {I, }m exhaust [1,n], condition (x) implies

pri=to @Pp™ = (W b) Ng(s).
l,m

Hence, the Lie algebra p, preserves “VT. Since p, C g(s), it preserves
V. Thus, p, acts on “V(a). Moreover, we can replace p, with the connected
algebraic subgroup P, C G(s) with LieP; = p, to deduce that P, acts on *V(a).
We wish to prove that P,v, is dense in “V(a). We will be able to deduce this
from the following claim, which is proved by computations.

Claim A. p,v, = *V(a).

Proof. Since p-™ is a direct sum of T-weight spaces, we deduce that (t® pL™)
is again a Lie subalgebra of g(s). We set t" := P,; Ce;, where ¢; € t* is
identified with the dual basis ¢; € t by the pairing (e;,€;) = J; ;. We have

t"u, =t (v, + Z 0(i)ve,) = @ Cue,—, ® @ Cu,

€1, 4,7 €Lm;(s,€i)=q2(s,€;) 1€Ln;0(3)=1

by a simple calculation. (Here we used the fact the the weights appearing in
the RHS are linearly independent.)

By the first two conditions on w, the signs of the entries in w(I;) and w(Zl,,)
are constant on each segment. We calculate p-™v, in each of the four possible
cases of signs.

Case 1) (w(l}),w(I,) > 0) This means I;,I,, € Dy. We have either 0 <
w(Iy) < w(lp) or 0 < w(l}) < w(ly,). If we have 0 < w(l,,) < w(I;), then we
have ¢, —¢; ¢ w™'R* for every i € I}, j € I,,. Therefore, pi:J = {0} in this case.

Now we assume 0 < w(l;) < w(I,). We have min J,,, > min [; by assump-
tion. We have ¢; —¢; € U(pL™) if and only if i € I}, € I, and (s, ¢; —¢;) = 1.
By the definition of segments, we deduce that

pi_vm: @ g[eib_ejb]v

bel NIy

where i, € I}, ji € Iy, satisfies (s,€;,) = b = (s,€j,). By explicit computation,
we have
1 )

glei, — €j,]ur = C(quzb—qb + veib—ej'q .
2

Let b~ be the minimal element of I; N I,,,. Then, the number j o' does not
exist. It follows that

pi_,mvT _ Z g[% _ Gjb]v277— = Z V[Eib - €jq,1b]a
2

beLNIn bEL N

where v; » be the Vy-part of v,.
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Here both I; and I,,, are marked. Hence, we conclude that

fotmaopk™v, = > gla, — €l =t ot"0 @V,
bEL NI

where

. {Zbewmwe% =61, (wln) > w(D)
{0} (w(I,) < w(l))

Case 2) (w(l;),w(l;) < 0) This means I;, I,,, € D_. This case is exactly the
same as Case 1 if we uniformly multiply —1 to every weights. Therefore, we
conclude that

)

¢m2{®%mmm%—qA<mm<w@m
T o (w(h) > w(l))

and
Catmopt™u.= > g, -l =t etM, eV,
belinl,,

where

V:{zmmmw%—qyJ<mma<mm>
{0} (w(m) > w(l))
Case 3) (w(l;) < 0,w(l,) > 0) This means [; € D_, I,, € Dy. We have
€6 —€ & w 'RY when i € I; and j € I,,,. It follows that pﬁm = 0. Therefore

we have
@t optm™)v, = tv, @ Mo,

Case 4) (w(l;) > 0,w(l,,) < 0) This means [, € Dy, I,, € D_. We have
€i—€j €w 'RT when i € I; and j € I,,,. By a similar argument as in Case 1,

we deduce that
Im _
p'rm - @ g[eib - Eij
bel,N I

where i, € Ij, jy € I, satisfies (s,€;,) = b = (s,¢j,). By assumption, we have
Iy > I, only if [; C Ip,. If min[; < min [,,,, then we have Josto- = 0 for b= =
min(l; N 1,,). If min I; > min I,,,, then we have i+ = 0 for b* = max(l; N I,;,).

The segment I; is marked while I,,, is not. In particular, the vector > 0(1)ve,
is annihilated by p.™.

Therefore, by a similar argument as in Case 1, we have

i€ Ul,,

fotmopt™w, =tv, ", @V,

where
v Zbeﬂﬂhv[eib - quglb] (min f; < min 1y, ) .
Zbeﬂﬂ[lv[eiwb — €] (minl; > min Iy
We can rephrase the conclusion of the above case-by-case calculations as follows:
e tlv, is a sum of T-weight spaces of “V(a) of weight ¢; or ¢; — €; such that
1,7 € Ip;
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e pl™y_ is a sum of T-weight spaces of “V(a) of weight €; — ¢; such that
i€l and j € I,,.

From this, we deduce that

pror =t@ Y phu, = “V(a).
lm

O

We have a natural identification p,v, = T, (Prv;) (the RHS must be read
as the tangent space of Prv, at v;). We deduce that

dim Pyv, = dim “V(a).
Since Prv, C “V(a), this forces Prv, = *V(a), which implies the result. O

Convention 2.6. Let a € G;. A function ¢ : [1,n] — [1,n] is called a c-function
adapted to a if

c(i) < c(j) if (s,€) > (s,€5).
Using this notion, it is convenient to rephrase Proposition 2.5 as follows:

Proposition 2.7. Let 7 € MP(a). Fiz a c-function ¢ adapted to a. Assume
that w € W satisfies the following properties:

o Let I € Dy. Then, we have w(c(j)) > 0 for all j € I. Moreover, we have
w(c(i)) <w(c(j)) for each i,j € I such that c(i) < c(j);

o Let I € D_. Then, we have w(c(j)) <0 for all j € I. Moreover, we have
w(c(i)) <w(c(4)) for each i,j € I such that c¢(i) > c(j);

o I[fI,I' e Dy and I < I, then we have
w(e(j)) < wle(j")) for every (j,5) € I x I'; (2.9)
o I[fI,I' e D_and I < I, then we have

w(c(4)) > w(c(j") for every (4,5') € I x I'; (2.10)

o IfI,I' € 7 and min [ = minI’, then we have either
w(ce(y)) > w(c(§")) for every (j,5') € I x I', or (2.11)
w(e(5)) < w(c(j’)) for every (j,5') € I x I’ (2.12)
If y € T is such that <y7ec(i)> = <w-s*1,q> for every 1 < i < n, theny €
\IJ(L(a,vT))- O

Proposition 2.8. Let 7 = (I,0) € MP(a). Let w € W. If “V(a) meets O,
then there exists v € &,, which satisfies:

(&) For everyi,j € I, €I such that (¢;,s) € q§>° (€5, 5), we have either

wo(i) < wo(j) or wu(i) > 0> wou(j).
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Proof. The space *V(a) is stable under the action of * B(s). It follows that the
space G(s)*V(a) is a closed subset of M*. In particular, a G(s)-orbit O, C N*
meets “V(a) if and only if we have O, C O, where O is the open dense G(s)-
orbit of G(s)*V(a).

Condition (&), is independent of the marking. Let 7/ := (I,dp), where
8o = 0. We have O, C O,. Hence, it suffices to verify the assumption in the
case 7 = 7. We put T, := Stabpv,. It is easy to verify that T, is a connected
torus of rank #I (the number of segments of 7). Since we have (s, €;) # (s,€;)
for each i, j € I, € L, it follows that Zg(s)(T7) = T and T, = OT7. The set of
vT-fixed points of
Fo = G(s) x B vy(a) = G(s)/B

w

is concentrated on the fiber of (G(s)/B)T for every w € W and v € W,. The
image of u¢ contains all of O, if and only if O, C N* meets “V(a). Therefore,
“V(a) meets O, if and only if

’

dim (“V(a))" 7 = dim T, for some v/ € W,.

Since a € G, we have V@ C gl(n) @ C". In particular, having VT, -fixed points
is equivalent to having YT, -fixed points for v € &%. Now (&), is equivalent to
the fact that vvy,, € “V(a) for each I, € I. O

Corollary 2.9. Keep the setting of Proposition 2.8. We have w-s~1 € U(Lg,v,))
only if there exists some v € &,, satisfying (&), .

Proof. By Proposition 2.2, the assumption implies that 1C(O;) is a direct sum-
mand of (u%).C (up to shift). This implies Supp IC(O;) = O, C Impu?,. This
happens only if “V* meets O, which implies the result by Proposition 2.8. [
2.3 Nested component decomposition

An important ingredient of the determination of tempered modules is a reduc-
tion theorem. This is similar to Zelevinsky’s nested segments, but there are
important differences in our setting.

Let 7 = (I,8), I = {I,,}F,_, be a marked partition adapted to a = (s, q) €
Gy. Assume that I can be split into a disjoint union of two collections of
segments I' and I? with the property

IC I, forevery I €I I'€I? or (2.13)
I'c I, forevery I eIl I' eI,

where I C J means
minJ < min / and max/ < maxJ.

Let n; and ny be the sums of cardinalities of segments of I' and I?, respec-
tively. By applying an appropriate permutation, we assume that

e I! and I? are divisions of [1,n;] and (n1,n], respectively;

o If1<i<j<mgormn <i<j<mn,then (s,¢)> (s,€;)
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Then we can regard 7% = (I',§|;1) and 72 = (I2,6]12) as marked partitions
for G1 = Sp(2n;1) and Gy = Sp(2ns2) respectively, where Sp(2n;) x Sp(2ns) is
embedded diagonally in Sp(2n).

The marked partition 7 parameterizes a G(s)-orbit O, on N*. We define
semisimple elements s; € Sp(2n1), s € Sp(2ng) to be the projections of s
onto the Sp(2n1), Sp(2ny) factors, respectively. We set a1 := (s1, ), and ag :=
(s2,q). The marked partitions 7! and 72 define orbits O,1, O,2, of G = G1(s1),
G5 = G2(s2) respectively on the corresponding exotic nilcones.

Lemma 2.10. Every G(s)-orbit O of M* which contains O, as its closure is
written as G(s)(O1 x Oz), where O1 and Oy are exotic nilpotent orbits of G1
and Go, respectively. In addition, the marked partitions corresponding to O
and Oz are nested in the sense of (2.13).

Proof. The condition (2.13) is independent of markings. Thus, it suffices to
prove the assertion for all orbits with no markings. In the algorithm of Theo-
rem 1.29, it is straight-forward to see we cannot choose I,,, € I' and I, € I2.
Therefore, the above procedure preserves | | 1,.en Im and Ulm cr2 Im, respec-
tively. Moreover, it preserves the nestedness of the modified I' and 12, which
implies the result. O

Let V(1) and V(3) be the exotic representations of G; and Ga, respectively.
We set
ol= ] o,
0.cO
where O runs over all G(s)-orbits of 9%, This is a G(s)-stable open subset of

N*. Similarly, for ¢ = 1,2, we define OL to be the union of G;(s;)-orbits of
N N V() which contain O in their closure.

Corollary 2.11. Keep the setting of Lemma 2.10. We have
G(s)(0], x 0l,) = Ol
Lemma 2.12. For each x = 11 X To € 011 X (’)i2 C Ol, we have
Stabg(s)r = Stabg, (s,)1 X Stabg, (s,)T2-

Proof. If suffices to prove the result for 7 = (I,40) with § = 0. In that case, the
assertion follows by Lemma 1.31 and Theorem 1.32. O

Corollary 2.13. Keep the setting of Lemma 2.12. Then, we have
G(s) x (Gi(s1)%Gals2) (OTI % @12> =0l

Let M and L be two H,-modules with L simple. Let [M : L] denote the
multiplicity of L in M in the Grothendieck group of H—mod.

Corollary 2.14. Keep the setting of Lemma 2.12. Then, for everyy = y1 Xys €
(’)I1 X (’)12, we have

[Ma,2)  Lay)] = [M(ay,21) * Liar,yn) [Mas,e2) * Liaz,ya)]-
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Proof. By the Ginzburg theory, the coefficient [M(,, 4.y : L(a, 4.)] is interpreted
asdim He, (, ), (IC(G+(a.)y.)), where x = (), 1,2 in a uniform fashion. We have
dim Hey(,),(1IC(G(a)y)) = dim H{g, (4,)x G (a2))e IC((G1(a1) X G2(az2))y))
= (dim HE, (4,),, 1C(G1(a1)y1)))(dim HE, ()., (IC(G2(a2)y2)))-

This implies the assertion. O

Proposition 2.15. Let P be a parabolic subgroup G with Levi decomposition
P = LU. We assume that T C L and L(s) = G1(s1) x Ga(s2). For each
we Wg, xWs,  suchthat U(s) C"“B, we have:

G(s) « L(s) (L(s) « (“BNL)(s) (*V(a) N (Oil % Oiz))) = ((s) o (“B)(s) (“V(a) N O]) .
G(s) x L) (OL x 012) ol

Here the vertical arrows are natural action maps and the bottom equality is from
Corollary 2.13.

Proof. We have (*B)(s) = (*BNL(s))(*BNU(s)). It follows that the natural
action map

a: (“BNU(s)) x (“V(a) N (O], x OL,)) — “V(a) N O] (2.14)

is an inclusion.

Claim B. Let n € MP(a) be such that O, C O,. We have “V(a) N O, # 0 if
and only if “V(a) N (O x O,2) # 0.

Proof. The proof is by contradiction. Set nn = (J,¢") = ({J},}m,d’) and let
J = J' U J? be the nested component decomposition of 1 determined by that
of 7. The set of maximal and minimal values of J,, are determined by that of
I by Theorem 1.29.

We first argue by replacing n with n’ = (J,6"”), where §” = 0. If “V(a) N
(O X Op2) # 0 and “V(a) N O, = 0, then (2.13) claims that there exists a
non-trivial sequence of weights of “V(a) of the form:

w_1(6i1 - 6i2)7 w_l(eiz - €i3)7 s 7w_1(€ik - 6ik+1)7 c aw_l(eizfl - 61'1)’

where 0 < i1 < iy < --- < i; and either a) i1,4; € [1,n1] and ix, € (n1,n] or b)
i1,4; € (n1,n] and iy € [1,nq] for some k. However, both cases are impossible to

achieve. Therefore, we get a contradiction and the result follows when ¢’ = 0.
Recall that “VT is (¥ B)(s)-stable and U (s) is L(s)-stable. It follows that the

map a is isomorphism when 4’ = 0. Since Vl(s’ql) C V(1) ® V(g), and the vectors

corresponding to the nontrivial marking §’ are in Vl(s’ql), we can rearrange a
point in “V(a) N O, to give a point in “V(a) N (O, x O,2), even if §' # 0. This
completes the proof. O
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We return to the proof of Proposition 2.15. Set V™' to be the unique
(" B)(s)-equivariant splitting map of “V* /(*V(a)NV(1)&V(s)) to “VT. Thanks
to Claim B and Corollary 2.13, the composition of the following ((*B)(s)-
equivariant) quotient map and its T-equivariant splitting

“V(a) — “V(a)/VTH — “V(a)

does not change the orbits in O!. In particular, the map a is an isomorphism.
Inducing both sides of (2.14) up to G(s), we conclude the result. O

Theorem 2.16. For each y1 € V(L,1) and yo € ¥(L,2), we have (y1 X y2) €
U(L,).

Proof. Write y1 = wy - 51_1 and yo = ws - 52_1. We assume the situation of

Proposition 2.15. By Proposition 2.2, we need to prove that (u2).C contains
IC(O;) provided that (ug).C contains IC(O:), i = 1,2. Since the orbits we
concerned with are contained in O!, we can replace u by v% and consider
the corresponding problem by Lemma 2.1. By Proposition 2.15, (v2).C must
contain the inflation of 1C(O,1) K 1C(O,2) from (Ol1 X (’)12) to OI, which is
nothing but IC(O;). This verifies the assertion. O

2.4 Specialization of parameters

Proposition 2.17. Let R be a C[t]-algebra of finite rank. Let M be a R-module
which is free as a C[t]-module. Assume that we have a R-submodule N C M
whose localization C[t*!] ®@cpy N is a free C[t*'])-module. Then, there eists a
R-submodule N C M such that

Clt*] @cyy N = C[tF'] @y N' € Cit*] ®cpyg M
and the quotient M/N' is free over CJt].

Proof. Let hy,...,hx € N be a collection of elements of N which gives a free
basis of C[t¥'] ®cpy N. If h1(0),...,he(0) € C ®¢py N is linearly dependent,
then we multiply ¢t ~! to a C-linear combination f of hy, ..., hg such that f(0) =
0. By replacing some of h; by f and repeating the above procedure for as
long as possible, we obtain a collection of elements hj,. ..,k of M such that
R1(0),...,h(0) € C®cp M are linearly independent and t"*hy, ..., t"*h; € N
(n1,...,nk > 0) define a C[t]-basis of N. It is straight-forward to see C[t!]®cy
N is a R-module. It follows that

MnN (C[til] ®cyy N C C[til] ®cry M

is a R-submodule of M, which has hl,...h} as C[t]-basis. This gives the desired
N'. O

Corollary 2.18. Let a* = aexp(+t) be a one-parameter family in Q(J{ depending
onteR by
v € td {0} ® RS, C Lie(T x (C*)?).

Let T be a marked partition adapted to each of at. We assume that a® is generic
except for finitely many values. Then, we have

V(Liao ) C i U(Larv,))-
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In particular, the module Lqo .y is tempered if L(qt .,y defines a tempered mod-
ule in (at least) one of the region

e>t>0 or —e<t<O0 for some positive number ¢ < 1.

Proof. Let a' € t® R? be the element defined from a’ via the statement of
Proposition 1.16. We have a® = a + ty. We choose A in Proposition 1.16 so
that a' € A. Let £ C a denote the line {a'};cg. We have the corresponding
surjection Cla] — C[t]. Therefore, we have a family of H; := C[t] ®c¢q H{-
module M; := C[t] ®cq HA(E,.). We apply Proposition 2.17 to the family
of maximal Hl,:-submodules (¢ # 0) of M4, ) for which the corresponding
quotients are L4t , ). Every such Hg:-submodule extends to a H;-submodule
N C M; whose quotient specializes to L4t ) unless ¢ = 0. Since a finite-
dimensional W-module is rigid under flat deformation, it follows that the W-
module structure of N must be constant along ¢ € R. Therefore, C ®cpq M;/N
contains a non-trivial H,-module which contains L, (as W-modules). This
must be Lo, ). Since M; is an algebraic family of H;-modules, we have

\IJ(L(aO,v.,.)) C tl’iInO U (Cyp Acry Mt/N) = tl/imolll(L(atl,UT))’

where Cy is the quotient of C[t] by the ideal (¢ —t'). The rest of the assertions
are clear. ]

Corollary 2.19. With the notation from corollary 2.18, assume that Lqgt )
is a discrete series for t € (—¢,€) \ {0}. Then L(qo ) is a discrete series.

Proof. By 2.18, W(L(,40 ,.)) C limy_g ¥(L(q4t 4.)). Let w-a’ be a one-parameter
family of weights, w € W, such that w-a® € U (Lt 0, )) and w-a® € U(La0,0,))-
By the discrete series condition, (w-af, e +---+¢;) < 1, forall 1 < j < n, and
for all t € (—¢,¢€)\ {0}. Since (w-a’,e; +--- +¢;) is continuous and linear in ¢,
it follows that (w-a% € + - +¢;) <1 (for every j) as well. O

3 Parameters corresponding to discrete series

Recall that for any finite dimensional H,-module V', we denote by ¥ (V) C T
the set of its R(T')-weights.

3.1 Distinguished marked partitions
We restrict now to the case of the specialized affine Hecke algebra of type BY
with § = (—t™/2,t™/2.t), t € Ro1,m € Ry, and we assume the genericity
condition, i.e., m ¢ {0,1,2,...,2n — 1}.

Let a = (s,q) € Gi be given.

Definition 3.1. We say that a (or s) is distinguished if the dense G(a)-orbit
on MN¢ is parameterized by a marked partition ({I,,}¥,_;, ) which satisfies:

1. maxI; > maxl, > -+ > max;
2. min/; <minl, <---<minl;;

3. 6(In) = {0, 1}, for all m (which in particular means ¢; € I,,, for all m).
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We call such a marked partition distinguished as well.

Note that the distinguished marked partitions are in one to one correspon-
dence with partitions of n by a “folding” procedure: for every J € {I,,}% _,,
define #J to be the number of elements in J strictly smaller than q;, and #.J
to be the number of elements in J greater than or equal to ¢;. If mp(o) is a
distinguished marked partition, then one can build a left-justified nondecreasing
partition (tableau) o of n, as follows: put #1I; boxes on the first row and #1I;
boxes on the first column below the first row (so the I; looks bent like a hook),
then add #I5 boxes on the second row and #I, on the second column, below
the second row etc. Remark that, in the end, the diagonal of the tableau o has
boxes exactly corresponding to the markings of mp(o) (see figure 3.1).

x |

3
BN
N

I

X [x|x]

)

I
X

Figure 1: The correspondence mp(o) < o, for o0 = (4,3,3,2,1).

Theorem 3.2 ([Lu02],[0S08]). Assume s € T, and a = (s, q) is as above. Then
there exists a discrete series module with central character s if and only if s is
distinguished in the sense of Definition 3.1.

In particular, a distinguished semisimple a (or s) corresponds to a partition
o of n. We write a, and s, to emphasize this dependence. Note that, by §1.4,
the marked partition mp(o) above parameterizes the open G(a,)-orbit in % .
The goal of this section is to identify which G(a,)-orbit in 9% parameterizes
the discrete series H,_-module under Theorem 1.18. By Propositions 1.27 and
1.28, we need to describe a marked partition, denoted ds(o) or ds(s,), which
gives a representative of the orbit via the map Y.

3.2 Algorithm

We start with a distinguished marked partition mp(o) corresponding to a parti-
tion o of n as in §3.1, and let s, denote the corresponding semisimple element.
We put integer coordinates (7, ) in the boxes of o such that the boxes on the
first row have coordinates: (1,—1), (2,—1), (3, —1) etc., the boxes on the second
row: (1,-2), (2,—2), (3,—2) etc., the numbering starting from the left. Note
that the boxes of the diagonal have coordinates (i, —i).
We define a function on the boxes of o, which we call an e-function. For a
box (i, ), we set o
e(i,j) = quay”. (3.1)

Given o, the following algorithm gives a marked partition out(c) which turns
out to parameterize the discrete series with central character s, (i.e., out(c) =

ds(o)).
Algorithm 3.3. 1. Set £ =0, oy = o, LT = L~ = 0. (L™ and L~ will be
collections of subsets of ¢.)
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2. Find the unique (i, ) € oy such that e(i, j) or e(i,j) ! attains the max-
imum in the set {e(i, j)*' : (4, 7) € (s }-

(a) If the maximum is at e(Z, j), append the set (horizontal strip) {(¢ —
k,j) € ow k> 0} to LT.

(b) If the maximum is at e(i,7) !, append the set (vertical strip) {(i, j +
k) € o k> O} to L™.

Remove the horizontal or vertical string as above from o) and call the
resulting partition o(s41). If o(p41) # 0, increase £ to £+ 1 and go back to
the beginning of step 2.

3. Set L = (). (This will be a collection of sets.) For every —n < k < n, form

L; ={IelL": min e(7,j) = qqu}, L, ={I €L : max e(i,j) = q1q§71}.
(i,5)el (i,5)€l
(3.2)

For every k, order the elements in LZ, respectively L, decreasingly with
respect to their cardinality: I,il, ceey I,Iml and I,;l, .. ,I,;mQ. By adding
empty sets at the tail of the appropriate sequence, we may assume m, =
ms. Then for j =1,...,mq, form the segment I,j’j Y Py and append it to
L. (Notice that I,;"j U I, ; is a segment since we have started from mp(o)

p

instead to o itself.)

Then L is the collection of segments in the marked partition out(c). We
specify the marking ¢ next.

4. Define a temporary marking ¢’ first. For every I € L, let e(I) denote the
set of e(i,5) for (i,7) € I. Recall that I could be marked only if ¢; € e(I),
and if so, the marking could only be on the box (i, 7) with e(¢, ) = ¢1. Set

1,if ¢1 € e(I) and H e(i,j) > 1,
o'(I) = (id)el (3.3)

0, otherwise.

We refine ¢’ to by removing the marking of any segment I which is
dominated by marked segment I'.

Remark 3.4. 1. The hypothesis that a = (s,q) is generic is essential for the
uniqueness of the box (i, j) realizing the maximum in Step 2 of the algo-
rithm.

2. The first two steps of the algorithm are identical with the algorithm con-
jectured by Slooten ([S106]) for a generalized Springer correspondence for
the graded Hecke algebra of type B,, with generic unequal labels. We will
see that this algorithm is equivalent with the one described by Lusztig-
Spaltenstein ([L.S85]) for the graded Hecke algebra of type B, with (repre-
sentative) generic unequal labels constructed from cuspidal local systems
in Spin groups. We explain this in more detail in section 4.3.

3. To clarify the algorithm, we offer an example. Consider n = 14, and the

5
partition o = (4,3,3,2,2), assuming that ¢3 < 1 < ¢3, see figure 3 (in
the figure an entry k in the box means the e-value is qiq5).
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I
—
o
—

=4
5
Figure 2: Partition o = (4,3,3,2,1) and ¢3 < 1 < ¢3

We find LT = {(q1, 142, 1163, 0163), (1145 ', 01, 0102), (0105 > 1 ' 1), (g ™2)}
and L™ = {(q1q5*,q145%)}. We separate the segments based on where

they begin or end: L = {(q1, 12, 0103, 1@3)}, LTy = {(ns s a1, 1) 3

and LF, = {(q145°, 10z > @1), (0142 ) }, respectively and L7y = {(q195 ", 143 ") }-
Next we may combine the segment in LJ_F2 with the longest segment in

L~,. The resulting marked partition 7 has support I given by the seg-

ments (with e-values) I) = (¢1, 142, 165, 163), I = (145, q1, q12), and
I= (et e’ a6’ ae'a), I = (g3 ?). According to the algo-
rithm, we temporarily mark the first three segments at ¢;, but then since
I3 < I, < I, we remove the markings on I and I3. In conclusion, the
output of the algorithm is the marked partition out(c) (see figure 3) with
support given by {I1, I, I3, I} and a single marking on [;. (This marked
partition is in the same orbit with the one where all three I, I, I3 are

marked.)
0/1]2]3]
—1 0|1
—4-3-2-1]0]
2 or, after aligning the rows,
x| | [ ]

Figure 3: Output of Algorithm 3.3 when o = (4,3,3,2,1) and ¢3 < ¢q; < ng

The main result of section 3 is next.

Theorem 3.5. Let o be a partition of n, and let a., s, be the semisimple ele-
ments constructed from o in §3.1. The discrete series H,_ -module (with central
character s, ) is L(a, v (out(s))), Where out(o) is the marked partition constructed
in Algorithm 3.3. In other words, out(c) = ds(o).

The proof will be broken up into parts in the next sections.

Ezample 3.6. (One hook partitions.) Before proving Theorem 3.5, let us

present an example which illustrates the algorithm. Assume o is a partition

given by a single hook, i.e., 0 = (M, 1,...,1), for some 1 < M < n. This means
——

n—M
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that the semisimple element is s, = (qlqéw*l, qlqéwfz7 N s P qlqéw*"). In
this case,

n
M = @Cvei_w“ ® Cue,,, and G(s,)=(C*)" (i.e., the maximal torus),
i=1
(3.4)
so there are 2™ orbits in G(s,)\9*, each orbit corresponding to a subset S
of {ve;—e;yy> 1 < i < nyve,, }. To S, there corresponds a marked partition
75 = (L,9), as follows: for every maximal string of consecutive weight vectors
{Ve;—eipns s Verpy1—eis, y in S, we attach asegment I = [4,i+1,...,i+t—1] €I,
of length ¢ with e-values (q1¢3” %, ..., q1g3" "~ **1). In addition, we mark at ¢,
and write § =1, if v.,, € S, and we don’t mark, and write § = 0, otherwise.
We remark that, as a consequence of the results about weights, one sees that
the any R(T')-weight for an irreducible H,_ -module with central character s,
i.e., parameterized by a marked partition of the form 7g, is one-dimensional.
By applying the algorithm explicitly, as a corollary of Theorem 3.5, we find
that the discrete series ds(o) is parameterized by the marked partition 7 = (I,0)
as follows:

(a) if q1gd" ™™ > 1, then 7 has T = {(1,2,..., M), (M +1),(M +2),...,(n)}
and § = 1;

(b) if 13" < 1, and

(b1) (gd™™) "' > q1gd" ™!, then 7 has T = {(1,2,...,n)} and 6 = 0;
(b2) qigy b < (qlqé\/[_")’1 < qlqéw_l, then 7 has I = {(1,2,...n)} and
0=1;
M—n

(b3) there exists & > M with the property that gig5 ' < (q1gd’ ™)' <
q1g5, then 7 had I = {(1,2,...,M),(M + 1),...,(k — 1), (k, k +
1,...,n)} and 6 = 1.

1

3.3 Reduction

We begin with two consequences of the discussion about weights in §2 which
allow us to make some reductions in the proof of Theorem 3.5.

Recall that we defined a notion of nested component decomposition in §2.3.
Let 7 be a marked partition for Sp(2n) obtained by nested induction from the
marked partitions 71 and 75 of Sp(2n1) and Sp(2ns2), respectively.

The experience of GL(n) would suggest that the irreducible module L, , )
it is (at least) a subquotient of the induced module

H(Br)
IndH(B"l)XH(Bng ) (L(al"u"'l) X L(GZ"UQ))' (35)

This however is false. The first example where this can be seen is for n = 4,
ny = 1, and ne = 3, and parameter m = 1/4. One considers 7 = mp((31)).
(The notation (31) means the partition 3 +1 = 4.) In this case, L(a, »,,) is the
one-dimensional Steinberg module, and Layv,,) is a four dimensional discrete
series, and so the induced in (3.5) is 16-dimensional. But the irreducible L, )
(which turns out to be a discrete series as well) is 22-dimensional.

But as a consequence of Theorem 2.16, we can relate the temperedness of
L4,v,) to that of Lay .,y and Lia, v,,)-
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Corollary 3.7. The irreducible module L,y is tempered only if both L(alﬂ)rl)
and Lq,,v,,) are tempered.

Proof. This is clear from Theorem 2.16 by applying the temperedness condition
on weights (1.8). O

From Corollary 3.7, we will be able to reduce the verification of tempered
modules to the case when the marked partition 7 is rigid, i.e., it does not admit
a nested component decomposition.

Ezxample 3.8. In the following I, will denote the /-th segment extracted by
the Algorithm 3.3 from o). This is put in L7 or in L™, depending if it is a
horizontal or a vertical strip, respectively. Assume the algorithm runs I; € LT
and Iy € L™, or I € LT and I € L™. Set p = #I, + #I>. Then o’ := o3,
is a partition of n — p which gives a distinguished semisimple element s, of
Sp(2n — 2p) for H,/, where o’ = (s,7,q). (The point is that it is the same ¢ as
for 0.) Let 7, denote the marked partition having a single segment I, := I Ul
which is marked if [[;.; e(j) > 1 and unmarked otherwise. This is a marked
partition for Sp(2p). Then the algorithm implies that out(c) admits a nested
component decomposition into 7, and out(c’). Moreover, 7, parameterizes a
discrete series module for Sp(2p), and so out(c) is tempered only if out(c’) is
tempered.

The criterion in Proposition 2.5 gives the following restriction on the form
of a marked partition with all special weights satisfies (1.8). The notation is as
in §2.2.

Corollary 3.9. Let 7 be a marked partition adapted to a,. Assume that every
weight of L, .,y satisfies the tempered condition (1.8). Then, the following
conditions hold:

1. We have D2 ={);

2. Let I be a minimal element of Dy with respect to <. Then, we have
Hje] 6(]) > 1;

3. Let I be a minimal element of D_ with respect to <. Then, we have
Hjel e(j) < 1.

Proof. We put L. = L4, ».)-

Assume that D? # ) to deduce contradiction. We have w; € W which
satisfies the assumptions of Proposition 2.5 and wq(I,,) = {—1,-2,--- , —k} for
some I, € D? and 1 < k < n. It follows that

<61,w1 . 3_1> =b>1

for some b € I,,,. Since w; - s~ € ¥(L,), we have contradiction, which implies

1).

Let I be a minimal element of D, with respect to <. We have wy € W
which satisfies the assumptions of Proposition 2.5 and we(I) = {1,2,--- , k} for
some 1 < k < n. We have

<61 +-~-+6k,w2~s_1> = l—I(a(j)_1 <1
jerI
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in order that wq - s7! € U(L,) defines a tempered weight.

Let I be a minimal element of D_ with respect to <. We have ws € W which
satisfies the assumptions of Proposition 2.5 and ws(I) = {-1,-2,--- ,—k} for
some 1 < k < n. We have

<61+-~-+€k,w3-s_1>:He(j) <1
jel

in order that w3 - s~ € U(L,) defines a tempered weight. O

In order to use a reduction with respect to nested component decomposition,
we need to explain how/when the nested components appear by looking at the
distinguished central character s = s,.

Let us denote by K1, Ko,... the hooks of o, starting from the outside, and
we think of them as carrying the corresponding e values as in Algorithm 3.3.
There are two cases, completely analogous: J[;c, €(j) > L or [[;cp, e(j) <1.
Let us assume we are in the first case, and let kg > 1 be such that

[T et >1..... T] e() > 1 max Ky, 41 < (min Kg)~™'. (3.6)
JEK, JEKK,

Set m = #K; + --- + #Kj,. Let us denote by ¢’ the partition of m given
by the hooks Kji,..., Ky,, and by ¢” the partition of n — m remaining from
o after removing the first kg hooks. Then ¢’ and ¢’ give rise to distinguished
semisimple elements in H(C,,) and H(C,,_,,), respectively, for the same vector
q as o.

Remark 3.10. The output out(o) of Algorithm 3.3 admits a nested component
decomposition into out(c’) and out(c”), where o,0’, 0" are as in the previous
paragraph.

Next we show that this decomposition is actually forced upon a marked
partition 7 adapted to a,, which carries a tempered module.

Proposition 3.11 ((+)-reduction). Assume the following conditions:
1. The pair (o, s,) satisfies (3.6);
2. Both L4, out(s7)) and L(a_, out(o')) are tempered modules.

If 7 = (1,0) is a marked partition such that L, . y is tempered, then we have
T = out(o’) x out(c”).

Proof. We set e; := mine(K;) and set e := maxe(K;) for i > 0. (We define
el el el )
oo Chog1r Chgpr -

Notice that if there exists I' = {I3,...,I;} C I such that
(#)1 (I',61) is a marked partition adapted to a,s defined as above;

(#)2 Each I,,, € I’ satisfies min I, € {e;;1 <4 < ko} and max ], € {e;;1 <
ZS k0}7
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then 7 = (I',d|r) x (INI',0|(n\r)) defines a nested component decomposition
of 7. By the second assumption, Theorem 3.2, and Theorem 2.16, we deduce
that 7 = out(o’) x out(c”) is the only possible marked partition which can
be tempered in MP(a,) X MP(ay). Therefore, it suffices to verify condition
(#) = (#)1 A (#)2 by assuming L, ., is tempered.

The proof is by contradiction. Let ig < kg be the smallest integer such that
there exists a segment I € I with mine(I) = e; and maxe(I) ¢ {ef;1<i<
ko}. Then we have two possibilities:

e (maxe(l) < (e; )~"') We have []5.; e(3) < 1. By the induction assumption, I
is the minimal segment (with respect to >) which has the product of its e-values
< 1. Choose a c-function ¢ : Uy I, — [1,n]. Fix w € W so that w(c(I)) =
{1,2,...,#I}, v, € “V(a), and w satisfies the conditions of Proposition 2.5 for
= = {1}, 0l a—m)-

Claim C. Assume that either I is marked or there exists I' € T such that I’
is marked and I <I'. (In particular, I € Dy for 7.) Then, the orbit O, meets
“V(a) in a dense open part.

Proof. Since a € G, we deduce that V%[¢; + ¢;] = {0} = g(s)[e; + ¢;] for each
pair 1 < i,j < n. Let up = @, j)erxs,, 9(s)[ei — €;] be the direct sum of
weight spaces such that (e;,s) = (€;,5). We put Vi, := D151, VOIE — €5l
By a similar argument as in the proof of Proposition 2.5, it suffices to show
that V,,, C w,v, for each I # I, € I. If I,, < I, then we automatically have
I C I,. Otherwise, we have I < I,,. In both cases, we can verify V,, C upv,
directly. O

We return to the proof of Proposition 3.11. If the assumption of Claim C
holds, then we have <w#1, w - s_1> > 1. By Corollary 2.3, it follows that L,
is not tempered under the assumption of Claim C. If the assumption of Claim
C fails, then I is the minimal element of D_. By the pigeon hole principle and
(3.6), there exists some segment J € I, J € D_, such that one of the following
conditions holds: 1) minJ > ¢i, 2) maxJ = e for some 1 < i < ko, and
the product of its e-values is positive. Here 1) is equivalent to J € D?, and
so it is excluded by Corollary 3.9 1). We assume case 2). We replace J if
necessary to assume that max.J is maximal among all the segments with the
property 2) inside D_. Notice that Corollary 3.9 1) implies that J is uniquely
determined. Fix w’ € W so that w'(c(J)) = {=1,-2,...,—#J}, v, € “'V(a),
and w’ satisfies the conditions of Proposition 2.5 for 7/ := (I — {J}, 6|1—{))-

Claim D. The orbit O, meets “’/V(a) in a dense open part.

Proof. Since a € G, we deduce that V%[¢; + ¢;] = {0} = g(s)[e; + ¢;] for each
pair 1 <i,7 <n. Let u,, = @(i’j)e‘]xlm gle; — €] be the direct sum of weight
spaces such that (e;,s) = (ej,s). We put Vi 1= @cyjer,, Viles — €¢;]. By
a similar argument as in the proof of Proposition 2.5, it suffices to show that
V.. Cuyv, for each J # I, € D_. If suffices to verify that J 4 I,,,, meaning
that the following situation does not occur:

minJ < minl,, < maxJ < maxIy,.

This follows from the maximality assumption on max .J. O

31



We return to the proof of Proposition 3.11. If the assumption of Claim
D holds, then we have <w#J,w’ . s_1> > 1. As a consequence, T cannot be
tempered in this case.

e (maxe(l) > (e;)~") We have maxe(I) # e;r for all j. By (3.6), we have
maxe(I) > e;O_H. There is some segment J € 7 such that min e(J) = ga maxe(I).

This means mine(J) > ¢;. In particular, we have J € D, . This contradicts
Corollary 3.9 1). Therefore, L, cannot be a tempered module.

By the above case-by-case analysis, we verified (#) as desired. O

We also have the similar results for the case when HjeKl e(j) < 1.. We state
them without proofs, since the proofs are completely analogous.

Proposition 3.12 ((—)-reduction). Assume that (o, s,) satisfies

[T et) <1 I e() <1, (min Kpyy1) ™" <maxKg,.  (3.7)
JEK, JEKK,

Let o/ and 0" be partitions defined completely parallel to the case (3.6). Let T €
MP(ay) be a marked partition such that L, ..y is tempered. If both of out(c’)
and out(c”) define tempered modules, then we have T = out(o’) x out(c”).

Proof. Since the proof is analogous to Proposition 3.11, we omit the details. [

By applying these reductions repeatedly, we see that it remains to prove that
the output of the Algorithm 3.3 is a tempered module in the case when (o, s,)
satisfies [[;c, e(4) > 1 for all k, or [, x, e(j) < 1, for all k.

3.4 A particular case: (+)-ladders

Recall that o = (A1 > Ay > -+ > Mg > 0) is a distinguished partition, and that
as = (8s,q) is the corresponding semisimple element.

We begin with a particular instance of Algorithm 3.3: the cases when the
algorithm produces L™ = () or LT = {).

Definition 3.13 ((z)-ladder). A positive ladder corresponding to a, is a marked
partition 7 = (I, ) adapted to a, which satisfies the following conditions:

1. We have I = {Iy, I5,...} such that
e(li) ={nae " . an ')

2. We have §(0) =1 if e(d) = ¢; and O € I, and §(0) = 0 otherwise.

A negative ladder corresponding to a, is a marked partition 7 = (I,0) adapted
to a, which satisfies the following conditions:

1. We have I = {Iy, I5,...} such that
e(l) ={maz ™, aay

2. We have § = 0.
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For every distinguished o there are unique (+)-ladders: the positive ladder
has the collection of segments I as the rows of o, and every one containing ¢;
is marked, while the negative ladder has the collection of segments I as the
columns of o, and has no marking. It is clear that a (+)-ladder is rigid.

Recall that in general, the weights W(L,) are a subset of W - s;1. If 7 is a
(£)-ladder, then the weigths have a particular form:

Proposition 3.14. 1. Assume that 7 is the positive ladder for o. Then ¥(L.) C
S, s, L.

2. Assume that T is the negative ladder for o. Then V(L) C &, - s,.

Proof. The proofs of the two assertions are completely analogous, therefore we
only present the details when 7 is the positive ladder. The proof is by induction
on k, the number of rows of o, or equivalently, the number of segments J; in the
support of 7.

In the base case, kK = 1, the orbit corresponding to 7 is G-regular in 9T = M,
and the corresponding module is the Steinberg module. It follows that ¥(L,) =
{s; '}, which proves the assertion in this case.

Assume the result holds for all o’ with less than k rows, and assume o has
k rows. Choose a c-function for o (see 2.6). We want to show that for every
weight w™! - s, we have w™ti > 0 for 1 <4 <n (which implies that w € &,,),
or, equivalently, that wilc() > 0 for every box | j | of 7.

Let 71 and 75 be the positive ladder partitions corresponding to the first
k — 1 rows, respectively last row, of o, and let si,ss be the corresponding
semisimple elements. We form the Hﬁk—module (one dimensional) Lﬁk =M fk
corresponding to (sz2,q2,vr,), and let M,, be the stardard module of H,_5,.
The induction theorem 1.14 applies, and we have

M, = Ind (‘L% ® M,,). (3.8)

A XHn—xg,

(The notation is as in Convention 1.21.) For every coset representative w of
Wy /&, X Wn_y,, similarly to 2.5, we analyze the homology He(E27 [w - s, 1])

g
to see if the w - s, !-weight space is nonempty. By the induction hypothesis, we

have wc() > 0 for all | j | € 7y. It remains to show that the same holds for all
€ To.

Notice that the minimal e-value ey, in 7 is attained by an element of
79. Recall that this makes c() = n. There are at most two elements in 7
which have e-value equal to gaémin: one in 7y, denoted , and, if 75 is not a
singleton, one in 7o, denoted .

If wc() > 0, then in order to have v, € ¥V(a), one must have wc() >
0, for all j € 7.

If wc() < 0, then we need v, € *V(a) for a = €,—; — €,, where we set
c() =n —j for j = 1,2 (the first case follows by the induction hypothesis,

and the second appears if 75 is not a singleton). But this implies that in order
for

Ho(ESe[w - 57']) = Ho((pi) ™ (vr))
to carry L,, the orbit O, must meet Homc(C, C?) C M® if 7 is not a singleton,
respectively Hom¢(C,C) C 9* if 7» is a singleton, in its open dense part. But
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since and are not in the same segment of 7, this is not the case for
T. 0

Corollary 3.15. 1. Assume Algorithm 3.8 produces L~ = () for o. Then the
output of the algorithm out(o), which is the positive ladder, is a discrete
series. In particular, this is the case when q1 > qgf1 > 1.

2. Assume Algorithm 3.3 produces LT = () for o. Then the output of the
algorithm out(c), which is the negative ladder, is a discrete series. In
particular, this is the case when q; < q;’_l < 1.

Proof. Assume L~ = (), so that out(o) is the positive ladder 7. Then any weight
w-s, 1 of L, is given by a permutation of the entries of s, ! by Proposition 3.14.

For each w - s;1 € W(L,), we have a sequence of integers (if",... %)
(associated to each I,,, € I) so that

(Sor€im) = g2 <50’6i7§+1> and w(iy') < w(iy,) (1 <k <#I)

by Proposition 2.8. It follows that (w-s;',e; 4+ +¢€;) <1, forall1 <j<n.
The case LT = () is analogous. O

3.5 Proof of the main theorem

We continue with the proof of Theorem 3.5. Recall that o is a partition of
n, with associated semisimple element s,. We wish to prove that out(c) is
tempered, or equivalently out(o) = ds(o). Assume that in the first two steps of
3.3, the segments produced are L™ U L™ = {Iy,...,Ix}. Section 3.4 proves the
claim when either L™ = ) or L™ = (). We may now assume that both L* and
L~ are nonempty. Firstly, we give a condition for o such that ds(o) (and also
out(o)) admits a nested component decomposition.

Proposition 3.16. We retain the previous notation. Assume that there exists
a positive integer M, with M < N/2 such that

M = #{Il,...,[g]y[} NL'T = #{Il,...’IQM}mLi.
Let s1, s2 be the semisimple elements coming from UM, e(I,) and I_IkNZQMHe(Ik),

respectively. Then ds(s,) = ds(s1) x ds(sz).

Proof. 1t suffices to prove the result when M > 0 is the smallest number which
satisfies the assumption of the claim. Let K, K5,... be the set of extremal
hooks of o taken from outside. Then, we have K; = I_+ U - for some

I+ € Lt and I - elL™ for some 1 < mj,m; < 2M whenever 1 <3 < M.
This implies that either the condition (3.6) or (3.7) holds. Then, we can apply
Proposition 3.11 or Proposition 3.12 to deduce the result. O

We now prove the result in two particular cases, to which the general case
will be reduced.

Proposition 3.17. Assume that the algorithm runs as
117...,_[7« € L+aI’r‘+17"'7I’r‘+t € L_a

for some 0 <t <.
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1. Ifw-s;t is a weight of Loy, then we((z]) > 0 for all[z] € T such that
e((z]) > q1-

2. Lout(o) 15 a tempered module.

Proof. The proof is by induction. For every 0 < u < ¢, define the marked
partitions 7'1(") and 72(“) as follows: the support of 7'1(“) is {I;4ut1} and it is
unmarked, while the support of 7'2 is {I, .., Loy Tp—qp1 U Ly oo, I U
I,41}, and every [x] such that e([z]) = ¢1 is marked. Note that e() < q for
all € Tl( For u = 0, Tl( ) has support {I,41}, while 7'2(0) has support LT,
and in fact it is a positive ladder. By 3.14, we have 7'2(0) = out(¢’) for some
smaller partition o’ and L_() is a tempered module which satisfies condition 1).
2

Notice that Tl(t) = (), and 7'2(t) = out(o).
We proceed by induction on u to prove that L_q) is tempered, and condition
2

1) is satisfied. As just mentioned, this holds for u = 0. Let u > 0 be fixed, and

assume the theorem holds for all smaller v’ < u, and we will prove it for u + 1.
Let n{™ and n{" be the sizes of ") and 7"/, respectively Let P D B be

the parabolic subgroup with Levi factor GL(ngu)) X Sp(2n ) C Sp(n (UH))
Define Wp = Np(T)/T C W. We regard v_w as a regular nilpotent Jordan
1

normal form of gl (w) and v Lo as a normal form (see Proposition 1.27) of an
exotic representation of Sp(2ng”)) We have M o = = LA, as (one-dimensional)
1

modules for HA .-

Claim E. We have O_()_ () C O_(ut1y and
Tl ><T2 T2
dim OTI(U)XTQ(“> + 1 =dim (97_;1‘,4-1).

Proof. We set I* := I, 4441 U L._,. The segment J := I, satisfies J C [
or JNI =( for each I € 7'2(”). We have I,_, <l or I,_,> 1 for I € 7'2“) if
and only if I* <1 or I* > I, respectively. It follows that u et = =u 7w +u a0y

(The definition of . is as in Corollary 1.33.) Using Corollary 1.33, we conclude
the dimension estimate. The existence of closure relation is straight-forward
since we have an attracting map from v (et D) to v () + v e defined as the

scalar multiplication of the T-component of U, ) Wthh does not appear in
UTl(u) + ’U7_2( w) . O]

We return to the proof of Proposition 3.17. Notice that both of O_w )
1 2

and O_.+1) are open subsets of vector bundles over their projections to VQ(S“”)
2

with equal dimensional fibers. It follows that the regularity of the orbit closure
OT(u)XT(u) C (’)T<u+1) is equivalent to the regularity of the corresponding orbit
1 2 2

closure in VQS’QQ). We identify VQS’qZ) with some type A-quiver representation

space. By the Abeasis-Del Fra-Kraft theorem [ADK81], O_cu+1) is normal along
2

O _(w . since its projection to V{*92) i3 50. Since normality implies regularity
1 2
in codimension one, it follows that dim Hg, )(IC(OT(uH))) = 1. Hence, the
_,_lu ><7-2u 2
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Ginzburg theory implies
H A

[MTl(“)XTz(u) : LT§1L+1)] = [Inde (tMTlu) X MTQ(u)) : LT2(U,+1)] =1>0. (3.9)

In other words, LT(u+1> is an H-subquotient of MT<u>XT<u>.
2 1 2
In particular, every R(T)-weight so € \IJ(LT(u+1>) can be written as so =
2
w-s~! by w € W, which is a minimal coset representative of W/Wp. Such w
. . (w)
is written as w = wy (v x 1), where wy € &, v1 € (Z/2Z)"1  C Wg (uy» and
n§

1€ Wg - Therefore, we have
n2

s=wi - (1 X 82),

where s; € (Z/QZ)”(lu)\II(MA(u)) = \II(LA(U))7 s2 € U(M _()), and wy € &,,.
1 1 T2

Taking into account the fact that we have no[z] € 7" such that e(z]) > q.,
we deduce

we((z]) > 0if e((z]) > qr. (3.10)
Let v-s,! be a R(T)-weight of L_cu+1). Applying Proposition 2.8 and (3.10),
2
we deduce that for each marked segment ({I},d|;ry), we have either

e For each i < j € ¢(I), we have 0 < v(i) < v(j);

e There exists a unique k; € I such that e(k;) < ¢; and for all i,j € ¢(I)
we have:

0<v(i) <wv(j)ifi<j<clkr),viclkr)) <v(i) <v(j) <0if e(kr) <i<j

Let wll = ZiEC(I);Iv(i)Kl €lu(iy|- Then, we have
<v . sgl,wl]> <L
This implies that L_c.+1) must be tempered. Therefore, the induction proceeds
T2
and we obtained the result. O
Proposition 3.17 has the following counterpart, with the analogous proof.
Proposition 3.18. Assume that the algorithm runs as
Ila'-~7IT € L_7IT+17"'7I7‘+75 € L+a

for some 0 <t <.

1. Ifw-s;' is a weight of Loy, then we((x]) < 0 for all[z] € out(o) such
that e((z]) < q1.

2. Lowt(0) is a tempered module.

Proof. The proof (of Proposition 3.17) works by changing the definition of 7'2(“)

so that the support is
Il) ceey IT—ua (Ir—u-i-l U Ir+u)7 L) (Ir U Ir+1)7

and set the support of Tl(u) to be Iryyt1- O
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Theorem 3.19 (also Theorem 3.5). The output out(o) of Algorithm 3.3 defines
a tempered module.

Proof. There are two cases, depending if the Algorithm 3.3 begins with I; € L™
or I € L™. We present the case I; € L™, the other situation being analogous.
We fix some c-function of out(c). Denote out(c) = (I,d). Assume that the
algorithm runs as

Ilv"'v-[T EL+7IT+17"'aIT+t 6L—7®7AIT+t+1 €L+a"'7

for some 0 < ¢ < r. (Note that 3.16 deals in particular with the case t > r, while
3.17 considered the situation I, ;11 = ().) From step 3 of 3.3, we see that the first
t segments in I (with respect to <) are I, U, y1, Ir—1 Ulpgo, ..., Loy U gy

Set 71 = ({I;Ulr11},0l(1,01,,,}), and let 73 be the marked partition obtained
from out(o) by removing the segment I, U I,.;1. Denote by n, ns, their sizes,
ny + ng = n. Let Hp be the Hecke algebra for GL(n1) x Sp(2nz). It is clear
that I, U I,41 attains the minimal e-value. Hence, Theorem 1.14 is applicable
and Loy (s) is a subquotient of Indgp (Ly, K L.,).

In terms of the partitions, I, and I,.1; correspond some row part and column
part of the partition obtained by extracting Iy, ..., I,_1 from o. So if o9 is the
partition obtained from removing these two pieces, then we have 75 = out(coz).
By induction, we may assume that 75 is tempered. But notice that 7 is not a
tempered module of GL(nq) in general, so we need to check that L., ’s contri-
bution to W(Lgy(s)) satisfies the temperedness condition.

Define the subset I* C I. U .41 by

eI"if e((z]) > e()_l, for every [y] € I,11.

(Since I, € L is picked in the algorithm before I, 1 € L™, we have I'* # ().) One
can see easily that if[x ] € I*, then e[z ]) > e() (equivalently, c([z]) < c()),
for every € I, 1¢11. Actually, this relation holds for every € Up>1Lrttth,

since I,4;4+1 € LT, and so the maximal e-value in Ur>1drytqr 1S in Lrgqqr.

Moreover, we have e([z]) > q; for every eI
Taking account into Corollary 2.9, it is sufficient to prove that

we(I*) > 0, for every w- s, ' € W(Loy(o))- (3.11)

If we think of w, as always, as acting by permutations of [1,7n] and sign changes,
then in order to have we([«]) < 0 for some € I*, it is sufficient to look at
with e((2]) > min/*. This means that one can ignore the part of out(c)
coming from I, 4441, .... In other words, (3.11) is equivalent with

we(I*) > 0, for every w-s,* € U(L,+), (3.12)

where 77 is the marked subpartition of out(c) obtained by neglecting I, for
k > r 4+ t. Now the assumption of Proposition 3.17 is satisfied. Proposition
3.17 1) implies that L,+ is tempered, while 2) implies that (3.12) and (3.11)
hold. O

3.6 A characterization of ds(o)

We finish this section with certain combinatorial properties that the output
out(o) must satisfy. By (repeated applications of) Propositions 3.11 and 3.12,
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out(o) acquires a nested component decomposition whenever the products of
e-values in the hooks of ¢ are not uniformly greater than 1 or not uniformly less
than 1. By Lemma 2.10, the same is true for every other G(s, )-orbit which con-
tains G(s, ) -out(o) in its closure. Let us refer to this decomposition here as the
“o-hook nested components” decomposition. The hooks of o which contribute
to a given o-hook nested component have the products of e-values uniformly
greater than 1, in which case we call the component positive, or uniformly less
than 1, in which case we call it negative. As an application of Theorem 3.5 and
Algorithm 3.3, we obtain a combinatorial characterization of out(c) = ds(o).
Consider the following properties for a marked partition 7 = (J’,d’):

(p1) for every i > 0, there are at most i segments in J " with all e-values greater
than qyq; .

(nl) for every i > 0, there are at most i segments in J' with all e-values less
than qlqé_l.

(p2) for every segment J' € J', we have [ [,/ ;. e(j') > 1.
(n2) for every segment J' € J', we have [, e(j') < 1.
(p3) for every J' € J', if ¢1 € e(J'), then §(J') = 1.

Corollary 3.20. The G(s,)-orbit out(o) = ds(o) is minimal among all G(o)-
orbits T admitting the o-hook nested decomposition and satisfying the properties:

1. (p1), (p2), (p3) on every positive o-hook nested component.
2. (n1), (n2) on every negative o-hook nested component.

Proof. 1t is sufficient to check the claim when o has only one hook nested com-
ponent. The case when o consists of a single hook is easily verified directly (see
Example 3.6).

More generally, let us assume that the second step of the algorithm runs as
I, I, ... . There are two situations with respect to Iy: either there exists k > 2
such that I combines with I; in the third step of the algorithm, or if not, then
I appears in the support of out(o) = (J,9) by itself.

e In the first case, we must be in the setting of Proposition 3.16, and there-
fore, the proof may reduced further to the setting when the algorithm for ¢ runs
as I, I, ..., Isp for some M > 1, and such that #{I,..., Ly} NLT =M =
#{I,...,Iaps} N L. Then out(o) has exactly M segments in its support all of
the form I; U I;s (see figure 3.6).

< [ []

o= — out(o) =

X

| x| [ ]

3
Figure 4: Output of Algorithm 3.3 when o = (4,4,4,3,3) and ¢2 < 1 < ¢4

From the algorithm we see that every segment J € J in out(o) = (J,0)
contains ¢ as an e-value and 6(J) = 1 (the product of e-values of J being
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greater than 1). We claim that there is no 7 in the closure of out(c) which
can satisfy the required conditions. Let .J,J’ be two segments in J, and we
assume that J < J'. Since e(J) Ne(J) # 0 (because ¢; is in the intersection),
there are only two cases: either J < J’, or else J' C J. If J < J’, by the clo-
sure relations of section 1.4, we see that J, J’ cannot combine to give a smaller
orbit. Assume J’ C J. Then from step 2 of the algorithm one sees that nec-
essarily (minJ)~! > maxJ’. If they combine two give a smaller orbit 7, then
T must contain Ji, J| such that e(J;) = {mine(J), g mine(J),...,maxe(J')},
and e(J]) = {mine(J'),gomine(J’),...,maxe(J)}. But then condition (p2)
fails for J;. By a similar argument, one may also see that if a single segment
J € J is broken into two pieces such (pl) holds, then the smaller segment with
respect to < has to fail (p2).

e In the second case, I; forms a segment in J by itself. If 7 = (J’, ") is in the
closure of out(o) and satisfies the required assumptions, then we see that I; € J'.
(This is because of the conditions (p1,2), the segment I; cannot be broken into
two pieces to yield such a 7, and it is also clear that if it is combined with
some other segment, the resulting marked partition would not be in the closure
of out(c). So one can ignore the segment I; from consideration. This amounts
to analyzing a smaller partition ¢’ which is obtained from o by removing the
first row and replacing m by m — 1, in the positive nested component case, or
by removing the first column and replacing m by m + 1 in the negative nested
component case. Then one proceeds by induction. O

4 Applications of the classification

We present some consequences of the classification to the structure of discrete
series. Recall that H, ,, denotes the affine Hecke algebra of type B, with
parameter ¢ = (—tm/2, tm/2,t), m > 0. The generic values of m are all positive
real numbers not in the set {0,1/2,1,3/2,2,...,n—1/2}.

4.1 Discrete series and deformations

One immediate corollary of the algorithm is the classification of discrete series
which contain the sgn W-representation, including for nongeneric values m. (At
generic values of m, the inequalities in Corollary 4.1 are all strict.)

Corollary 4.1. Let o be a partition of n. The discrete series ds(o) contains the
sgn W-representation if and only if ds(o) parameterizes the open G(a)-orbit in
M. In the notation of §3.1, the condition is that mp(o) = ds(o), which happens
if and only if their support {I,,} _, satisfy:

maxe(I;) > (mine(l;))™! > maxe(ly) > (mine(ly)) ™t >.... (4.1)

Proof. The condition (4.1) implies that we have I, C I; for every k > [. Hence,
we cannot apply the algorithm of Theorem 1.29. It follows that ds(o) de-
fines the dense open orbit when projected to VQ(S’QQ)—part. Moreover, we have
[l;cs, e(@) > 1 for every m. This implies that the temporary marking ¢’ in
Algorithm 3.3 is uniformly marked. Therefore, we deduce that mp(c) = ds(o)
as desired. O
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Recall that the discrete series for H,, ,,, are in one-to-one correspondence
o < ds(o) with partitions o of n. To every o and m, one attached a semisimple
element s, ,. The following corollary describes the properties of this family of
H,, ym-modules, as m varies in appropriate intervals.

Corollary 4.2. Let k <m < k+1/2 for some k € {0,1/2,1,...,n—1/2}. Let
ds(o) be the parameter of discrete series of Hy, m attached to o. Let an, be a
family of semi-simple element attached of o with § = (—t™/2,t™/2 t). Assume
that L(a,, v, contains sgn as C[W]-modules. Then, the modules in the family
{L (@ vy i the Tegion k <m <k +1/2:

1. have the same dimension;
2. are all simple tempered modules;

3. are all isomorphic as W -representations.

Proof. Taking account into Corollary 2.18 and Theorem 1.22, it suffices to prove
that vgs(,) defines an open dense orbit of 9" when m = k,k 4 1/2. By the
description of the orbit structure of M* in [Ka08a] 1.17, we deduce that we
obtain no new orbits by the specialization process. Hence, the condition (4.1)
with > replaced by > is already enough to guarantee that OZS”(‘U) C M%m is dense

open for every k <m < k+ 1/2. O

Notice that when k < m < k + 1/2, every L(am,vds<a)) is in fact a discrete
series, but at the endpoints of the interval, m € {k, k + 1/2} they could be just
tempered. On the other hand, Corollary 2.19 effectively says that if L 04s(0y)
is a discrete series in the interval k < m < k + 1/2, but also in the interval
k—1/2 < m < k, then it is a discrete series at m = k. This gives a combinatorial
condition on o, viewed as a tableau for m, as follows. The idea is due to [S106],
5.3, 5.17.

Definition 4.3. Assume k is a critical value, and let {k} denote the fractional
part of k (which is 0 or 1/2). The extremities of o at k is the set (o, k) defined
by the procedure: put in E(o, k) the maximal entry in every row above or on
the tt#}-diagonal, and also the inverse of the minimal entry in every column
below or on the t~t#}-diagonal. One allows repetitions in this set, if they exist.

Corollary 4.4. Assume k is a critical value. If the family {L(am,vds<o>)} consists
of discrete series in the interval k —1/2 < m < k +1/2, then the set E(o,k)
does not have repetitions.

Proof. In combinatorial terms, the condition that {L(a,, u,,,,)} consists of dis-
crete series in the interval k —1/2 < m < k + 1/2 means that the output of the
Algorithm 3.3 is the same for 0 when k—1/2 <m < kor k < m < k+1/2. This
is equivalent to the fact that step 2 of the algorithm is the same in these two
intervals, which implies that step 2 of the algorithm is well-defined at m = k as
well. From this, it is easy to see that F(c, k) must not allow repetitions. O

4.2 Tempered modules in generic parameters

Let us assume that m is generic. Let Hﬁ’m be the subalgebra of H,, ,,, generated
by R(T) and Ti,...,T,—1. This is an affine Hecke algebra for GL(n).
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Theorem 4.5 ([KL87] [Ze80]). The set of tempered modules with positive real
central character of Hn m 18 in one-to-one correspondence with the set of parti-
tions of n. Fiz a partition o = (01,02, ...,04) of n. The corresponding tempered
module L(Aa)UT) 18

1. Form a sequence I = {Ii} of subsets of [1,n] by setting I, = [1,01],..., I =
[0'1—|-"'—|-0'k_1+1,0’1—|—~~~—|—O’k]....

2. Set the trivial labeling § = 0 and form 1 := (L,9);

3. Form a semi-simple element s € T such that T is adapted to a = (s,q)
and

{{e;,s);i€ I} = {<ei,s>71 i1 € Iy} for each k.

More precisely, the set of tempered modules with positive real central charac-
ter for type A, _1 are in one to one correspondence with nilpotent adjoint orbits
of type A,_1, and this is in turn are parameterized by partitions of n. If o is a
partition as above, then one forms the (block upper triangular) parabolic sub-
group P with Levi subgroup GL(01) X - -xGL(0¢). Let Hp = HS , x---xH},
be the Hecke subalgebra of HA m

A

Steinberg Hajm-module. The induced module IndE;’m (Sty, X -+ K St,, ) is ir-
reducible and tempered, and this is L, ., in the notation of 4.5. The element
s corresponds to the middle element of the nilpotent orbit parameterized by o.
Explicitly, s = exp( %5 Lo, ”1;1,..., ‘”2_1, ce —”“2_1).

When we have Sy = H {an, }, then we have Lg, = GL(n1) x Sp(2ns).
We have MN Vg, C gl(n1) ® V(g (as Lg,-varieties), where V(5 is the exotic
representation of Sp(2ns).

correspondmg to P. Let St,, denote the

Theorem 4.6. Let Sy = 11— {a,, }. Leta = (s,q) € G NLs,. We define s1, 52
to be the projections of s to GL(n1) and Sp(2n2), respectively. Fiz X € N* and
a decomposition X = X1 ® Xy € gl(ny) © V(). We assume

1. L(AS1 w.x1) 0nd Lis, g x,) define irreducible modules of HZ,
respectively;

m and Hy, m,

1
2. We have {(e;,s);1<i<mn;} C (]22Z and {{€;,8);n1 <i<n} Cqds.

Then, we have an isomorphism

Insto (L(Sl 9, X1) & L(S2 q, Xz)) L(a,X) (4.2)

as H-modules.

Proof. The assumption (1.7) implies that qQ%Z N qgy = 0. If follows that
(VS0)a = {0}, hence the induction theorem is applicable. Since we have Lg, (s) =
G(s) and M* = N* N (gl(n1) © V(2)), it follows that the isomorphism classes of
irreducible H,-modules and irreducible H5°-modules are in one-to-one corre-
spondence through the identification of parameters. For X € Of, the Ginzburg
theory implies that both M, (i 0 X) and M, x) are irreducible modules of HCSLO and
H,, respectively. Hence, the assertion holds in this case. We prove the assertion
by induction on the closure relation of orbits. Let O C IM* be a G(s)-orbit.
Assume that (4.2) holds for all H5°-module such that the orbit closure of the
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corresponding G(s)-orbit contains O. Let X € O. By the induction theorem,
we have
H S ~
IndHSOM(aO’X) = M(a,X)'

Moreover, the Ginzburg theory asserts that the multiplicity of each irreducible

module inside M(Sa0 X) and M, x) (as H% and H-modules, respectively) is the

same, under the correspondence between irreducibles of Hg, and H. Hence we
deduce

Indiso L(Y ) = Lia,x)

where Lf; X) is the unique Hg,-module corresponding to O. This is nothing but
(4.2). Hence, the induction proceeds and we conclude the result. O

Theorem 4.7. Let Sy = 11— {ay, }. Leta = (s,q) € Gf NLs,. We define s1, s2
to be the projections of s to GL(n1) and Sp(2n2), respectively. Fiz X € N* and
a decomposition X = X1 ® Xa € gl(ny) @ V). We assume

1 X1) s a tempered module of Hﬁhm;

A
: L(317Q27

2. Ls,,q.x,) 15 a discrete series of Hy, m.
Then, L4 x) s a tempered H-module.

Proof. The proof of the induction theorem (see [Ka08a] §7 or [KL87] §7) claims
that we have an isomorphism

Ho(p (X)) = @H.(;Fl(X)“ N Ps,w~'B/B) as vector spaces,  (4.3)

where w € W/(&,, x Wg, ) denotes its minimal length representative in W.
Here we have (Ps,w~'B/B)* = G(s)/B, which implies that (4.3) is in fact a
direct sum decomposition as H*-modules (up to semi-simplification). It follows
that weight y = w - s™! € V(L4 x)) is written as v - ((wy - s71) x sb), where
v € &,/(Gn, X Gp,), w1 € Wg, so that the condition (), of Proposition 2.8
is satisfied, and sy € W(L(s,,q,x,))- (Notice that (s1,q) & Gy , which means that
Proposition 2.8 does not apply as is. However, the same argument still applies
thanks to Corollary 2.18.) Let us take I C [1,n1] so that I = {i1,...,ix}
satisfies i1 < iy < -+ < ig, (€, 8) = @2 (€i,,,,5) and (€;,,5) = <ei,€+17“5>_1
holds for each 1 <1 < k. Then, the condition v; € “*V(a) implies that

<w;,s_1> <1, where w, = Z €lwy (iy)| for each p.
[wi (i) |<p

This implies that
(wi, x) <1 for every x € (L, x)) and every 1 <i <n,

which implies that L, x) is tempered as desired. O
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4.3 Cuspidal local systems in Spin groups

In this section, we explain the constructions and algorithms of Lusztig and
Slooten and the relation with our setting.

Let H,,,, be the affine graded Hecke algebra of type B, with unequal pa-
rameters (see Definition 1.8), with parameters normalized as:

11 1 1 1 m, (4.4)

o O=—>=—0

where 4m = 1 or 3 mod 4.

Define X, to be the set of nilpotent orbits in so(¢) parameterized by parti-
tions containing odd parts with multiplicity one, and even parts with even mul-
tiplicity. For every nilpotent orbit O C so({) given by the partition (a1, ..., as)
define the defect of O

s 1, if a; =1 mod 4
d(0) = Z d(a;), where d(a;) =<¢ 0, ifa; =0,2 mod 4 (4.5)
i=1 —1, if a; =3 mod 4.

For every d € Z, set Xy 4 to be the set of elements in X, of defect equal to d.
Then one has
Xy = U Xod- (4.6)
deZ,4|(4—d)

The generalized Springer correspondence ([Lu85]) for the cuspidal local systems
in Spin(¢) which do not factor through SO(¥) takes the following combinatorial
form.

Theorem 4.8 ([Lu85, LS85]). There is a one to one correspondence

{—d(2d -1
Xo,g « lrrepW,,, where n = %
Remark 4.9. 1. It is not hard to see using a generating functions argument

([Lu85]) that the two sets in Theorem 4.8 have the same cardinality. More-
over, a slight modification of that argument shows that the number of
distinguished orbits in X, 4 equals P(n), the number of partitions of n.

2. In the generalized Springer correspondence in this setting, there is a unique
local system on each orbit in X, 4 which enters, and this is why the cor-
respondence can be regarded as one between orbits and Weyl group rep-
resentations.

3. The relation between ﬁn,m and X q is given by
dn+d(2d —1) =4, d=—d(4m)[m + 1/4]. (4.7)

The left to right map in Theorem 4.8 is given by an explicit algorithm which
we recall now. We use the notation for Irrep W), from Remark 1.24.

Algorithm 4.10 (JLS85]). Let A = (A1, Ag, ..., \x) be a partition of ¢ of defect d.
Here, 0 < A1 < Ag < - -+ < Ag. We will produce inductively a bipartition p(A) of
n= %, which parameterizes an element of IrrepWW,,. Define the (smaller)

partition u as follows:

43



(i) if Ay, is odd, then set = (A1,..., A—1);
(i) if A\, is even, then set p = (A1,..., \jp—2).

By induction p(u) is known, say it is of the form p(u) = (v) x () for some
bipartition (), (4).

(a)

dAm) =0 (Nis even. . Set r = [(An +2)/4] —d(p) and s = [Ap, /4] +d(p).
(Note that r + s = =)

(al) If d(u) > 0, set p(/\) = (v,7) x (0, 5).
(a2) If d(p) <0, set p(A) = (v,5) x (6,7).
(

(b) d(Am) =

—

Am = 1 mod 4). Set r = 2m=1 _ d(y).

(b1) If d(p) > 0, set p(A) =
(b2) Tf d(p) = 0, set p(A) =
(b3) If d(p) < 0, set p(A) =

(cl) If d(p) > 1, set p(A) =
(c2) If d(p) = 1, set p(A) =

(
(
(
(¢) d(Am) = =1 (A, =3 mod 4). Set r = % +d(p).
(
(

(e3) If d(p) < 1, set p(A) = (
Theorem 4.11 ([Lu02]). The tempered modules ofﬁn,m with positive real cen-
tral character are parameterized by the orbits in Xy q. The discrete series of
H,, ., with positive real central character are parameterized by the distinguished
orbits in Xy 4. In particular, there are #P(n) discrete series.

n [SI06], a conjecture relating discrete series of H,, ,, partitions of n, and
Weyl group representations (a Springer correspondence) was proposed. We
explain this next.

Partitions of n to distinguished orbits. Let o be a partition of n. We
think of o as left justified Young tableau, with the length of rows decreasing,
same as in §3.2. Fill out the boxes of o starting at the left upper corner with
m and increase by one to the right, and decrease by one down. In this way, all
the boxes on the diagonal have the entry m. Recall that m =1 or 3 mod 4. Let
s denote the collection of the absolute values of the entries of o (with multi-
plicities), ordered nonincreasingly. We think of s, as being a central character
for En,m.

To s,, we build a distinguished nilpotent orbit O, in Xy 4, £ = 4n + d(2d —
1), as follows (we are thinking of O, as a partition of ¢ with defect d). Let
{m} = m — [m] denote the fractional part of m. This is either 1/4 or 3/4. Start
with the cuspidal part A, = {4m — 2,4m —6,...,4 — 4{m}}. This is of the
form {3,7,11,...} or {1,5,9,...}, depending if {m} = 1/4 or 3/4, respectively.
When m = 1/4, we have A\, = 0. Note that the defect of A is d, and the sum of
entries in A; is 2(m +1/4)(m — 1/4) = d(2d — 1). Set A = A.. For every hook in
o, we will modify A so that the defect remains the same, and the sum of entries
increases by the four times the length of the hook. Assume there are h hooks,
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h > 1. For every hook j starting from the exterior, denote by ¢; the entry in
the right extremity, and by qg» the bottom extremity. Note that

Q>@> > q>m>q, > g, > >, (4.8)

and that the length of the hook is ¢; — ¢} + 1. Starting with the most interior
hook, for every hook j, there are two cases:

L. if ¢; < 1/4, add to A, 4g; + 2 and —4q]; + 2 (they have opposite defect);
2. if ¢; > 1/4, add to A, 4¢; +2, and remove 4q; — 2 (they have same defect).

The end partition A is O,. We summarize the obvious properties of this
construction.

Claim F. The above procedure o — O, is well-defined, and gives a distinguished
orbit in Xy q. Moreover, two different partitions give different elements of X 4.

Ezample 4.12. Let us consider the example n = 13, m = 9/4, and the partition
o= (4,3,3,2,1). Then d = —2 and ¢ = 62. We view the partition as:

T[]
4141414
5913
41414
1759
41414
31
4] 4
—7
4

Figure 5: Partition (4, 3,3,2,1) for Em,%

By the algorithm, we start with A. = (3,7). There are three hooks. The
most interior hook has g5 = ¢4 = 9/4, so we add 11 and remove 7, and get
A = (3,11). Next go = 13/4, ¢4 = 1/4, so we add 15 and 1, and get A =
(1,3,11,15). Finally, ¢ = 21/4 and ¢} = —7/4, so we add 23 and 9. Therefore
O, = (1,3,9,11,15,23), which is in Xez_o.

Behind the reasoning for this algorithm is the fact that the middle element
of the nilpotent O, is obtained from the central character s, and the middle
element for the cuspidal part.

Partitions, distinguished orbits, and W-representations. Let us recall
the conjecture of [SI06], and show that it is equivalent to the [LS85] algorithm
presented above.

Algorithm 4.13. Start with o a partition of n viewed as before. We form a
bipartition S,,(c) = (v) X (8) of n as follows. Begin by setting v = § = 0.
Then find the largest in absolute value entry in o. (This is necessarily one of
the extremities of the first hook.) Remove all the boxes to the left of it in the
same row (including it), or all boxes above it in the same column (including it).
Let x be the number of boxes removed. If they were in the same row, append x
to 7, if they were in the same column, append x to §. Repeat the process until
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there are no boxes left, or until there is a single box left. In the latter case,
if the entry in the single box left is positive, append 1 to =, if it is negative,
append 1 to 4.

Ezample 4.14. In Example 4.12, first we remove the boxes to the left of 21/4,
append 4 to v, then the boxes to the left of 13/4, append 3 to v, then the boxes
to the left of 9/4, append 3 to v, then the remaining boxes above —7/4, append
2 to 4, finally, the remaining box 1/4, so append 1 to 5. So the bipartition
So9/4(4,3,3,2,1) equals (4,3,3,1) x (2).

Claim G. For every o a partition of n, and 4m = 1,3 mod 4, the W,-
representations (or rather, bipartitions of n) Spm(o) and p(O,) coincide.

In other words, the algorithm for the Springer correspondence of Lusztig-
Spaltenstein coincides with the algorithm of Slooten in the case when 4m =1, 3
mod 4.

Proof. We prove this statement by induction on n, the size of the Young tableau.
The base n = 2 is straightforward. Let o be a partition of n > 2 viewed as a
Young tableau, and O, = (A1 < --+ < A) the orbit constructed before. Since
this is a distinguished orbit, only cases (b) and (c) of the Algorithm 4.10 enter.
The largest entry in absolute value max is given by one of the extremities gq; or
—q) (if ¢§ < 0) of the first hook. It corresponds to Ai: A\r = 4max + 2. There
are two cases.

a) Assume max = ¢;. Then d(A\x) = —d(4m). Let ' be the number of boxes
on the first row in o, so 7’ = g; —m~+1. In 3.3, one forms r = [2:]—d(\)(d(Oy) —
d(w)) = g1+ L]+ d(dm)(~d(dm)) (fm+1] 1) = ['+m—1+ 1]~ [m+ 1] +1 =
'+ m+ 24— [m+31] =1 Sor=r"1In 413, v is placed in the left side of
the bipartition. We check that in 4.10, r is also placed in the left side of the
bipartition. There are two subcases: if d(4m) = 1, then d(\x) = —1, and so, in
4.10 (c), d(p) = —[m+ 1]+ 1 < 1, so we are in the cases (c2,c3); if d(4m) = —1,
so m > %, d(A;) =1, and so, in 4.10 (b), d(p) = [m + %] —1>0, so we are in
cases (b1,b2).

Now let 7 be the Young tableau obtained after removing the first row. The
entry in the left upper corner is m — 1, which is positive unless m = 1/4,3/4. If
m > 1, we can regard 7 as a partition of n —r and with m — 1 instead of m. It
is immediate that the correponding O, is the same as p in 4.10. By induction
if Si(1) = (v) x (9), then p(u) = (v) x (§), and we are done.

So consider the cases m = 1/4 or m = 3/4. Then m — 1 < 0. Let 7 be the
Young tableau which is obtained from 7 by first taking the transpose tableau
and then multiplying all the entries by (—1). The left upper corner of 7 has
entry 1 —m > 0, so we can regard T as a partition of n — r for 1 —m (not m),
and associate Oz. Note that if SI(7) = (0) x (v), then SI(7) = (v) x (§). The
only observation left to make is that O = p, where u = (A1,..., Ag—1). This
follows easily from the algorithm for O, and Oz. b) Assume max = —¢} > 0.
Then d(\;) = d(4m). By the same argument as in case a), one shows that 1/,
the number of boxes in the first column, equals r from 4.10. In 4.13, 7’ is placed
in the right side of the bipartition. We check that in 4.10, r is also placed in
the right side of the bipartition. There are two subcases: if d(4m) = —1, so
that m > 2, then d(\x) = —1, and so, in 4.10 (c), d(p) = [m + 1] +1 > 1,
so we are in the cases (cl); if d(4m) = 1, d(A\x) = 1, and so, in 4.10 (b),
d(p) = —[m+ 1] =1 <0, so we are in case (b3).
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If 7 is the Young tableau obtained after removing the first column, the entry

in the upper left corner is m+1 > 0, so we can regard 7 as a partition for n —r

and with m + 1 instead of m. It is immediate that the correponding O, is the

same as p in 4.10. By induction if Si(7) = (y) x (9), then p(u) = (v) x (§), and
this concludes this case.

O

Since we showed these algorithms yield the same W-representation, let us
denote it by p(o). There are two particular cases worth mentioning.

Assume that (o,m) are such that the Springer correspondence algorithm
picks only rows, and so p(c) = (a1, ...,ax) X , or only columns, and so p(c) =
() x (b1, ...,br). These are the cases we refered as positive, respectively negative,
ladders, and so by the previous results, the discrete series representation with
central character s, is irreducible as an W-module, and equals p(c) ® sgn. (The
tensoring with sgn) is a normalization, so that the Steinberg module is sgn as a
W -representation.

The second particular case is that for discrete series which contain the sgn
W -representation. By the previous results, if the hook extremities of o are
G >q> - >qn>m>q) >q),_ > - > ¢, then in order for s, to contain
the sgn, they must satisfy:

B> —q > Q> —qy > > g > (),

This means that p(o) is obtained as follows: remove the first row, then the first
column in the remaining tableau, then remove the first row remaining, then the
first column etc.

We remark that in these two cases, the W-representation attach to ¢ by the
exotic Springer correspondence coincides with the W-representation attached
to o by the algorithms of Lusztig-Spaltenstein and Slooten.

4.4 W-independence of tempered modules

Using the geometric realization and results of Lusztig for the graded Hecke
algebras arising from cuspidal local systems, one was able to prove in [Ci08]
a certain independence result for tempered modules with positive real central
characters. This is a generalization of the similar result of Barbasch-Moy for
Hecke algebras with equal parameters, and it is a Hecke algebra analogue of
Vogan’s lowest K-types.

Retain the notation from §4.3. We formulate this result in the setting of
the graded Hecke algebra H, ,, from §4.3, with 4m = 1,3 (mod 4). For every
tempered module m with positive real central character, which by Theorem
4.11, corresponds to an orbit O € Xy 4, let p(m) be the generalized Springer
correspondence W-representation attached to 0. The following result follows
from the fact that any other W-type appearing in the restriction 7|y is attached
in the generalized Springer correspondence to an orbit larger than O, in the
closure ordering.

Proposition 4.15 (cf. [Ci08]). 1. There is a bijection m + p(m) between
tempered modules H,, ,, 4m = 1,3 (mod 4) with positive real central char-
acter and lrrep W.
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2. The set of positive real tempered H-modules viewed in R(W) is linear
independent. Moreover, in the ordering coming from the closure ordering
in Xy 4, the change of basis matriz to Irrep W is uni-triangular.

Theorem 1.18 allows us to extend this result to all generic real positive
parameters ¢ = (—t™/2,¢™/2 1), for the affine Hecke algebra of type BV, (Here
we use implicitly the correspondence between the affine Hecke algebra and the
graded Hecke algebra for positive real central characters.)

Corollary 4.16. The set of tempered H,-modules for generic positive real a is
W -independent in R(W). Moreover, in the ordering coming from the generalized
Springer correspondence, the change of basis matriz to lrrepW is uni-triangular.

Proof. Let m be in the open interval (%, %), for some integer k£ > 0 and a be

the corresponding generic parameter. Let MP(m) be the set of (exotic) marked
partitions which parameterizes the set of tempered H,-modules. Set mg = L;l,
and fix 7 € MP(mg). The results in this paper imply that the set MP(m) is the
same for all m € (%, £EL). Moreover, if we denote by temp,,(7) the tempered
module parameterized by 7 at the parameter m, then

temp,, (7) = temp,,,,(7) as W-modules, (4.9)
for any m,m’ € (%, %), In particular, temp,,(1) = temp,, (7), for all 7 €
MP(m) = MP(my). Then the claim follows from Proposition 4.15. O

Remark 4.17. One can ask naturally if a similar uni-triangular correspondence
as in Corollary 4.16 holds if one considers instead the exotic Springer corre-
spondence (see [Ka08b] for an explicit algorithm). This is not the case however:
in general, the map assigning to a tempered Hg-module its exotic Springer
representation is not one-to-one, as one can see in the example n = 4, and
0 < m < 1/2 for the partitions of n, 01 = (2+1+1) and oo = (1 + 1+ 1+ 1).
The exotic Springer map assigns the Wy-representation (1%) x (0) to both ds(a)
and ds(cy), while the generalized Springer map assigns (1%) x (1) to ds(o) and
(1%) x (0) to ds(o2).

In particular, the “lowest W-type” correspondence of Corollary 4.16 shows
that the construction of Theorem 4.7 exhausts all tempered modules in the real
positive generic range.

Corollary 4.18. FEvery tempered H,-module for generic positive real a is ob-
tained by induction as in Theorem 4.7.

Proof. 1t is sufficient to show that Theorem 4.7 produces #lrrepW,, distinct
tempered modules. Let P(k) denote the number of partitions of k, and Pa(k)
denote the number of bipartitions of k, i.e., Pa2(k) = #lrrepWy. For every
1 < ny; < n, a tempered H,-module is constructed from a tempered GL(n;)
module and a discrete series of Sp(2n2), where ny = n — ny. There are P(nq)
tempered modules of GL(ny) and P(ny) discrete series of Sp(2nz). Therefore
we get Y _ P(n1)P(n — n1) = Pa(n) tempered H,-modules. These are all
distinct H,-modules since they are nonisomorphic as W,,-modules.

O
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4.5 One W-type discrete series

We show that the only tempered H,, ,,-modules (with real positive generic pa-
rameter) which are irreducible as W-modules are the (+)-ladder representations
(see §3.4). Any tempered module which is not a discrete series is obtained by
parabolic unitary induction from a discrete series module of a proper parabolic
Hecke subalgebra. Therefore, no such module could be W-irreducible, so we
can restrict to the case of discrete series, and we can restrict to the equivalent
setting of ﬁn,m—modules.

Let ﬁﬁ be the one-parameter graded Hecke algebra for GL(n), viewed as a

subalgebra of H,, ,,,. We have that ﬁﬁ is generated by {e1,...,€,} and {t; ;41 :
1 < i < n— 1}, where ¢;; denotes the generator in corresponding to the re-
flection s, ;. The following lemma is well-known and easy to prove by direct
computation.

Lemma 4.19. There is a surjective algebra map ¢ : Hy
generators by

— CG,, given on

n—1

P(tiiv1) = Sijit1, (4.10)
D(€) = sjj+1+ Sj 2+ + Sjm-

Note that ¢ allows us to lift any irreducible &, -representation to an irre-

ducible ﬁﬁ—module. For o a partition of n, let ¢*(o) denote the irreducible
Hy,, ,-module obtained in this way from lifting o ® sgn.

A simple modification of ¢ lifts any irreducible &,,-representation to an ir-
reducible ﬁn,m—modules. The following statement can be viewed as a particular
case of the construction in [BM99].

Lemma 4.20. Let n € {+1,—1} be given and let o be a fized partition of n.
The assigment

tiiv1 — ¢ (0)(tiit1), 1<i<n-—1,
€ — nmld + 9" (0)(€;), 1 <i<n-—1,
ty — nld,
€n — nmld, (4.11)

gives an irreducible H,, ., -module, 7 (o, n).
Proof. By Lemma 4.19, we only need to check that the Hecke relations
tn €n = —€nty + 2m, (4.12)
tno1-€np = €n_1tn_1 — 1,
are satisfied for this assignment. This is straighforward. O

Note that 7(o, +) equals (o) x (#) ® sgn as a W (B,,)-representations, while
7(o, —) equal (0) x (0)®@sgn, in the bipartition notation of W (B,,)-representations
from §4.3. We show that these are precisely the (+)-ladder representations from
§3.4.

Proposition 4.21. Let s, be a distinguished central character and assume that
the ds(s,) is a (+)-ladder. Then ds(s,) is irreducible as a W -representation.
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Proof. Let us assume that ds(s,) is a positive ladder. The proof for the other
case is analogous. We wish to show that ds(s,) = (0, +). A direct proof of this
fact would be to compute the central character of 7(o, +) and show that it is s,-.
We give an indirect proof. In the bijection of Corollary 4.16, ds(s,) (contains
and) corresponds to the W (B,,)-representation p(ds(s,)) = (o) x () ® sgn. By
the Lusztig classification [Lu95b], (o, +) is the unique irreducible quotient of a
standard module M = M,_ o_. There is a continuous deformation of s, — sy,
and M — My such that My is a tempered module at the semisimple element
ap = (80,q1,42), and Mo|lw = M|w. Moreover, the tempered module My must
contain p(ds(s,)), and in Proposition 4.15, p(Mp) = p(ds(s,)). But this implies
that My = ds(s.). Since this is a discrete series, we then have 7(o,+) = M =
MO = dS(SU).

O

Remark 4.22. Proposition 4.21 gives in fact all discrete series which are irre-

ducible W-representations. To see this, recall that in [BM99], one determined

which W-representations can be extended to hermitian graded Hecke algebra

modules. When the Hecke algebra is ﬁnym, the only cases are W-representations

of the form (y) x (@), (0) x (§), or (d,...,d) x(f,...,f), when k—d =1— f+m.
—— ——

k l
Note that, using Algorithm 4.13, it is immediate that there is no discrete
series ds(o) such that p(ds(o)) = (d,...,d)x (f,...,f), for k> 1and [l > 1. We
N—— N——

k l

check the case k =1=1,d > 0, f > 0. In order to have p(ds(c)) = (d) x (f), by
Algorithm 4.13, we must have o a one hook partition, with the largest two entry
values at the two extremities of the hook. If the largest entry is the the right
extremity of the hook, then by 4.1, ds(o) also contains the sgn W-representation,
so it is not W-irreducible. So it remains the case when the largest entry is in
the bottom extremity of the hook. In that case, by Example 3.6, the exotic
Springer correspondence attaches to ds(o), the W (B,,)-representation given by
the bipartition () x (n). So again ds(c) contains at least two W-types.

4.6 Closure relation of orbits

Fix ¢ = (—t™/2,t™/2t) for t € Ry and m € iZ\%Z. Let o be a partition of
n. Attached to p(o) and mp(o), we have irreducible W-modules L, and E,,
respectively. For an irreducible W-module K, we denote by O(K) the nilpotent
orbit of Spin(¢) corresponding to K via (the inverse of) a generalized Springer
correspondence (c.f. §4.3). Let C be the pair (O, £) of Spin(¢)-orbit of so(¢) and
the local system which contribute to the generalized Springer correspondence.
Let O(K) C 2% be the G-orbit corresponding to K via Theorem 1.15. Let
pr: V — V5 be the G-equivariant projection map.

Theorem 4.23. Under the above setting:

1. We have [ds(o0) : Ly] =1 = [ds(0) : E,]| as W-modules;

2. For each irreducibe W -submodule K of ds(o), we have O(L,) C O(K) and
O(E,) € O(K). In particular, we have O(L,) C O(E,) and O(E,) C
O(Lo);
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3. Let E be an irreducible W -module such that pr(O(E)) = pr(O(E,)). Then,
we have [ds(o) : E] =0 as W-modules.

Proof. Recall that the both of the constructions of Lusztig [Lu95b] and [Ka08a]
depend on the realization of H,_ in terms of the self-extention algebras of certain

complexes. Let IC(O(K), L) be the minimal extension of £. In Lusztig’s case,
we have (by [Lu95b]):

i) There exists a, € Spin(f) x C*. Let us denote by C, the set of connected
components of (027 £|ga. );

ii) Define GF := Zspin(tyxcx (ag). Then, each element of C, is a single G-
orbit with a local system. The set C, is in bijection with IrrepH,;

ili) For each (O, L|g) € Cy, we define O™~ := Spin(¢)O C so(¢). It defines a
W -representation p(Q) via a genralized Springer correspondence;

iv) The standard module M (Q) contains an irreducible W-module K with
multiplicity (as W-modules) equal to dim HY. (IC(O(K), £));

v) The standard module M(Q) has a unique simple quotient L(Q) and we
have [M(0) : L(Q’)] = dim H(IC(Q', L|or)).

Now the assertion [ds(c) : L,] = 1 follows by the combination of iv) and
v). The assertion [ds(o) : E,] = 1 follows by the construction of L, x) and
Theorem 1.18. We have O(E,) C O(L,) by the combination of iv) and v).
We have O(L,) C O(E,) via an analogous statement for eDL correspondences
(see [Ka08a] §8 for example). This proves 1) and 2). We prove 3). Let L™
and L denote a simple H,_-module and a simple W-module corresponding to
a G(aq)-orbit Omp(sy C N? . Notice that pr(O(E)) = pr(O(E,)) implies either
O(E)NO(E,) = or O(F) is a (open dense subset of a) vector bundle over
O(E,). By 3), it suffices to consider the latter case. By an analogue of iii)
for M, we see that [M(,, x), E] = 1 as W-modules for each X € Oppr). By
an analogue of iv) for 9 implies [M(,, x), L(a,,v)] = 1 as H,,-module for each
Y € 9 such that GY = O(E) and X € G(a,)Y. The existence of such Y is
straight-forward. Therefore 1), applied to L, y), implies the result. O

Remark 4.24. To use Theorem 4.23, one needs to know the Weyl group repre-
sentation attached to each orbit and the closure relations between orbits. These
are contained in [Ka08b] and Achar-Henderson [AHO8], respectively.
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