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4.2 Consider a bivariate normal population with g1 = 0, ue = 2,011 = 2,092 = 1 and
p12 = .O.

(a) Write out the bivariate normal density.

The multivariate normal density is defined by the following equation.

1 1 r— lz—l r—
flx) = We 3(@—p)E7 (2—p)

With ¥ = < le le ) and o129 = p124/011+/022. For this example, we have
12 022

the following definitions for 3, and |3|.
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To complete the definition of the density function we will derive the squared
generalized distance expression (& — )37 (z — p).
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Then the bivariate normal distribution function is defined as follows.
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Write out the squared generalized distance expression (& — p)'S 71 (z — ) as a
function of x; and xs.

Derived in part (a) equation 1.
Determine (and sketch) the constant-density contour that contains 50% of the
probability.
To determine the constant-density contour, we need to calculate the eigenvalues
and eigenvectors of 3. This is done by solving for the roots of the equation
|2 — M.
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Using the quadratic equation, we get the eigenvalues
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Then we find the eigenvector for Aj.
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And the eigenvector for As.
282 — )\262 = 0
2-3+P)a+Lay = 0
Lo+ 234 = 0
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4.6 Let X be distributed as N3(u, X), where p = [1,—1,2] and

4 0 -1
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Which of the following random variables are independent? Explain.

(a)

X1 and Xo.

X1 and Xy are independent because cov(X1, X2) = cov(Xa, X1) = 0.

X1 and X3.

X1 and X3 are not independent because cov(X1, X3) = cov(X3, X1) = —1.
X2 and X3.

X2 and X3 are independent because cov(Xs, X3) = cov(X3, X2) = 0.

(Xl,Xg) and X2.
To determine the answer, we need to rearrange the covariance matrix and par-
tition it. The new covariance matrix follows.
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We conclude that (X7, X3) and X5 are independent.
X1 and X7 4+ 3X9 — 2X3.
We have the multivariate normal distribution
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And AX has the distribution No(Ap, AXA’). Here we show the matrix AX A’
to determine independence.
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And we conclude that (X3, X3) and X» are not independent.



4.9 Refer to Exercise 4.8, but modify the construction by replacing the break point 1 by
¢ so that
XY, — -X; if —ec<X3<e¢
2= X, elsewhere

Show that ¢ can be chosen so that Cov(X7, X2) = 0, but that the two random variables
are not independent.

First, we note (from exercise 4.8) that X; ~ N(0,1). For ¢ = 0, we have
COV(Xl,XQ) = E[Xl(Xl)] — E[Xl]E[Xl]

E[(X1)?] = var(X,) + E[X)?
=1

For ¢ very large we have
COV(Xl,XQ) = E[Xl(—X1>] + E[Xl]E[Xl]

—E[(X1)’] = —(var(X1) + E[X1)?)
= -1

Since the covariance is a smooth function of ¢, then by the mean value theorem,
Cov(X7, X2) = 0 at some point, but that the two random variables are not indepen-
dent.

4.10 Show each of the following.
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Factor o B|® that we have the following.
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Then take the determinants to get
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(b) ]0, C | = 141B| tor |4] £ 0.
As in part (a), factor the determinant so that we have the following.
AcC| |Ao]I AlC
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Then, by part (a), we get 0 B}—\A\B\,and‘o, 7 ‘—1.
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4.10 Show that if A is square,

|A| = |A22HA11 - A12A2_21A21| for |A22| 75 0
‘A11HA22 - A21A1_11A12’ for |A11| 7§ 0
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I —ApAy Ayr Agg I 0
0 I Aoy Ao —A2_21A21 I

. ( A — A12A521A21 0 > ( I 0 >
Aoy Ao — At Ay T

_ Ay — ApAy Agr 0
0 Ao

Let

Finally, we have
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Taking the determinant of both sides, we get the following.
I]|Al|Z] = |Aza|| A1 — A12 Ay Aai]
[A] = [Asa|| A1 — A12A5, Aai

For the second relation, we do the same by factoring A so that we have the following.
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Again, taking the determinant of both sides we get the following.
[I[|Al|Z] = |A11]| A2z — A21 Ay Ar]
|A] = [An[| A2z — A2 Ay Ar

4.16 Let X;,i=1,2,...,4, be independent Ny(p,X) random vectors.



(a) Find the marginal distributions for each of the random vectors

1 1 1 1
= LX) - X+ -X3—-X
Vi X1 2+4 3= X4

and
1 1 1 1
Vy = le + ZXQ — ZXS - 1X4

By result 4.8 in the text, V1 and V5 have the following distribution.

n n
N, chu, Zc? )
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Then we have Vi ~ N, (0, 13) and V3 ~ N,(0, 1%).
(b) Find the joint distribution of the random vectors V'; and V' defined in (a).

Also by result 4.8, V1 and V5 are jointly multivariate normal with covariance
matrix

Y g|s (Vo
j=1

(be)s Y=
L ]:1 -
With ¢ = (1/4,—-1/4,1/4,—1/4)" and b = (1/4,1/4,—1/4,—1/4)". So that we
have the covariance matrix
Ry
0 ix

6.11 A likelihood argument provides aditional support for pooling the two independent
sample covariance matrices to estimate a common covariance matrix in the case of
two normal populations. Give the likelihood function L(gq, py, X), for the two inde-
pendent samples of sizes n1 and ng from Ny, (pq, X) and Np(po, X) respectively. Show
that this likelihood is maximized by the choices f1; = &1, ft, = &2 and

1 ny+ne —1

—1 —1 =
niy + ng [(m )Sl + (n2 )SQ] ny + ng

3=

S pooled

Here we note the density function for the multivariate normal distribution for refer-
ence.
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Then we have the likelihood function for the two independent samples as defined
below.

ni

L(py g, X)) = Hf X py, % Hf ji M, 3

=1
= L(“laz) (IJ’27 )

This statement gives us directly that f1; = &1, fty = 2. Using equation (4-13) in the
text, the likelihood function can defined as

1 1 & 2
Lipy, py, ) = T (B ) e (X)) + ) DX
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Where
Pi(x) = (z—p)(x—p)

ni n2

By result 4.10 in the text, we let B = Z Oy (x;) + Z@g(:ﬁj), b= N =n; +ny and
i=1 j=1

substitute the MLE’s for each mean, then the maximum is reached at

- 1
Y = —
2(n1 + n2)
And we get the result
2 1 ni+ng —1
Y= - 1S - 1Sy =——F——8
ny + no [(nl ) 1+ (77’2 ) 2] n1 + ng pooled



