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Exercises 6b

2. Given the model Y; = B1x; + €; where g; ~ N(O,szi_l) show how to predict xg for a
given value of Yy. Describe a method for constructing a confidence interval for xg.
Prediction of zy can be done using the equation Z = Yp/ 51 where

G = Y wiYi(w — Tw)

> wi(z; — Tw)?
P > wiT;

A confidence interval for xg can be found by using the roots of

- 2282 -
a? (ﬁ% - W) — 2061 Yo+ YE - N2S2 =0

where we take

1 2
§2 = — {3 w2 - 5" Y wal)
3. Given the regression line
Y= Bo + Brwi + &
2.2

where the ; are independent with Ee;] = 0 and var(e;) = o°x7, show that weighted
least squares estimation is equivalent to ordinary least squares estimation fo the model

Y;
—=ﬂ1+%+5¢

7

The main idea is to use the weighted least squares method and set w; = z; 2. Then
we have

n
> a2 (Y - Bo — fuzi)’ = min
1=1

This can be rewritten as

n 2
Z (YZ —5037.—51331‘) ~ min

i=1



Which is equivalent to the model

Y;
—251-#@-#51

€Ty xI;
Where §; = ¢;/z;.
Miscellaneous Exercises 6

2. Derive an F-statistic for testing the hypothesis that two straight lines intersect at the

point (a,b)
Define the combined model as Y = XB+e. Where Y’ = (y1.i,. .-, Y1 Y21, - - -, Y2,m)
and
1 13171 0 0
X = 1 3317” 0 0 (1)

0 0 1 x21

0 0 1 T2.m
And B’ = (a1, 81, a2, B2). Then we use the F-statistic derived previously
(RSSy — RSS)/q

B = RS/ _p) @
With
RSSy — RSS = (AB—c) (AX'X)"1A) " (A —¢) (3)
And we set
1 a 0 0
A = (0 0 1 a> )

- (1

3. Obtain an estimate and a confidence interval for the horizontal distance between two
parallel lines.

Since the lines are parallel we have the models

Vi = ar+65X (6)
Yo = as+ 01 Xo (7)
Setting Y7 = Y5 = 0 and solving, we get the estimate
do — &y
0 = - (8)
B




where we choose the models so that the estimate 0 is positive. Then to get a confidence
interval we define

U = édo—d1— 30 (9)

Then we have the following properties of U

EFU = 0 (10)

var(U) = var(¥2) +var(Vi) + (31 — 72 = 8)*var() (1)
_o2(l 1 (T1 — Ty — 6)?

B (”2 o > (@ik — fi.)> (12)

= (13)

Where the covariance terms in var(U) are all 0. Since U is a linear combination of
the Y;, we can say that U has the distribution N(0,wo?) and we can construct the
T variable

U/oy

T
S/o

(14)
Where S = RSSy,/(n1 + no — 3) for the alternative hypothesis H; that the lines
are parallel. Then the confidence interval are the roots in § of the equation

T2 — Fr vny 3 (15)
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3. Suppose that the regression curve
E[Y] = Bo + 1z + foz®

has a local mazimum at x = x,, where x,, is near the origin. if Y is observed at
n points x; in [—a,al, = 0, and the usual normality assumptions hold, outline a
method for finding a confidence interval for x,.

First find a statistic for &,, by differentiating and solving for 0 to find the value Z,,

0 = p[1+ 206z (16)
R —b
Tm = — 17
25, (17)
Then let U = Bl + 2ﬁga:m which has the properties
E[U] = 0 (18)
var(U) = war(By) + 422, var(3) + 422, cov(Ba, f1) = o0& (19)

Where var(3) = 02(X'X)~'. Which means we have the new variable

U/oy

T
S/o

~ s (20)



And the confidence interval can be defined by the roots of the quadratic
T = F{', 3
in x,,.
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1. Suppose that the postulated regression model is
EY = [y + bz
when the true model is

EY = By + Bz + Box? + B3

If the observations of EY are taken at x = —3,—2,—1,0,1,2,3 what is the bias?

If we let

-3
-2
-1

O B = O R © = = e
|
[\
~

Then we have the model

- Bo B2
EY = X<ﬁ1>+Z<ﬁ3)

And we can use equation (9.2) from the text
EB = B+Ly
Where v = (2, 3)" and

(22)

(23)



So that the bias is

Efy = fo+45s (28)
Ef = Bi+170s (29)

Exercises 10a

4. Show that (1 — h;)? + >t h?j =(1-hy).
If the the h;; are the elements of the hat matrix H which has the form

Y = X(X'X)'X'Y =HY (30)

Then, H is the idempotent projection matrix that transforms Y into Y. This implies
(I — H)?> =1 — H and shows (1 — h;)? + Dt h?j = (1 — hy).

Exercises 10c

4. Suppose that Y1,Yo, ..., Y, are gamma random variables so that EY = r\; = u;, say,
and varY;] = r~1u?. Find a transformation that will make the variances of the Y;
approrimately equal.

If we use the methods described in section 10.4.3 of the text, we find that we can
make the variances more homogeneous if we use

varlf(¥)] ~ <%)m (31)
= (&Y i (32)

Then in this case we let w(p) = r~*u?. And we look at

fw = [ <%>U2du (33)

= v [ S (34)
= Vrlogpu (35)

So we expect the data (y/rlogYy,/rlogYa, ..., /rlogY,) to have approximately the
same variance.



