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1 Approximation of Functions

1.1 A Norm

Until now our approach in approximation of function
was to find an interpolation. When we wanted to im-
prove the error we used special interpolation points,
that is roots of orthogonal polynomials.

We now learn another approach of approximation.
Instead of interpolation condition P, (z;) = f (z;) we
will attempt to find to minimize the error

lle(@)[| = ||Pa(2) = f(2)]|
where the function || - || is defined as following

Definition 1.1. A norm over Vector Space V is a
function || - || : V +— R that for each scalar A\ € F and
vector v € V satisfies the following conditions:

1. Positivity: ||v]| > 0, and also ||v|| =0 iff v =0

2. Homogeneity: ||Av|| = |Al||v]]

3. Triangle Inequality: ||v1 + va|| < ||v1]| + [Jvz2]]
Example 1.2.

1. Foravectorinv € R", including {v; = f (2;)}]_,
n

e Li-norm [jv||; = > |vj
i=1

o Lo-norm ||v||, = max |v;]
(2

2. For real functions continuous in an interval [a, b]

b
e Li-norm |[f|l, = [|f (x)|dz

o Locnomm |f]]., = max |1 (2)

Theorem 1.3 (Cauchy Schwartz inequality (C-S)).

(2, 9)|* < (z,2) (y,9)

_ (z,9) _ @) oy @) _
(z,) (y,y)( ) @, )(y, )+ o) (y,v)
@yl | ) @, y)?
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Theorem 1.4. Every Inner Product Induce a Norm
[vll = v/(v,v)

Proof: The conditions 1 and 2 implied by the def-
inition of the inner product. To show that the 3rd
condition is satisfied we use

|(v1,v2)] < Moall ozl
—— C-S
|Re (v1,v2) + iIm (vy, v2)|

|Re (v1,v2)] <

Thus
[lvr + v2|| = (v1 +v2,v1 +v2) = (v1,v1) + (vi,v2) + (v1,v2)+
(v2,v2) = (v1,v1) + 2Re (v1,v2) + (vg,vg)c<5

l[vall + 2 ffor || [ozll + ozl = (los]l + v2]])?

For the current discussion we interesting in two fol-
lowing Lo-norms

1. For a vector in v € R™, including {v; = f (xj)};;o,
the inner product (u,v) = Y u;v; induces ||v|, =
n
> Juil®

i=1

2. For real functions continuous in an interval [a, b],
the inner product (f, g) = [ f gdx induces || ||, =

I @ ds

1.2 Least Square Fit

Let f(x) be real valued continuous function. We want
to approximate it using function of the following form

g(x) = Z Cnbn (2),
n
where b, () is some basis. The error is given by e (x) =
fx)—g(x)=f(x)=> cnbn (). We want to find the

n
coefficients ¢1, ..., ¢, such that ||e(x)||2 is minimal.

||€||g = g(Cl, "'7Cn) = <f - chbnyf - chbn> =

=(f.f) - (fuzcnbn> - <chbn,f> + (chbn,zcnbn> =
= Hf||_2zcn (f,bn)+Zchcm (b bm)

In order to find the minimum we need to consider the
derivatives, which gives

dg
Be; = —2(f,bj)+2;cn (bnyb;) =0

Thus, we got for all j (f,b;) = ¢, (bn, bj) One write
it in a matrix form as l

M(Co,-“ 7cn)T = ((f,b()),"' 7(f7bN))T



where M, n = (b, by).

We need to verify that the linear system is not sin-
gular, for which we will show that the homogeneous
linear system Mc = 0 has only the trivial solution,
that is &= 0.

For the homogeneous system M ¢ = 0, we have

N N
> Cn (bn,bj) = (Z cnbn,bj) =0, Vj
n=1

n=1
N
that is, V5 the function g(z) = > ¢,b,(z) is orthog-
n=1

onal to b;. However, since g € Span{b,})_,, the or-
thogonality to all {b,}_, implies that g = 0. Since

{bn %11 1 is linear independent we get ¢, = 0, Vn.
e minimality is due to the following, for any se-
quence &y:

IS s -
£ =S enbn + 3 cnbn = 3" (en +2n) b ’
RSN N

2<f—2cnbn,chbn—Z (en +€n) bn> >

since

<f chbnyzcnbn - Z(Cn +5n)bn> =
<chbn - fyzenbn> = (chbnyzenbn> - <f:zsnbn>
-5 {ch (b by) - (f,bj)} —0

J n

=0
Example 1.5. Given (z;, f (z;)) = (1,3.2),(2,4.5),(3,6.1)
find a line that approximate the function. That is,

> (en+en)bn H2+

Z cnbn

1 1 3.2]
g=abi+pbp=a|2|+6|1|, f=]|45
3 1 6.1
Th 3 1+2+3 bl [32445+6.1 ] 4
Bl6 14449 |[a ]| 32+9+183 |
therefore
13.8-14-30.5-6 30.5-3—-13.8-6
T =17 b_—6 =145

1.2.1 LSF Using Orthogonal Polynomials

The serious problem of the LSF method described above
is that the matrix M is in general case is a full matrix,
thus the numerical solution may be unstable.

Example 1.6. For example if we use inner product
f f(x)g(z)dx with the standard polynomial

ba51s 1,z,22,. The entries of the matrlx entries be-
come M;; = (bi7 b;) = f; ' idy = :;_:11 which give

the Hilbert matrix denoted as H,,41(a,b), for example

for [a,b] = [0,1] and n = 4 one get
1 1 1 1
L 3 5 1 3
i1 1 1 1
2 3 4 5 6
_ |1 1 1 1 1
Hs(0,1)= |3 7 5 & =
i1 1 1 1
4 5 6 7 8
i1 1 1 1
5 6 7 8 9

The solution to the problem above is the use of
orthogonal polynomial basis. In this case the matrix

M become diagonal, so the coefficients are given ¢, =
(f:bn)
(bn7bn) :

Example 1.7. {c,} = {(

1.2.2 Sensetivity to error

Consider f(z) was measured with error |e(z)] < ¢,

that is f (z) = f(z) + e(x). LSF have the following
interesting property

F=32(F060) b = Hf—Z(me)b

F="(Fba)bal| + (1> (e,bn) br

n

= (e;bn)b

+ ||[LSF (e)|| <
——

-

F=>"(fbn)ba||+e

~e(x)

that is LSF (f) ~ LSF ( f).

1.2.3 Discrete Fourier Transform as LSF

If we use a functional basis b, (x) = ¢”>™*/L the coef-

ficients become
1 L/2
ol x)e
) R

Cn = (f7 bn)
become a Fourier Transform coefficients or a Discrete
Fourier Transform coefficients:

_ (f7 ei27rnz/L) _ 7i27rnz/de

| M2
en=(fbn) = S0 flam)e BT Mg
M
=—M/2
This can be formulated with Vandermunde matrix of w = e=27¢/N
1 1 1 1 1
1 w w? e whN-1 0
1 w2 wh L w2N=1) ( ) )
Cp = :
: : : : Tn
1 WwN-1  2(N-1) W(N=1)?

The DFT can be calculated very efficiently using an algo-
rithm of Fast Furier Transform (FFT), here is how to use it in

matlab:

xn = linspace(a,b,M);
cn = fft(f(xn));

cn = fftshift(cn);

cn = cn/M;

Use help fft and help fftshift to understand why.
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