Introduction to Numerical Analysis I
Handout 7

1 Interpolation (cont)

1.7 Chebyshev Interpolation Points
We would like to minimize the error of interpolation
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This is sort of so called MINMAX problem.

Theorem 1.1. The solutions to MINMAX problem
at [a,b] = [—1,1], that is
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are roots of Chebyshev Polynomial T),1(x).
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Definition 1.2 (Chebyshev Polynomials). The Cheby-
shev Polynomials are given by

T, (z) = cos (narccosx) or
T, (cosx) = cosnx or
To=1Ti =z, Tht1(z) = 22T (2)—Th-1(z), n > 1
Properties
1. T5, are even functions and T5, 1 are odd.

2. Roots of Chebyshev polynomial 7}, 11(x) are

3. The leading coefficient of T;,11 () is 2™ whereas
p(z) is monic polynomial, therefore

T, (z).

p(zr) = on

4. Extrema of T,,(z) are at yp = cos Z* andT (yx) =
(1"
5. [T, ()| < 1, therefore [p(z)] < 5.

1.7.1 Chebyshev points on general interval

Consider zj € [a,b]. One expresses it using Cheby-
shev interpolation points xj € [—1,1] as
b—a

2 = 9 + 3 Tk

p(2) =TI (z—z) = (559)"" LTt (@)
k=0

Therefore |p(z)| < ’(%’1) L=

1.8 Spline Interpolation

We would like to interpolate using as many as pos-
sible information about function, i.e. values of the
function at many points without the risk to increase
the error due to possibly unbounded derivatives.

1.8.1 Piecewise Interpolation
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The obvious solution to the problem of error of in-
terpolation is to use only the points nearby to the
point of interest. For example

Definition 1.3 (Piecewise Linear Interpolation). Let
f(z) be known at points {x }}_,, foreach x € [z, z;41]
we approximate f(z;) by a piece wise linear function
gi(x) =
PY(z) = f(xo
Pi(z) = f(an

) + flxo, 21](x — x0) r € [0, 1]

)+ flen, wa(x — 21) x € [z1, 32]

PN 2) = f(@n-1) + flon-1,2n](z — Tn-1) T € [Tn_1,Tn]



The error for x € [a,b] is given by
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Definition 1.4 (Piecewise Polynomial Interpolation).
Let f(z) be known at points {zx}}_,, for each z €
[xjm7m(j+1)m]7 nT—nm
proximate f(z;) by

gm(z) =

PO(2) = flwo]l + -+ f[20, s o] 1 (@ — @x)
k=0

PL(2) = flom] + - Flems o 2am] T1 (@ — 1) @ € [, 22m]

c=m

T € [170’ wrn]

Pu™ (2) = flon-ml+---
+fln—m,nzn] Il (&—zk)

c=n—m

The error is then given by

le(@)] = [f(2) = gm(2)| <

s, 7 00)

2mtl(m +1)!

m+1
mjax Tjm — Qf(j+1)m

If m << n the error is much better then in equa-
tion (L1).
1.8.2 Splines

We would like the interpolation to smooth.

Definition 1.5 (The Spline Interpolation). Let

o< T <..<1xTp

be interpolation points, also called the knots of the
spline. A spline function S of degree £k > 0 is a
function that satisfies the following

e On each interval x;,z;41, S is a polynomial of
degree < k.

e S € C*!on [zg,x,] (the level of smoothness).

T E [Tnom,Tn)

A piecewise linear interpolation is a spline with
0-smoothness.

In order to define a smooth spline one requires
that derivatives are continuous at each inner knot,
ie. SW(zf) = SUN(z7). A very special case of
spline is when the derivatives are known at knots,
in such case the spline is a special case of Hermit
interpolation.

1.8.3 Hermit interpolation

Hermit interpolation can be considered a generaliza-
tion of Newton interpolation. Unlike Newton inter-
polation, Hermite interpolation matches an unknown
function both in observed value, and the observed
value of its derivatives. ,

We proved earlier that f[zg,...,z,] = w
when z; # z, for all j,k. In case of x; = z; we
have a removable discontinuity, therefore we can de-
fine it as following

Definition 1.6 (Continuous Divided Differences).

lim flz,z+ hy,..,x + hy) = f(r;z()
Vj,h;—0

Now Newton method is not limited to the differ-
ent points, but we need to know derivatives. Given
f(x) and it’s my, derivatives at zy, that is f(zx),
' (zx), ..., £ (21). We build the triangular table
of divided differences as following: we repeat the xj
and f(zy) for my + 1 times. For the repeated points
we use known derivatives, otherwise the regular di-
vided differences, for example:

o [ [zo]
I’ (z0)
o f [wo] Sz, wo, 1]
%ﬁ?ol flzo, o, 1, 1]
z1 f[z1] flzo, z1, 21] flzo, zo, x1, %1, 1]
I (1) flzo, 1, @1, 1]
@1 f [21] f(@)/2
I (@1)
z1 f [z1]

Error of Hermit Interpolation is given by

f(2(n+1))

2(n+1)) 1;[

For a general case, when my, defivatives of the func-
tions known at point zj; one uses the original New-
ton’s interpolation formula of the error with

nt1=> (my+1)

k

e(z) =
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