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Introduction. In this paper we will restate and reprove several old, but largely
unpublished results of Harish-Chandra ([11], [12], [13], [22]) regarding the
behavior at infinity of matrix coefficients of certain representations of reductive
Lie groups. Our methods are rather different from those of Harish-Chandra.
Very briefly put, the difference is that we make a coordinate change that allows
us to formulate things in terms of systems of complex differential equations and
thus apply elegant but elementary results of Deligne [8].

More precisely, let G be a reductive group in what we call the Harish-Chandra
class (see Section 1), K a maximal compact subgroup and g the complexified Lie
algebra of G. Suppose that (=, V') is a smooth representation of G annihilated by
an ideal I of finite codimension in €(g), the center of the enveloping algebra
A(g) of g. We will be concerned with a description of the matrix coefficient
{m(x)v,8) as x € G tends to infinity, where v is a K-finite vector inVandda
K-finite vector in the dual V of V. If 8 is a Cartan involution of G associated to
K and A a maximal §-stable closed vector subgroup of G, then G = KAK; so
that, because of the K-finiteness assumption one may as well assume x € 4.
Loosely put, the K-finiteness of v and 6, together with the assumption that [/
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annihilates V, imply that on 4 the matrix coefficient {(w(a)v, &) satisfies a certain
system of differential equations which extend onto the complex torus one gets
from A by base field extension from R to C. The solutions of this system are
related to the horizontal sections of a certain holomorphic connection in the
sense of [8], and this connection turns out to have regular singularities at infinity,
which enables us to prove Harish-Chandra’s results with almost no explicit
calculations.

Rather than state here the main results (Theorem 5.6 and 6.2) precisely, we will
look here at the simplest example: G =SL(2,R). Suppose 7 to contain a
nontrivial vector fixed by K = SO(2) and suppose also that the Casimir element
acts on V by the scalar A. Choose & # 0 fixed by K in V. Then the function
{m(x)v,6)> may be considered as a function F on the upper half-plane
I ={zeC|Im(z) >0} which is an eigenfunction for the non-Euclidean
Laplacian. Since ¥ may be written as a sum of eigenvectors with respect to K,
one may as well assume that v is an eigenvector with respect to non-Euclidean
rotations around i; or that in non-Euclidean polar coordinates, if ¢ is the angular
variable, the function F satisfies (3/d¢)F = inF for some n € Z. Now, if
r = radial (non-Euclidean) distance from i. the Laplacian may be expressed as

3V, 1 3 1 3\
(ar) T tanhr ar T Sinhzr(aw) ’
so that if F = F(r,¢) = f(r)e™, the function f satisfies

dar? tanhr dr  ginh?

d_2f+ LI = M.

This is how Harish-Chandra would express things (see [22, 9.1. Heuristics]). What
we do is use not (r,¢) but (y,p) as our coordinates, where y = e”. The equation
above becomes

2 142 d y
(yi) -7 Yo —nt——— | f=)\f

(compare with 3.7). This looks a little more complicated, but in making the
coordinate change y = e’, the irregular singularities of the first equation at + oo
become regular singularities at 0, co. Thus one may apply the classical theory of
Frobenius and—for example——the convergence of Harish-Chandra’s series is, in
some sense, explained naturally. (We recall that the natural context of
differential equations with regular singularities is the theory of complex variables,
even though the original equation was considered only for real values of y, and
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that it is this which lets one prove things painlessly.) Thus, for generic values of

A, one deduces the existence of functions f;, f, holomorphic in the open disc
|y|] < 1in C such that

TO) =) + ()

where s,, 5, are the roots of the indicial equation

st—s=A\
(This is true when s, — s, ¢ Z. In general one must introduce some terms
involving log y as well. For example, when s, = 5, =1 then there exist f, f, as
above with

fO) =" (y) + ¥ log y fo(¥))

It is precisely this sort of analysis that we will carry out for arbitrary reductive
groups. To simplify things slightly, assume G is semi-simple, and let A be a choice
of simple positive roots—i.e. multiplicative homomorphisms of 4 into R% . Then
one can imbed 4 into C* via the map a—(a(a), @ €A). Modulo certain
technicalities, K-finite matrix coefficients, when restricted to 4, will satisfy a
certain system of differential equations which extend to all of C® with
singularities on the hyperplanes a = 0 (a € A) and the hypersurfaces y* =1 (y
any root). For our purposes the crucial point will be that this system has regular
singularities along the hyperplanes a = 0 (« € A), which are, in some sense, the
points at infinity on 4. (Note that all points at infinity on 4 are transforms under
the Weyl group of these.) This will imply, at least around the points of these
hyperplanes which are not on the hypersurfaces y? = 1 (and in particular around
the origin), an expansion analogous to the one found above for SL(2,R).

Perhaps a picture will help. Let G = SL(3,R). Then

a 0 0
A=410 a, 0}|a,>0,aqa,a;,=1"
0 0 a,

The simple roots may be chosen as a = a,/a,, 8 = a,/a,; and the only other
positive root is a8 = a,/a;. Thus one may picture 4, as well as a. neighborhood
in R% as shown on Fig. 0.1 (the shaded region represents 4 with all the
singularities intersecting 4 drawn in also). The dotted circle is a neighborhood of
the identity element in 4. We have indicated it in order to contrast our
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coordinate system with that of Harish-Chandra, where our coordinate lines are at
infinity and the curves y = | become lines meeting at the origin (as for SL(2,R),
the relation between the two is exponentiation).

In this example, the regularity of singularities gives expansions around all
points on the coordinate lines except (0, 1) and (1,0). In fact these points may
also be dealt with (as well as their analogues for other groups, of course). This is
an important matter: one is able to deduce properties of the matrix coefficients
everywhere on G from properties around the origin in C*. For example, suppose
that a matrix coefficient (#(a)v,¢) vanishes as a(a)—>0 for a €A in a
neighborhood of the origin. Then in fact it vanishes whenever a(a)— 0 for a € A.
One can deal similarly with integrability and growth properties (see Section 7).
This part of the theory is called the asymptotics “along the walls” because the
hyperplanes a =1 (a € A) are the walls of the “negative” Weyl chamber
A  ={a€A|a(a)<] for a €A} in A. Some version of this is due to
Harish-Chandra, but has only been written down in a well known but
unpublished and rather intricate manuscript [12]. In our context, these results
follow (in Section 6) form the earlier ones (in Section 5) by monodromy
arguments in C*. These arguments appear to us considerably simpler to follow
(although we have not often convinced our colleagues of this simplicity). In
particular, we do not need for this part of the argument any special information
about the nature of the singularities of our system of differential equations on the
root hypersurfaces y? = 1. In fact, we know these to be regular ([3], [4]), but we
will not prove this tn this paper, nor shall we refer to it in the body of the paper.
Note that for SL(2, R) the equation we write for f clearly has a regular singularity
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at y =1; the consequence we wish to point out is that although f has no
singularity at y = 1, the two functions f; and f, will in general have singularities
at this point. Getting around this possibility in general is something that must be
taken into account (see the beginning of Section 6); it forces us to siate the
behavior of matrix coefficients separately on certain subsets of C* indexed by
subsets of A.

If this paper appears long, it is because we have tried to make it as
self-contained as possible. In Sections 2 and 3 we restate, in a different language,
well known results (see [13], [22, Ch. 9]) on the “radial components” of
differential operators in 9(g)—the analogue of expressing the non-Euclidean
Laplacian in the coordinates (y,¢). In Section 4 we show that the matrix
coefficients satisfy a system of first order complex differential equations of the
type considered in [8]. Our main resuits, as already mentioned, appear in
Sections 5 and 6, and consequences appear in Sections 7 and 8. We include also
a rather lengthy appendix expressing results of Deligne [8] in down-to-earth
terms.

This paper is an outgrowth of some parts of unpublished manuscripts [4] and
[16].

We would like to thank Professor Harish-Chandra for showing to one of us
(D.M.) the manuscripts [12] and [13] during his stay at the Institute for
Advanced Study in 1975/76.

1. Generalities on reductive groups. Let G be a Lie group with the Lie algebra
go- Denote by g the complexification of gy, and by Ad the adjoint representation
of G in g. Let G° be the identity component of G and G, its commutator
subgroup. Let G, be the group of all inner automorphisms of g. The group G is
said to belong to the Harish-Chandra class if

(1) g is a reductive Lie algebra,

(i) [G: G"] is finite,

(iii) Ad(G) C G,

(iv) the center of G, is finite.

Connected semisimple Lie groups with finite center and groups of real-valued
points on Zariski-connected reductive algebraic groups defined over R belong to
this class. What is crucial is a hereditary property: if G belongs to this class than
so do Levi components of parabolic subgroups of G. For more about such
groups, see §811.1, I1.6 of [20].

In the following we fix, once for all, a group G in the Harish-Chandra class.

All maximal compact subgroups of G are conjugate by the elements of G°. We
fix a maximal compact subgroup K of G. Denote by f; its Lie algebra and by f
the complexification of f. ’

Let # be a Cartan involution of G corresponding to K, ie. an involutive
automorphism of G whose set of fixed points is equal to K. We denote its
differential, which is an involutive automorphism of g, by the same letter.
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There exists a G-invariant bilinear form B:g, X g,—> R which i1s symmetric
and nondegenerate and has the following properties

(iy B(8X.Y)= B(X.8Y)forall X,Y € q,.

(i) the Lie algebra of G is orthogonal to the Lie algebra of the center Z; of G
with respect to B,

(iii) the bilinear map

(X,Y)—> — B(X.0Y)

is a positive definite inner product for g,.

This inner product extends uniquely to a Hermitian inner product on g,

We fix such a bilinear form B in the following. In the case of a semisimple
group G we can take for B the Killing form of g,.

Let P be a minimal parabolic subgroup of G. Denote by N the nilpotent
radical of P and put L= P N #(P). Then L is the unique f-stable Levi-
component of P, and P is the semidirect product of L and N. The subgroup
M = L N K is the maximal compact subgroup of L and if we denote by A4 the
maximal #-stable closed vector subgroup of L, we have the direct product
decomposition L = MA.

We have the following well-known decompositions

G = KAN (Iwasawa decomposition)
G = KAK (Cartan decomposition)
P=MAN  (Langlands decomposition)

of G, respectively P.

Let by, ly, my, ay, 11, be the Lie algebras of P,L, M, 4, N and p,I,m,q,n their
complexifications, respectively.

The group A acts on g by the adjoint action. The linear operators Ada, a € 4,
are self-adjoint with respect to the Hilbert space structure on g. Therefore, if we
denote for a positive character a: 4 > R*

0. = (X €gl(Ada)X = a(a)X.Va E A}

we get an orthogonal decomposition
g=©Bg,.

Obviously, g, =[. If g, # {0} for some a # | we say that a is a roor of g with
respect to 4. We denote by £ the set of all roots of g with respect to 4.

We fix an ordering on = so that the set of all positive roots =* is equal to
{a € Z|g, Cn}. Let A be the corresponding set of simple roots.

Let

A,={aEA|a(a)* ], Va EZ]
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be the set of regular elements in 4. It is the disjoint union of connected Weyl
chambers. We put

A =la€Ala(a) <. Vaci)

for the “negative” Weyl chamber corresponding to P. We have a stronger form
of the Cartan decomposition

G=K-Cl(4 ) K.

Finally we shall recall some well-known results about the universal enveloping
algebras.

Let 9(g),U(f) etc. be the universal enveloping algebras of g,f, etc.
respectively, equipped with their canonical filtrations. Let €(g), Z(I) be the
centers of the universal enveloping algebras (g), A ({) respectively, with the
induced filtrations.

As it is well-known, the algebras GrL(g), GrL(l) are canonically isomorphic
to the symmetric algebras S(g), S(1) of g,[, respectively. Under this isomorphism
the algebras GrZ(g) and GrZ(l) correspond to the algebras 1(g), I(1) of
g-, l-invariants in the symmetric algebras S(g), S(I). Looking at the adjoint action
of A in AU(g), it is easy to conclude that

(g) C Z(1) D nUg).

Let o : €(g) = Z(1) be the projection map with respect to this decomposition. This
map o is an algebra homomorphism compatible with the filtrations on Z(g) and
% ([) (compare [2, Ch. VIIL, §6, no. 4]). Also Gre: I(g)—> (D) is the restriction of
the orthogonal projection of S(g) onto S(I) with respect to the natural inner
product structure on S(g) defined by the Hilbert space structure on g. We
include a proof of the following result for the sake of completeness.

PropoSITION 1.1. The algebra I(1) is a finitely generated module over
Gro(1(g)).

Proof. Let b be a Cartan subalgebra of 1. Hence 1t 1s a Cartan subalgebra of g
too. Denote by W, W, the Weyl groups of g, respectively [, with respect to b;
and by S(H)*,S(h)": the corresponding algebras of invariants. By a result of
Chevalley [2, Ch. VIIL, §8, no. 3, Corollary 2. of Theorem 1] the orthogonal
projection of S(g) onto S(b) defines an algebra isomorphism of /(g)./(l) onto
S, S(H)": respectively. Now, [1, Ch. V, §1, no. 9, Theorem 2.] implies our
assertion. Q.E.D. ’

By [1, Ch. III, §2, no. 9, Corollary 1. of Proposition 12.] we have the following
consequence.

COROLLARY 1.2. The algebra (1) is a finitely generated module over a(Z(g)).

By the Poincaré-Birkhoff-Witt theorem, the Iwasawa decomposition of the
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Lie algebra g implies the following decomposition of the universal enveloping
algebra QU(q),

W) = Wa) S (nWa) + Wa)f).

Let x : AU (g) = (a) be the projection map corresponding to this decomposition.

We have | =m@a. The projection map of [ onto a induces an algebra
homomorphism w: QL([) > QU(a). It is evident that the restriction of x to Z(g) is
equal to w o o, therefore x : Z(q) — A (a) is an algebra homomorphism. Obviously
we have Grx=Grwo Gro, so 1.1 and the fact that Grw: /()= S(a) is
surjective imply the following result.

CoRrOLLARY 1.3. The algebra S(a) is a finitely generated module over
Gr x(1(g)).

2. The infinitesimal Cartan decomposition. In this section we study a
decomposition of the universal enveloping algebra QU(g) closely related to the
Cartan decomposition of the group G. Its full importance cannot be fully
appreciated before Section 3 where it will play a crucial role in the study of the
action of QL(g) on spherical functions on G.

Let a € 4. For X €91(g) we put X“ =(Ada~")X. Define the trilinear map
B,:L(a) X Q(f) X A(F) = AU(g) by

B, (H,X,Y)=X‘HY
for H € 9l(a), X, Y € U(f). Obviously for Z € 9.(m) we have
B,(H,XZ,Y)= B,(H,X,ZY).

Regarding the first QU(f) as a right A (m)-module by right multiplication and the
second AL(t) as a left U (m)-module by left multiplication, the map B, induces a
linear map

T, :9a) @ A(t) @4, WE) = W)
such that
T(H®X®Y)=XHY
for every H € QL(a), X, Y € Al (f).
In the following we put
@ = Wa) @ W) D4y, W)

viewed as a complex linear space.
We have the following infinitesimal version of the Cartan decomposition for

the universal enveloping algebra I (g).
THEOREM 2.1. Fora € A T,:d =>U(q) is a linear isomorphism.

reg?

To prove the above theorem we need a few preliminary remarks.
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LEMMA 22. Ler vy be a root, Z €qg, and a € A such that y(a)# 1. Then
U=2+0Z <t and

1——}'(0_)2((/”_ y(a U).

Proof. Since 8 acts as inversion on A, f#g, =g, : for every root y. Therefore,
the relation U = Z + #Z implies

U'=vy(a) 'Z + v(a)dZ,
which immediately implies our assertion. Q.E.D.

Let g be the image of (I + #): n—t. This is the orthogonal complement to m
in f.

COROLLARY 2.3. Forany a € A,
g=0"Dadt.
Proof. By 2.2 and the Iwasawa decomposition g=t®a®n it follows
immediately that g is spanned by ¢“, a and f. Now

dimg“ + dima + dimf = dimg + dima + dim ¢t

<dimn+dima+ dimf=dimg
which implies g=q° ®a®t. Q.E.D.

To conclude the proof of Theorem 2.1, apply Poincaré—Birkhoff-Witt.

Denote by 4 the algebra of functions on A, generated by a, « €A, and
(1-y»)"',y€Z. Foreacha € A, there is a unique linear map of } @ & into
QA (q) which takes f® X, f € R, X €. into f(a)[ ,(X). We denote this map by
I, too.

THEOREM 2.4. For each X € Al(g) there exists a unigue [I(X) ER @ & such
that T (II(X)) = X for every a € A,,.

Proof. By 2.1 the uniqueness is obvious. We prove the existence of II(X) by
the induction in the degree of X. If X is of the degree zero the assertion is
obvious.

Let X €91,, (a). n€Z, . By Poincaré-Birkhoff-Witt and the Iwasawa
decomposition of g we have the decomposition

AWg) = ng) D Wa)A(t).
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Therefore, there exists Xy € A (a)AL(t) such that X — X, € n, (g). It follows
immediately that we have to prove the assertion only for the elements of n, (g).
In addition, we can suppose that X is of the form ZY, where Z € g, fory € 7
and Y €9, (g). By 2.2 we have

y(a)
ZY = ——— (U"Y —y(a) YU — y(a)[ U. Y])
I = y(a)

for every a € 4. Applying the induction assumption to Y, [U, Y] € A, (g), the
assertion follows immediately. Q.E.D.
The adjoint action of M on JA(f) defines a natural action of M on % ® & by
m-(fOHR®X®Y)=f®H®Adm)X ® (Adm)Y
for me M, fER, HEAa) and X,Y €A(f). If we consider A(g) as a
M-module under the adjoint action we have the following result.

PROPOSITION 2.5.  The linear map 11: QU (g) >R ® & is a M-module homomor-
phism.

Proof. Foreverym € M, f €4, H €A(a)and X. Y € () we have
T(m(fO®H®X ®Y))=f(a)((Adm)X )'H(Adm)Y
= (Adm)(f(a)X“HY )= (AdmT(fO®H® X ® Y),

which immediately implies our assertion. Q.E.D.

The filtration on the universal enveloping algebra Q(a) induces a filtration of
R O by

(Gﬁ ® @)nz R & GPJ,"(G) ® QJ’(f) ®\71(m)621’(f)

for n € Z. We call it the a-filtration and the corresponding degree the a-degree.
The linear map II:U(g)—> %R ® & is obviously compatible with filtrations on
A(g) and R Q@ @.

Denote by 91 the ideal in R generated by the functions a,a € A.

PrOPOSITION 2.6. (i) If X €nL,(a), n € Z, , then the a-degree of TI(X) is
less than or equal to n,
(i) If X € nL(g), then INX)EM ® Q.

Proof. We can suppose that X = ZY where Z € 4,,Y € S*. and Y €, (g).
Then by 2.2 we conclude that i

= ﬂ—Z(U"Y ~¥(a)YU - y(a)[ U, Y)).
I —v(a)
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That Y and [U, Y] lie in 91, (q) immediately implies (i). The assertion (ii) is also
obvious from the above relation. Q.E.D.

Example 2.7. Let G = SL(2,R) and choose

K={( cos g Sm(P)’(pER
—sing  cosg

-6 ")
v={(s )

With this, the Cartan involution # takes an element of g to its negative transpose,
and the single positive root a is given by

a(’ 0 )=r2.
0 ¢!

As a basis of g one has the elements

.

t>0}

XER}.

r=(2 1),
0 0
The center £(g) of the enveloping algebra Q(g) is generated by the Casimir
element
C=H>-H-Y-8y.

By 2.2, fora € A4,,,, one has

reg?

a(a)

= r_—a?a—)z(xa - a(a)X )

After a short calculation it follows that

a(a)(l + a(a)z) Yoy

2 2
C=H*- L+ (@) o+ 2 S((X) + X7 —

- a(a)’ (1 - a(a)z) (1 - ot(a)z)2
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for a € A,.,; which implies

2
MC)=10H @11 -1+ e @101

l—«
o a(1+a2)
+——2®1®(X2®1+1®X2)—42—®1®X®X.
(1 - a?) (1 - a?)

3. The r-radial components. Let (v,E) be a finite-dimensional smooth
representation of K X K. A t-spherical function on G is a smooth function
F: G — E such that

F(k; 'xky) = 7(ky k)~ 'F(x)

for every x € G, k;,k, € K. We denote by C°(G) the linear space of all
r-spherical functions on G.

For example, 7 might be the representation of K X K on E = Homg(U,,U))
arising from a pair of finite-dimensional smooth representations (7;, U), i = 1,2,
of K:

r(kpko)(TY=m(k)Try(ks ), ki k€K,
for every T € E. In this case a 7-spherical function F on G satisfies
F(k xky) = 1,(k\)F(x)75(k7)

for every k,k, € K, x EG.

Let EM be the linear space of M-invariants in E, with M inbedded diagonally
into K X K.

Recalling the Cartan decomposition of G we see that a r-spherical function F
is completely determined by its restriction F| A, to 4. Also. it is evident that
the restriction F| A4, is a smooth E“-valued function on 4. Therefore. the
restriction map Res: F— F| A, is a linear injection of the space C*(G) into the
space C (A g EM) of smooth £"-valued functions on A4,

The elements of the universal enveloping algebra U(g) act as left-invariant
differential operators on G. Therefore the element X € QU(g) maps a 7-spherical
function F on G into a smooth E-valued function X - F on G. Our main aim in
this section is to find an expression for Res(X - F), X € A(q), F € C(G). n
terms of Res F. To accomplish that we shall use the results on the infinitesimal
Cartan decomposition from Section 2.

Let X > X' be the principal antiautomorphism of QU(g), ie. the anu-
automorphism extending the map X - — X on g.

Let£ :A(H® QL(f)—)HomC(EM, E) be the linear map defined by

£(X®@Y)(T)=r(X ® YYT)
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for X,Y € Q(f) and T € E™. Then
E(XZRY)=£(X ®ZY)

for all Z € A(m) and X,Y € A(f). Therefore & induces a linear map from
AUE) B gy () U(F) into Homq(E™, E) which we denote also by £, .

Further, £ : W(f) @, W) > Hom(EY, E) defines a linear map 7, = 1®
1®& from A QQ =R Q@ AUa) ® W) @4,y U(F) into R & A(a) @ Homc(E"Y,
E).

Finally, we put

I, =n,oI:%g) >R @Aa) ® Homg(EM, E).

Considering the elements of @ (a) as invariant differential operators on A, the
elements of A ® A(a) ® Homg(EY, E) can be viewed as differential operators

on A, mapping smooth EM-valued functions into smooth E-valued functions

by the rule
(fOH®S)F=f-H(SF)

where f € R, H € U(a), S € Hom(EY, E) and F € C*(A4,.,; EM).

reg’

It follows that IT, is a linear map attaching to every left-invariant differential
operator X on G a differential operator I (X) on A ,. Because of the following
result we call I1_(X') the r-radial component of X.

THEOREM 3.1.  For every t-spherical function F on G and X € 1(g) we have
Res(X - F)=1IL(X)-ResF.
Proof. Let C*(G; E) be the space of all smooth E-valued functions on G. Let
L and R be the left and right regular representations of G on C*(G;E)

respectively. By definition, R, F= X - F for every X € A(g) and F € C*(G: E).
Also

(R F)(1) = (LxF)(1)
for every X € AU(g) and F € C*(G; E). This immediately implies
(X8 F)(g)= (R, RyR F)(g)=(RyRF)(1)
= (LR F)(1) = (R, Ly F)(1) = (Lx F)(g)

forall X €9(g), g€ G and F € C™(G; E).
If we take now F € C*(G), X, Y €AU(f), H €A (a) and a € 4 we get

(X-H-Y-F)a)=(H Ly- Y F)a)=1(X ® Y(H - F)(a)

=£(X ® Y)(H - F)(a).
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By 2.4 we have X =T (II(X)) for every a € 4, and XL € AU(g). Therefore, by
the above equality we see immediately that

(X - F)(a) = (T(TI(X)) F)(a) = (TL(X ) - Res F)(a)

for every X €9l(qg), F € C*(G) and a € A ,,. proving our assertion. Q.E.D.

reg®

Denote by L(g)™ the M-invariants in QU(g) with respect to the adjoint action.

PROPOSITION 3.2. The map 11, maps A(g)" into & @ A(a)® Hom(E™,
EM).

Proof. This follows immediately from 2.5. Q.E.D.
Put

M =R @Wa)® Hom(EM EM).

It is easy to check that % is a subalgebra of the algebra of all differential
operators on A ., mapping C (4 ,; E™M) into itself.

Let A(g)* be the algebra of K-invariants in 9L(g) with respect to the adjoint
action. It is obvious that for every X €Al(g)* and F € C>(G) the function
X - F is again a 7-spherical function, i.e. C*(G) has a natural qU(g)*-module
structure. By 3.2 the map II. maps QU(g)* into 9. Moreover, we have the
following result showing that the restriction map is compatible with the natural
module structures.

THEOREM 3.3. The map 11, : U(g)X =D is an algebra homomorphism.

Proof. Let X,Y €Q(g)* and F € C°(G). As we remarked before Y  F
€ C,”(G). Therefore

Res(X - Y- F)=TI(X) -Res(Y  F)y=II(X)-TI(Y)-ResF,

by 3.1. This proves that IT_(X - Y) — I1_(X)II, (Y) annihilates the restrictions of
all r-spherical functions on A4 ,.

By the Cartan decomposition the map (k,,k,,a)— k,ak, ' is a differentiable
map of K X K X A~ onto an open dense submanifold G’ of G. If we consider M
as diagonally imbedded into K X K, this map induces a diffeomorphism of
[(KXxX K)/M]X A~ onto G'.

Let ¢ be a compactly supported smooth E™-valued function on 4 ~. By the
above remark, setting

|

F(ky Iakz) = T(kl:kz)‘lq)(a)
for ky,k, € K and a € A, defines a smooth E-valued function F on G’. Putting

F equal to zero outside G’ we get a t-spherical function F on G such that
FlA™ =q.
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By the previous discussion, the differential operator IT (X - Y) — IT (X)II (V)
annihilates @. This implies that the support of I[ (X - ¥)—IT (XOII (YY) is
disjoint from 4 ~. Now the fact that its coefficients are rational functions of roots
clearly implies that the differential operator IT (X - V) — IL (X)L (Y) is zero on
A.,- Q.E.D.

reg

The space & ® AU(a) ® Homg(E™Y, E) is canonically filtered by the degree of
the differential operators. The map 0, : R ®d >R ®A(a) ® Hom(EM, E) is
evidently compatible with the filtrations. Therefore the map Il :U(g)> R ®
A(a) ® Hom(EY, E) as well is compatible with the filtrations. Moreover, we
have the following direct consequences of 2.6.

ProposITION 3.4. (1) If X €n,(q). n €EZ, , then the degree of T1 (X)) is less
than or equal to n.
(it) If X € n(g), then T1_(X) € M @ A(a) ® Hom(EY, E).

It is evident that
Gr(% ® Aa) ® Homg(EY, E)) =R ® S(a) ® Hom(EY, E).

where the grading on /@ ® S(a) ® Hom(E™, E) is inherited from the grading of
S(a); moreover

Grd) =4 ® S(a) ® Homg(EM, E™M),
as a graded algebra. Therefore the map Il defines a map
Grll, : S(g)> R ® S(a) ® Hom(EM. E).

The homomorphism I :31(g)* >} being compatible with the filtrations,
GrIl, : Gru(g)* > GrD is an algebra homomorphism.

COROLLARY 3.5. ‘We have
(GrlI) X =1 (Grx)X & 1,
for every X € S(g).
Proof. Let Y € QL (g). By the definition of x we have
Y —x(Y)EnU, (g)+ AU, _ ()t

From 3.4 we immediately conclude that the degree of I (Y — x(Y)) is less than
or equal to n — 1, which implies our assertion at once. Q.E.D.

Finally Z(l) is contained in Q(g)" which, by 3.2, implies that IT_ maps Z(I)
into .

PROPOSITION 3.6.  The map I1_: Z(1)—> D is an algebra homomorphism.
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Proof. Obviously Z(1) = Z(m)U(a). If X € Z(m) and He AL(a) we have
(X - H)=19H®X Q1
and
(X -HYF=1(X®I1)H-F)
for F € C®(A: E™). This immedately implies our assertion. Q.E.D.

Example 3.7. The r-radial components of the Casimir element for SL(2.R).
We follow the notation from 2.7. Let

. ( CF)S(pSlIHP) — i, ¢ €R,
— singcos @
for n € Z. Then an irreducible smooth representation 7 of K X K has the form
1(ki, ky) = 7,(k)7,.(K>), ki .k, €K,

for some n,m € Z. Therefore, by 2.7, the r-radial component of the Casimir
element C 1s given by

2 2 a(l + a*
HT(C)=H2——H_—aH—(n2+m2)—a——2—nm—(———z).
1—a (1-a?) (1- a?)

If we identify 4 with R* via the map a: A —> R* , the differential operator H
on A corresponds to the differential operator x(d/dx) on R* . Under this
identification TI_(C) defines a holomorphic differential operator

2
— d 2_‘+22 d_ 2 2 22 . Z(]+Z)
H(C)-—-(z—) 1_z22_dz (n°+ m*) nm

(1= 2% (1- 2%’

on C\{1, —1}. It is easy to check that it has regular singularities at 0,1, — 1 and
00.

Let F be a r-spherical function on G annihilated by a nonzero ideal [ in
@ (g) = C[C]. The ideal I being generated by a polynomial P(C) in the Casimir
element C. this is equivalent to the differential equation P(C)- F=0 on G.
Now, by 3.1 and 3.3, it follows that the restriction Res F of F to 4, =R} \{1}
satisfies

P(IL(C))-ResF=0,
and, by the above remark, this differential equation has regular singularities at

0.1, — 1 and oo. Therefore, using classical results on such equations [7, Ch. 4], we
can find the expansion of Res Fon 4~ = (0,1).
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As we remarked in the Introduction, this classical remark- suggests the
approach taken in the next sections, to the analysis of 7-spherical functions in
general, as a natural one.

4. Differential equations satisfied by spherical functions. The space C,*(G) of
all r-spherical functions on G has a natural ¥(g)-module structure. We say that a
7-spherical function F is &(q)-finite if it generates a finite-dimensional
Z(g)-invariant subspace of C*(G). Let 4_(G) be the subspace of all Z(g)-finite
r-spherical functions on G. A simple argument using the regularity theorem for
elliptic operators proves that the elements of 4 (G) are in fact real analytic
functions on G (see for example [20, p. 134]).

A r-spherical function F on G is Z(g)-finite if and only if its annihilator I in
%(g) is an ideal of finite codimension. For an ideal I of finite codimension in
Z(g) vve denote by A.(G; I) the subspace of all €(g)-finite 7-spherical functions
on G annihilated by 1.

All elements F € 4. (G: 1) satisfy the differential equations

Z-F=0, Zel,
on G. Therefore, by 3.1, their restrictions to 4, satisfy
H(Z)-ResF=0,, Ze€l,

on A4 .,. The main point in this study of Z(g)-finite 7-spherical functions on G is
that this system of differential equations, because of the results of Section 3, has
a number of nice properties.

The following result is crucial for all that follows.

Let I be an ideal in Z(g). We denote by 9, the left ideal in 9 generated by
IL.(I).

THEOREM 4.1. If the ideal I has finite codimension in Z(g). the \-module
<D /D, is finitely generated.

To prove 4.1 we need first a simple lemma.

LeEMMA 4.2. Let I be an ideal of finite codimension m Z(g). Then Grx(Grl)
generates an ideal of finite codimension in S(a).

Proof. 1f we equip I and %(g)/! with induced and quotient filtrations
respectively, the exact sequence

01— Xg)->%g)/1>0
gives the exact sequence

0> Grl—->GrZ(g)—>Gr(Z(q)/1)—>0
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by [l. Chapter IIl, §2, no. 4, Proposition 2]. The space <(q)/I being
finite-dimensional, Gr(£(g)/ ) is finite-dimensional too, which implies that Gr/
is an ideal of finite codimension in Gr%(g)= I(g). By 1.3, S(a) is finitely
generated as a module over Grx(I(g)), which clearly implies our assertion.

Q.E.D.

Now we can prove 4.1. If we equip “), and /%D, with the induced and
quotient filtrations respectively, by [1, Chapter 111, §2, no. 4, Proposition 2} we
get an exact sequence

0->Grd, »Grd > Gr(2 /D,)—>0

of ®.-modules. By [1, Chapter III, §2, no. 9, Proposition 12] it is enough to show
that the ®-module Gr<d /Gr, is finitely generated.

Let TT_(/) be equipped with the induced filtration. Then Gr+, is the left ideal
in Gr) generated by Gr(IL,(/)). The homomorphism II_:%(g)—>% being
compatible with the filtrations, we have

(GrIL)(Grl) C Gr(I1 (1Y)

Let ¢ be the left ideal in GreD generated by (GrII_}Gr /). Then obviously Grp,
contains 4. But, by 3.5, we have

§ =R ® S(a) - Grx(Grl)® Homg(EM, EM),
(a) ( ) c( )

and by 4.2 we conclude that Gré /4 is a finitely generated ®-module. This
immediately proves 4.1, Gr® /Gr¢), being a quotient of Gro /§.

Let Ay,={a€ A]a(a)=1, Va €EA}. Obviously, 4, is a maximal §-stable
closed vector subgroup of the center Z; of G, and

A=(ANG)X A,

Let A be a finite set of characters A: 4 — R% such that
(1) ACA,
(i) the characters A € A\A are trivialon 4 0 G,
(iii) the differentials of A € A form a basis of the linear dual of a
Let (H,; A € A) be the corresponding dual basis of a, i.e. such that

dN(H,)=8,, if A p€A.

Let F be a Z(g)-finite 7-spherical function on G annihilated by an 1deal I of
finite codimension in Z(g). By 4.1 there exist D, =1, D,, ..., D, € % such that
their images in % /%), generate it as a ®-module. Then there exist functions
g,\,-jEGR,?\EA, 1 < i,j < p; such that

P
HAD‘- - 2 gNijE UDI
=1

forevery A€ A, 1 <i < p.
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By its definition D, annihilates Res F. Therefore, if we put

D ResF
o= E
D,Res F
and
Exnt Bxi2 - -+ Baip
G, =| 1 ® 1w
g}l,;l B2 -t g);pp

for A € A, we see that the real analytic (E *)?-valued function ® on A4,,, satisfies
the system of differential equations

H)\@ = G}\‘p, /\ (S A.
Let A: 4 > C* be the imbedding of 4 into C* defined by
A(a) = (Ma); A€ A)

for everya € 4.
The functions from ! extend to rational functions on C* holomorphic on the
complement of the union Y of the hypersurfaces

Y,={z€Cy(z2)’ =1},

forye X.

The differential operators H,, A € A, correspond naturally to the holomorphic
differential operators z,d,, A€ A, on C". Therefore, the elements of @
correspond to holomorphic differential operators on the complement of Y in C*.

The function F, being real analytic on 4, extends to a holomorphic function
on an open set & in (C*)* containing 4, with values in E*, which we denote also
by F.

Therefore the corresponding function ® extends to a holomorphic function on
Q\Y with values in (E™)?, which satisfies the system of first order differential
equations

ZAaA(b = G}\q), }\ S A,

on Q\'Y, where G,, A € A, are holomorphic matrix valued functions on CM\\Y.

We shall see in the following sections that the study of the above system of
differential equations will enable us to describe the asymptotic behavior of
7-spherical functions inside the negative Weyl chamber A~ (Section 5) and
“along the walls” of 4™ (Section 6).
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5. Asymptotic behavior of 7-spherical functions on 4 ~. In this section we shall
study the asymptotic behavior of a r-spherical function F from A4 (G; /) inside
the negative Weyl chamber 4 ~ using the differential equations studied in the last
section. By the procedure described there we associate to F a holomorphic
function ® on an open set Q\Y in C*\'Y, with values in (E*)?, which satisfies
the system of first order differential equations

Z)\aA(I) = GA(D, A e A-

on Q\'Y; where G,, A € A, are holomorphic matrix valued functions on c\\Y.
Let D be the unit disc in C and D* = D\{0}. Then obviously

(DAXC*"MNY=0,

that implies that the functions G,, A € A, are holomorphic on D x C*2. It
follows that the function ® satisfies on @ N (D> X C**) the system of
differential equations of the type considered in the Appendix. By A.1.2 we know
that ® extends to a multivalued solution of this system on (D*)* X (C*)***; and
by Deligne’s result [A.1.6] we know that ® has the unique canonical form

O=>0,  log"z

on (D*)* x (C*)M4,
Fors€ C" and m € Z*} we put

\(@) = T Ma)*
AEA
and

(log™)(a) = ] (logA(a))™
AEA
for a € A. Using this notation, the fact that F is the first component of & gives us
the existence part of the following preliminary form of the main result of this
section. The uniqueness follows from A.1.7.

LEMMA 5.1.  There exist
(i) a finite set S of mutually integrally inequivalent elements of C*, and
(i) for each s€ S a finite set F,,,. meZ), of nontrivial holomorphic

E™-valued functions on D* X C™'* such that on each of the coordinate hyperplanes
at least one of them is not identically zero, such that

F=>F, \log™
sm

on A"
This S and the F_, are unique.
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Let

be the power series expansion of F_, on 4. Then

F=3 ¢ nA\log™
I.m

on A~ and such an expansion 1s unique. If ¢, ,, + 0 for some m € Z%, we say that
I is an exponent of F.
We say that t,s € C" are A-integrally equivalent if t — s € Z% Also we put
t<ss if s—tezZ.

We call this relation the A-order on C*.

The minimal elements of the set of all exponents of F with respect to the
A-order are called the leading exponents of the r-spherical function F.

If t €C" is a leading exponent of F we say that the corresponding character
A': 4 —>C* of A is a leading character and

F, = ;n: CemAlog™\

is a leading term of the r-spherical function F.

The fact that the 7-spherical function F is annihilated by the ideal I imposes a
severe restriction on the leading terms and leading characters of F. They are
consequences of the following theorem.

THEOREM 5.2. Let F € A (G;I). Then all leading terms of F are annihilated by
1, (o (1)).

Firstly we need a simple fact which follows by direct computation. Let
e, E Z by such that all its coordinates are zero except the p-th coordinate which
is equal to one.

LEMMA 5.3. Let u €A 1EC* and m €22 . Then
H“}\'log“')\ = IMA'log“')\ + m#)\'log“"eﬂ}\.
To prove 5.2 we observe first that by 3.4 for every Z € Z(g) we have
M(Z)-TI(o(Z)) €M ®Wa)® Hom(EY, EM).
By 5.3 this implies that for Z € Z(g) we have il
M(o(Z))F, = TL(Z)F,

modulo terms involving A®log"A where t <,s, s #t. Also, the fact that t is a



890 WILLIAM CASSELMAN AND DRAGAN MILICIC

leading exponent coupled with 5.3 implies that
,(Z)F,=T1(Z)F
modulo terms involving A*log™A, s 7 t. This immediately implies that
M (a(Z)F, =0

for all Z € I, that proves 5.2.

Let U be a finite-dimensional 4-module. For a character w: 4 - C* we denote
by U, the submodule of U defined by

U,={u€ Ul|(a~w(a))u=0forsomenENandallac 4.

The submodule U is called the w-component of U. If U_ =+ {0}, w is called an
A-weight of U. Of course, U is the sum of its various w-components.

The ideal I being of finite codimension in Z(q). by 1.2 the ideal Z(l)o([)
generated by o([) in £(1) is of finite codimension. Therefore, (1)/Z()o(/) is a
finite-dimensional a-module, and because A is simply-connected it has a natural
structure as A-module.

If wis an A-weight of Z(1)/Z(1)a(I) we say that it lies over I.

PropPOSITION 5.4. If F € A.(G; 1), all leading characters of F lie over I
Proof. Let t be a leading exponent of F. By 5.2
[T (o(1))F,=0;
and by 3.6 we see that the annihilator J of F, in Z(l) is an ideal containing
Z(Da(f). Therefore Z([}/J is a quotient of the finite-dimensional a-module
Z()/Z(Da(l). Obviously, an A-weight of Z(I)/J is also an A-weight of
Z()/Zo(]), ie. it lies over 1.

The differential dA* of the character A': 4 - C* is a C-linear form on a. By
5.3 we have

(H — (dAY(H )) Allog™ = 0

for all H € a and sufficiently large n & N. This implies that for sufficiently large
neN

(H — (d\')y(H)) F,=0,
for all H € a; ie.
(H - (d\Y(H)) €J

for all H € a. This obviously implies that A" is the only 4-weight of £(1)/J, and
by the above remark it lies over /. Q.E.D.
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Remark 5.5, By 5.4 there are only finitely many possible leading characters
for all spherical functions on G annihilated by an ideal 7 of finite codimension 1n
%(g). This finite set is independent of the representation 7 of K X K.

Now we can formulate the final version of the main result of this section. It is
a slight improvement of the result of Harish-Chandra [13], [22, Vol. II, 9.1.1.1].

Put o : A > C* defined by

a(a) = (a{a); a € A).

THEOREM 5.6.  Let F be a t-spherical function on G annihilated by an ideal I of
finite codimension in Z(g). Then there exist

(i) a finite set S of mutually A-integrally inequivalent elements of C*,

(ii) for each s€ S, a finite set F.,,,m€Z,, of nontrivial holomorphic
E M_valued functions on D= such that on each of the coordinate hyperplanes at least
one of them is not identically zero, such that

F=3(Fno a)Xlog™

on A" .
This S, and the F_,, are unique.

Proof. By the definition, all exponents of F are contained in the union
U(t+2Z3)

where t varies in the set of all leading exponents of F. By 5.5 there are just
finitely many terms in this union, which implies that the holomorphic functions
F, . appearing in the expression for F in 5.1 depend polynomially on the

s.m

variables z,, A € A\A; 1e.
Fs.m = z (;.(;'+l-(.mzk
K

where k € Z34, the EM-valued functions G,,, are holomorphic on D* and the
sum is finite. This proves the existence of the above expansion. The uniqueness
follows from the uniqueness of 5.1. Q.E.D.

Remark 5.7. There is a simple relation between the leading exponents of F
and the elements of S,. To each class of A-integrally equivalent leading
exponents we associate an element s € S,, whose coordinates are the minima of
the corresponding coordinates of the leading exponents in this class.

Example 5.8. As we remarked in the Introduction, the functions F_,. in
general, have singularities on the boundary of D=, so that the expansion from 5.6
does not hold for regions of A larger than 4 . The simplest example of this
general phenomenon is in the case of SL(2,R). In the following, we use the
notation and results of 2.7 and 3.7.
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Assume that F is a nonzero 7-spherical function on SL(2, R) satisfying

e A2
c-F=221F,

where A € C\Z. Then the restriction of F to 4., satisfies

A1
II(C) -ResF= 7] Res F
and the indicial equation at O is
2
SZ — 5= A ; 1 ,

i.e. possible leading exponents are 1(1 +A) and (1 — A). Therefore on 4~ we
have

F= F+a‘/2””" + F_a'/20-0,

and a more detailed inspection shows that F, and F_ are nonzero. The roots of
the indicial equation at 1 are *(n + m); therefore F is, up to a constant factor,
the only solution of the above equation on 4 regular at 1. This evidently implies
that both F, and F_ have singularities at this point.

6. Asymptotic behavior of 7-spherical functions along the walls of 4~. Let F
be a r-spherical function on G annihilated by an ideal / of finite codimension in
%(g). Theorem 5.6 gives an expression for F on K- A~ - K which describes the
behavior of F(x) as x passes off to infinity in certain ways. For example, if
a € A7, then it yields a perfectly satisfactory description of the asymptotic
behavior of F(a‘') as ¢ >0 goes to infinity. On the contrary, if a &€ A4 is a
boundary point of 4 ~, it doesn’t give us any information about the behavior of
F(a"). Roughly speaking, 5.6 describes the behavior of F(a) completely if
a € A~ “stays far away” from the boundary of 4~ as it goes to infinity.
Unfortunately, for many purposes what is needed is a description of the behavior
of F(x) as x goes to infinity more or less arbitrarily; and in such cases 5.6 is
clearly insufficient. Therefore, we must give expressions for F on the closure of
the Weyl chamber 4 ~. In a perhaps ideal situation we would be able to replace
the open polydisc D® in 5.6 by its closure; this would certainly yield the
uniformity we require. However, even in the case of SL(2, R), as we remarked in
5.8, the functions F2,, are not defined in general on Cl(4 ~ ). What we are forced
to do, is to cover Cl(4 7 ) by (overlapping) subsets indexed by ® C A and give for
each © a grouping of the terms F3 ASlog™\ with the property that the sum of
terms in a group is defined on the corresponding subset. In some sense, by this
grouping procedure we cancel out the singularities of F~,, along the wall of 4~
corresponding to ©®. What we will have, then, is not a single expansion good on
all of CI(4 ™), but on each of the elements of the cover a different expansion.
However, all of these expansions, as it will be obvious from the construction, are
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completely determined by the expansion inside A~ given by 5.6, which
corresponds to ® =@. For SL(2,R), for example, the cover has only two
elements: one is A~ itself and the other is CI(4 7). On 4~ there is no grouping
of terms necessary, but on Cl(4 ™) it is only the sum of all the F2,A%log™\ which
we know to be defined.

Let © be a subset of the set of simple roots A. Put

Ag = {aEA|a(a)= La€B;a(a)<l,a EANO}.
We call Ay the wall of A~ determined by ©. We have
Ay =47
the walls Ag, ® C A, are mutually disjoint; and

Clia™ )= | 44 .
OCA

Now we can define the cover of Cl(4 ~ ) we alluded to above. We put
A (©)= {aEA|a(a) <l a€B;a(a)<l,aeA\O}.

Evidently A~ (®) is a neighborhood of the wall Ag in Cl(4 ), and

4= @)= U 44,

vCo
in particular
A" (A)=Cl(47)

Now we shall describe the grouping procedure. First, let’s recall the statement
of 5.6. If F is a r-spherical function on G annihilated by 7, there exist

(i) a finite set S, of mutually A-integrally inequivalent elements of C*;

(ii) for each s€ S, a finite set F_,,, m& Z}, of nontrivial holomorphic

functions on D *, such that on each of the coordinate hyperplanes at least one of
them is not identically zero, with

F=3

s,m

Fin o a)Alog™)
on A ; and S, and F_,, are unique.

In the following, we shall consider C*'® as naturally imbedded into C*.
Generalizing the definitions from the last section we say that t,s € C*'® are
(A\®)-integrally equivalent if t —s € Z*'®, and we put

t <aves if s—tezd9;

we call this relation the (A\®)-order on C**®. Let prye be the projection map
from C" onto CM°.
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The set pr,,o(S,) splits into a finite number of classes of (A\O)-integrally
equivalent elements. To each equivalence class we associate an element s € C*'®
whose coordinates are the minima of the corresponding coordinates of the
elements in the equivalence class. We denote the set of all such s € C*'® by S,.,.
Evidently, the elements of S, are mutually (A\@)-integrally inequivalent.

Let s € §,.¢ and m € Z°'°. We put

A\ __ t—s n
Fs, E tm+nZ lng

where the sum is taken over all t € S, such that pr, ¢(t) is (A\®)-integrally
equivalent to s and n € Z% . Evidently t — s € Z5'® X C?; hence this function is
well defined on D*'® x (0, 1)® and it extends to a holomorphic function on any
simply connected open set in D*'® X (D*)? containing D' X (0, 1)®.

From A.1.7 and the corresponding statement for the functions F2,, it follows
immediately that for each s € S,., and any coordinate hyperplane in C*
corresponding to an element of A\®, there exists m € Z%'® such that £2,° is not
identically zero on this coordinate hyperplane.

Also, by the construction, we have
F= 2 (FA\(-S ) legmA

where s € S, and m € Z4®, on 4~

To summarize this discussion, we have the following version of the expansion
from 5.6 “relative to ©”:

There exist

(i) a finite set S, of mutually (A\®)-integrally inequivalent elements of
che,

(i) for each s € S, a fimte set F2,°, m € Z4'®, of nontrivial holomorphic
functions on a neighborhood of D'® x (0, 1)® in D*'® x (D*)?, such that on
each of the coordinate hyperplanes corresponding to an element of A\® at least

one of them is not identically zero, with

F =3 (F&2 ° a)Xlog™
onA".

If © = @ this expansion is exactly the same as in 5.6, but in the other cases the
functions F2° can be holomorphically continued to a larger region giving us
control over F on CI{(4 ™).

More specifically, we have the following crucial result.

LEMMA 6.1. There exists a domain C(®) in D*® X (C*)® containing
D™® x (0,1]° such that the functions F2.° extend to holomorphic functions on
C(0).

We postpone the proof of 6.1 for a moment. Recallying the definition of the
elements of our cover 4~ (©), ©® C A, of Cl(4 ™), we see that 6.1 immediately
implies the following crucial result, which gives us control over the behavior of F
on all of CI(4 7).
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THEOREM 6.2. Let F be a t-spherical function on G annihilated by an ideal I of
finite codimension in Z(g). For any set ® C A we have

F=3(F5° ° a)\log™
on A~ (©).

It remains to prove 6.1. It is nontrivial only in the case when © # @. Therefore,
in the following, we fix a proper subset 6 of A.

We denote by = the subset of = consisting of all roots y which are products
of elements of ©, i.e. of roots y such that 45 C Y.

Let 0 < e <1 and put

X, = {zECA\9||za| <€ a €A\O}.

Evidently X, X (0, 1] intersects Y, if and only if y € 2. Therefore, there exists
the largest positive number & such that, if we put

X,={z€C?l0<Rez, <1+, [lmz|<d acO)
and
X(©,6)= X, X X, CC"

the following condition holds: for each y EZ, ¥, N X(0,¢) # O implies y € £
(see Figure 6.1).

A\O“

|

FIGURE 6.1
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It is obvious that the union of all X(®,¢), 0<e<1, is a domain in
D*\® x (C*)® contianing D*'® X (0, 11°. Therefore, to prove 6.1 it is enough to
show that the functions Fs‘},}l@ extend to holomorphic functions on X = X (0, €).
The proof of this statement consists of two steps.

In-the first step of the proof we show that the r-spherical function F extends to
a multivalued holomorphic function on the complement of coordinate hyper-
planes in X. The proof of this assertion is based on a careful study of the system
of differential equations for F from Section 4 and monodromy transformations
around its singularities.

Let Y, be the union of the intersections of X, with the coordinate hyperplanes,
ie.

Y,={z€ X,|z,=0forsome A € A\O};

Y, the union of the intersections of X, with the root hypersurfaces Y, for y € 2,
i.e.

Y,={z € X,|y(2)*=1{for some y € 2}

and
Xt =X\Y, X¥=X,\Y,.

Finally we put X* = X} X X%. We fix a base point x, = (x,x,) EX* N A4~ of
X*
We can realize the universal covering space X Fof Xt as

Xt = {x ECM®|Rex, < loge, @ € A\O},

the covering map p,: X ¥ = Xt being the ordinary exponential map. We fix a
base point X, of Xt as the point above x, with real coordinates.

Let X¥ be the universal covering space of X, and X, its base point above x,.
Then

X*=X*x X2

is the universal covering space of X* with the base point X, = (X, X,).

Now we invoke the results and notation of Section 4. The restriction of our
r-spherical function F on A is real analytic, so it extends to a holomorphic
function on an open set Q in (C*)* containing 4, which we denote by F too. ™ -
corresponding function ® extends to a holomorphic function on £\Y which
satisfies there the system

720, = G,®, AEA,

of first order differential equations, where G,, A € A, are holomorphic matrix
valued functions on C*\Y. In particular, G,, A € A, are holomorphic on X*.
Therefore, the function ® satisfies this system on X* N .
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By shrinking @ if necessary, we can assume that X N is connected. Then
X* N Q, as a complement of a proper analytic set in X N §, is connected too. Let
U be the connected component of its inverse in X* containing the base point X,.
By A.1.2 the pull-back of ® to U extends to a multivalued solution of our system
on X*. This implies, in particular, that the pullback of F to U extends to a
holomorphic function in X*. Abusing notation slightly, we denote it by F too.

The critical point, which enables the whole argument to work, is that

WI(X*,X()) = WI(X?"-X]) X WI(X; ,Xz)

as the direct product of groups. Roughly speaking, the loops around coordinate
hyperplanes corresponding to A\® and around the singularities Y , v € Zg,
commute.

The structure of Y, implies immediately that each element of 7 (X3,x,) is
represented by a loop lying in ({x,} X X¥) N . Therefore the monodromies with
respect to the elements of = (X3, x,) act trivially on F, and F can be viewed as a
holomorphic function on X X X%

Now we can consider X* X X* as imbedded in X} X X,, which is in a natural
way the universal covering space of X{ X X,. Let V be the connected component
of the inverse of (X¥ X X,)NQ in XX X, containing the base point (X}, x,).
Then F extends to a holomorphlc functlon on (X* X X¥)U V.

The complement of X¥ X X% in Xrx X, is Just X* X Y,. Obviously each
connected component_of the set of points where X* X Y2 is nonsingular and of
codimension one in X} X X, intersects V. Therefore, by A.1.8, the function F
extends to a holomorphic E*-valued function on X * X X,. This concludes the
first part of the proof.

In the second part of the proof we show that the functions
holomorphic functions on X.

First, we decompose X, = X{ X C*'4, where

FA® extend to
Xi={z ECM®||z,| < &, a € A\B].

We put X’ = X{ X X,. The intersection of X’ with D*, viewed as a subset of c4,
is equal to

X'0DA=X{x (DN X,).

It is obvious from the previous discussion that the functions F.,° extend to
holomorphic functions on X' N DA, and the function F is given by

F=Y F°zlog™
s,m
on X* X (D® N X,). Now, it is easy to rearrange this expression to

F=Y G ,z'log™
tm
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where t € C**° are mutually integrally inequivalent and
Gim= 2 Fsﬁezs",
s

where s — t € Z3'4. By A.1.7 the functions G, ,, extend to holomorphic functions
on X. This evidently implies that the functions F.,° extend to holomorphic
functions on X, which concludes the proof of 6.1.

7. Leading characters and growth estimates on the group. By combining the
results of Sections 5 and 6 we are now able to describe various aspects of the
asymptotic behavior of r-spherical functions on the group G solely in terms of
their leading characters.

We equip £ with inner product such that 7 is unitary. In this case obviously

| F(kaky)|| = |F(a)ll, k,k,EK. a€A.

Therefore, by the Cartan decomposition, the growth of F is completely
determined by the behavior of ||F|j on CI(4 7).

Before formulating our results we need some notation. We define an ordering
relation on positive characters of A:

X1 € Xz if x,(a) < xy(a) forall a€A".
Obviously x, < x, implies x,|A, = x,|/A,. Also we put
X1 < X2 if x,(a) <xy(a) forall a€Cl(47)\4,.
THEOREM 7.1.  Let F be a t-spherical function on G annihilated by an ideal 1 of

finite codimension in Z(g) and w a positive character of A. Then the following
conditions are equivalent:

(i) for every leading character v of F we have
v < w;
(i) there exist M > 0 and m > 0 such that
IIF(a)ll < Mw(a)(1 + |logal])”
for all a € Cl(4 7).
Proof. Let t € R* be such that w = A". Then the condition (i) is equivalent to
Res, > ¢, a €A,
Res, = 1,, A€ A\A,
for all leading exponents s of F, or by 5.7 to

ReS,Ct+ R4 .
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Therefore if (i) holds we have
Re S, C prae(t) + RY?

for all @ C A.
We fix 0 < e < | and put

A7 (O)={acAle<a(a)<l.a €0, a(a)<eaEAO],
(Fig. 7.1), then obviously
Cl(4 )= |J A7 (®).
fcA
Also, by 6.2, for ® C A,
F=3 (Fj,:,(') o a)A%log™A

on A (0), and by 6.1 the functions FS?;,@ oa are bounded on A, (O). This
implies that there exist Mg > 0 and mg > 0 such that

| F(a)ll < Mgw(a)(1 + [logal))™

for all a € A (®). This clearly implies (ii).
Suppose (ii) holds. Let a € A. Fix points p € (0, )*\**! and g € (R% )***. Let

ANO !

O] |

FiGURE 7.1
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r—a, be a map from (0, 1) into A~ such that
a(a,)=r, B(a)=ps for B €A\(a},
A(a,) = g, for A€ A\A.
Then by (ii) we have, for some M (p,q) > 0,
I1F(a)ll < M, (p.q)r'=(1 + |llogr|)”

for all r € (0,1).
Also, by the discussion from the beginning of Section 6, for © = A\{a}, we
know that on 4~ we have

F=2(F3) o a)\log™
where s € §,, C Cl*} x C*'* and m € Z{*} x Z/}**. We put
s=(s5,,8) and m=(m,,m),

where 5, € Ct*}, s’ € C*4, m, € Z{*) and m’ € Z4*2. Then

F(a,) = >, Fl2}(p,r)g"log™q r*log™r

for all r €(0,1). By A.2.1, if
2 F{& oy imami (P 0)g% log™ g7 0,
s,m

we must have Res, > ¢,.

By the properties of F)2! for each s, and §' there exists m = (m,, m’) such that
Flai(p,0) 0 for some p €(0,1)*(®). By the linear independence of the
functions ¢ — ¢*log™g there exist ¢ € (R* )»4 such that the above expression is
different from zero. This implies that Res, > ¢,. The relation of §,, with S,
now implies that Res, > 1,, a €A, for eachs € §,.

Take now g € A\A. Fix a point p €(0,1)* and g € (R* )M AV{ED Let r—gq,
be a map from R% into A~ such that

a(ar) = Pa for a €A, p,(ar) =r,
Ma) =gy, for ANEA(AU [p})

Then by (ii) we have, for some M,(p,q) > 0,

-

1 F(a)ll < M,(p,q)r'(1 + |logr|))”

for all r € (R%)
Also, by the discussion from the beginning of Section 6, for ® = A we know
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that on A~ we have
F=3 (Fo ° a)\log™\
where s € S, C C*'® and m € Z}'*. We put
s=(s,,8) and m=(m, m)
where 5, € C(#), ¢ € CMVAVIED iy € Z(¥ and m' € Z{MAV 1D, Then

F(a’) = 2 F»gm( p)qsylegm(q ’s“logm“r,

for r e R%.

Obviously for each s € Sy there exists m such that F2(p)#0 for some
p €(0,1)". Now by the linear independence of the functions g — q*log™ g, for
each s, we can find m, and g € (R%)*®“ () such that

> FQos)imamn(P)q l0g"g# 0.
s.m

By A.2.1 this implies Res, = ¢, for all p € A\A. The relation of Sg with §, now
implies that
Res, =1, pEANA
forallse §,. Q.E.D.
Let 8 be the positive character of 4 defined by
8(a) = det(Ad(a)|n), a€A.

Put m(a) = dimg, for « € Z. Then

8(ay= [] a(@)™, a€A.

aEZ?T

Following Harish-Chandra we say that F is tempered if there exist M > 0 and
m > 0 such that

IF(a)ll < M&'/*(a)(1 + ||logal|)"

for a € A~. By 7.1 we have the following result.

COROLLARY 7.2. Let F be a t-spherical function on G annihilated by an ideal 1
of finite codimension in €(g). The function F is tempered if and only if

v < 8'/2

for every leading character v of F.
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Let Z; be the center of the group G. Then Z; is the direct product of its
maximal compact subgroup K N Z; and A,.

Let F be a 7-spherical function on G. The character { of Z; is called the
central character of F if

F(zx) = {(z)F(x), xX€G, z€Z,;
LEMMA 7.3. Let F be a 7-spherical function on G annihilated by an ideal I of

finite codimension in Z(g) with the central character {. Then the expansion of F in
A"~ has the form

F=3(Fpm° a)\°log™
where the restrictions of A%, s € S,, to A, are equal to {| A, and m € Z*.

Proof. This follows immediately from 5.6 and the linear independence of the
functions A'log”A, t € C**4, n € 242, Q.E.D.

We say that a function f on 4 with values in a normed linear space vanishes at
infinity in A~ if for every n > 0 there exists ¢, 0 < € < 1, such that 8(a) <
implies || f(a)|| <nforae A~.

THEOREM 7.4. Let F be a t-spherical function on G annihilated by an ideal I of
finite codimension in Z(g) with the central character {. Let w be a positive character
of A. Then the following conditions are equivalent.

(i) for every leading character v of F we have

lv| < w,
(ii) the function w™'F vanishes at infinity in A~.

Proof. Suppose that (i) holds. Let t € R be such that w = A* holds. Then the
condition (i) is equivalent to

Res, >1t,, a€EA
Res, =1¢,, A E A\A

for all leading exponents s of F. This implies that there exists a positive character
w, of 4 such that

vl < w, and o, <w.
Now we can find n > 0 such that
2,
By 7.1 this implies that

w(@)” " |F(a)ll < M8"(a)(1 + |logal))", a€A",
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for some M > 0 and m > 0. Now by 7.3 we know that
IS11As=|p||4y = w]|4,.

Therefore, the function w ™' || F|| is constant on 4 ,-cosets in A. Therefore we
can restrict ourselves to looking at it on 4 N G,. In this case we can find ¢ >0
such that

llogal| < c|log&(a)l, a€EA NG,

This easily implies that w ™! - F vanishes at infinity in 4 ~.
Suppose (ii) holds. Let €, 0 < e < 1, be such that a € 4~ and &(a) < € imply

o (a) | F(a)]| < 1.
Then for @’ € 4,, we have
I$l(a")e ™ (@)~ (a)||F(a)|| = w ™ '(a'a) - || F(a'a)|| < 1

because 8(a’) = 1. Hence it follows that a’ = |{|(a')w ~'(a’) is a bounded positive
character of A4,, i.e. equal to 1. This, by 7.3, implies that |»||4 = 0|4, for every
leading exponent » of F.

Now we use the notation from the proof of the implication (i))= (i) in 7.1. Fix
a€A pe(0, DAY} and g € (R% yM4 and define the map r —> a, as there. Then
we have

lim || f(,)|= 0.
As in the above mentioned proof, using also 7.3, we have
lin'ér’“ S Fl2)(p,ryrslogmr=0.

By A.2.1, F{2!(p,0) # 0 implies that Res, > 1, for s € S, . By the relation of
S(ay With Sy it follows that

Res, > 1t,, a EA,
for all s € S,. The above discussion implies also
Res, =1, p € A\A.

By 5.7, (i) follows immediately. Q.E.D.

Let F be a 7-spherical function on G with unitary central character {. Then the
function x - || F(x)|| is constant on Z;-cosets of G, i.e. we can consider it as a
functionon G/ Z;;.

Let p €1, + o0). We say that the 7-spherical function F is p-integrable modulo
center if the function x — || F(x)||? is integrable as a function on G/Z;.
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THEOREM 7.5.  Let F be a t-spherical function on G annihilated by an ideal I of
finite codimension in Z(g), with a unitary central character {, and p €11, +c0).
Then the following conditions are equivalent,

(i) for every leading character v of F we have

lv] < 877,

(i) F is p-integrable modulo center.

Proof. By 7.3, restrictions of leading characters to A4, are unitary. Therefore
vl|4y=1,

for all leading characters ». By (20, II. 1.3, Prop. 11] there exists a closed
subgroup °G of G of Harish-Chandra’s class such that G is the direct product of
% and A,. The center of °G is compact, therefore the above theorem is
equivalent to the corresponding statement for F|°G, where p-integrability
modulo center in (ii) is replaced with p-integrability. Therefore, without any loss
of generality we can assume that 4, = {1}.

Suppose (i) holds. Then we can find a positive character w of 4 such that

[P/ <w and w< 8P

for every leading character » of F. Therefore, by 7.1, there exist M >0, m > 0
such that

| F(a)]| < Mo(a)(1 + |logd(a))”
fora € Cl(4 7).

Now we have to recall the well-known integral formula connected with the
Cartan decomposition

dx= k,ak,)D ks,
JJydx= [ f(kiaky)D(a)dk,dadk,
where dx, dk and da are Haar measures on G, K and A4 respectively, and

D(ay= ] (a(a)™' - a(a))™

aeZt

for a € A. This implies that || F||? is integrable on G if
F(a)||’D(a)da< + c0.
Jora JE@IPD (@)

Obviously
D)< 8(a)”', aeCl(47);
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therefore
F PD(a)d
LI(A *)” (@)I"D (a)da

<M w(a)’8(a) (1 + |log8(a)|)" da< oo,
Ciea )

because of w8 ~! < 1.
Suppose now that (ii) holds. Then by the above integral formula

fClM_)||F(a)||PD(a)da< + 0.
Fix €, 0 < € < 1. There exists ¢, 0 < ¢ < 1, such that
D(a) > c8(a)”!, a€A (D)
Therefore the above fact implies that

f IIF(a)IIPS(a)‘]da< + 0.
@)

€

Now we use the notation from the proof of the implication (ii)= (i) in 7.1. We
fix « € A and g € (0, 1)**{*}. We define the map r—a, from (0,1) into 4~ as
there.

By Fubini’s theorem the above relation implies

[nF@yrme L < too
0

for almost all g € (0,)**{*}.
Now we can represent F as

F= E(FS{,‘,’:) ° a)a‘log”a
where s € S(,, CC and m€ Z, . Then it follows that
[= s ryrs= e iogr| & < 4 oo
o sm ’ r

for almost all ¢ € (0,€)***?. This obviously implies that all matrix coefficients of
the function

r—> > Fl (g, r)rt (M@ /P loghy

are in L?((0,¢),dr/r) for almost all g. By A.2.1 we now have

m(a)

Res —

>0
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for s € §,, . This implies that for s € S, we have

m(a)

Res, — >0

for all « € A, or |#|8 ~!/7 < 1 for all leading characters » of F, which implies (i).
Q.E.D.

Comparing 7.4 and 7.5 we see immediately the following result.

COROLLARY 7.6. Let F be a 1-spherical function on G annihilated by an ideal 1
of finite codimension in Z(g) with a unitary central character {, and p € [1, + ).
Then the following conditions are equivalent:

(i) Fis ;;-integrable modulo center;

(i) 8 /7 - F vanishes at infinity in A ™.

Remark 7.7. In the case 4,= {1} and p=2 we see that a 7-spherical
function F on G is square-integrable if and only if § ~!/2 - F vanishes at infinity
in A~. In Harish-Chandra’s terminology this means that F is “rapidly
decreasing” on G. This is one of the crucial results of his theory of discrete series.

8. Admissible representations and their matrix coefficients. Now we want to
apply the results about the asymptotic behavior of spherical functions to
representation theory. We restrict ourselves, in this paper, to very modest
applications culminating in the proof of the subrepresentation theorem (compare
[6D.

An admissible representation (m,V) of (g,K) consists of a pair of representa-
tions of g and K simultaneously on ¥ such that:

(A)) the representation of K is an algebraic direct sum of irreducible
finite-dimensional smooth representations, each isomorphism class occurring
with finite multiplicity;

(A,) the representation of f as a subalgebra of g coincides with the differential
of the representation of K

(A;) for any X € AU(g) and k € K,

7(Adk(X)) = m(k)r (X )m(k™ .

Remark 8.1. Let (m, V') be a (g, K)-bimodule satisfying (4;). A vector v € ¥V
is K-finite if its K-orbit spans a finite-dimensional linear subspace of V. Let V, be
the linear space of all K-finite vectors in ¥. Then V is obviously a K-submodule.
We claim that it is also a g-module. If v € V, we have

7(k)yr(X)o =7 (Adk(X))7(k)v, keK, Xeg,

by (A,); this obviously implies that #(X)v is K-finite, proving that V, is
g-invariant.
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Now let (m, ¥) be an admissible representation of (g,K). Let V* be the
algebraic dual of V. It is a (g, K)-bimodule with respect to the contragredient
action which obviously satisfies (A;). Applying 8.1 we get a pair of
representations (7, V) of gand K on the space V of all K-finite linear forms of V.
It is easy to check that (7, V) satisfies (A,) and (A,), i.e. it is an admissible
representation of (g, K)—the contragredient representation for (m, V).

There exist natural (g X g, K X K)-bimodule structures on ¥ ® V and C *(G).
For X, X, € g, k. k, € K, we put

(X, X)) (0®v)=7(X|)0 Qv+ 0 @m(X,)v
(ky, k(6 ®v) = F(k )0 Bm(ky)v
fors€ V,veE V; and
(X X)f =Ly, f+ Ry, f
(kiky)f = L Re, f

for f € C*(G).

A matrix coefficient map c: VOV->C *(G) for (#, V) 1s a linear map such
that

(MC)) cis a (g X g, K X K)-bimodule morphism:

(MC,) foranyv € Vand 6 E ¥,

c(8®v)(1) = {v,5).

The function ¢, ; = ¢( ®v) is called a matrix coefficient of v € V and ¢ € V.

Remark 82. Let (m,X) be an admissible representation of the group G on
complete locally convex space X. Then the representations of g and K on the
linear space of all K-finite vectors in X define an admissible representation of
(g, K). The map ¢ defined by

os(X) = (7(x)0, 6

for K-finite vectors v € X and K-finite linear forms ¢ on X is a matrix coefficient
map. This explains the above definition.

The next result relates matrix coefficient maps to spherical functions.

Let (7, ¥) be an admissible representation and c¢: V®V - C*G) a matrix
coefficient map for (7, V). Suppose that (7,E) is a finite-dimensional smooth
representation of K X K such_that its contragredient (f,E) is a KX K-
submodule of V®V. Let i: E5>V®V be the canonical imbedding; then
coi:E— C®(G)isa KX K-module morphism.
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LEMMA 8.3. There exists a unique t-spherical function F such that

[(coi)w)](x)=<F(x),w), xE€G,
for all w € E.

Proof. For any x € G there exists a unique F(x) € E such that the above
relation holds for all w € E. It is evident that the function F: G — E is smooth.
Also, for k,,k, € K and x € G, we have

CF (ki 'xky),wy =[(c o i)(w) [(ki 'xky)
= [(c o i)(?(k,,kz)w)](x)
= {1k, ky) T F(x), W)

for all w € E. Therefore, F is a r-spherical function. Q.E.D.

We say that F is a spherical function associated to the matrix coefficient map c
for (m, V).

A vector v € V is Z(g)-finite if it generates a finite-dimensional £(g)-invariant
subspace of V. Because %(g) commutes with K, it takes every K-isotopic
component of (7. V) into itself, so that by the definition of admissibility it
follows:

PROPOSITION 8.4.  Every vector in V is Z(g)-finite

Therefore the annihilator in €(g) of a finite-dimensional linear subspace of V'
is an ideal of finite codimension in Z(g).

Let F be a 7-spherical function associated to the matrix coefficient map ¢ for
(w, V). Then there exists a finite-dimensional subspace U of ¥ such that
E C V ®U. Let I be the annihilator in Z(g) of the linear space U. It follows that
for Z € I. we have

Z-c,;=c(0Qm(Z)v)=
for all o € U and & € V. This implies. in particular, that for all Z € I, we have
(Z - F)(x),wy=(Z[(coi)w)])}x)=0, xEG,

for all w € E. Therefore, the ideal I annihilates F; i.e. F € A.(G;1).

By the above discussion, it follows that any spherical function F associated to
a matrix coefficient map for an admissible representation af (g, K) is annihilated
by an ideal of finite codimension in Z(g). This fact, combined with the remarks
at the beginning of Section 4, proves that all such spherical functions F are
analytic. Therefore, we have:
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PROPOSITION 8.5. Let ¢ be a matrix coefﬁcie@t map for an admissible
representation (m,V) of (3,K). Then for any w € V ®V the function c(w) is
analytic on G.

This result has the following important consequence.

PrOPOSITION 8.6. Let (w,V) be an admissible representation of (g, K). Then
there exists at most one matrix coefficient map c for (m, V).

Proof. Letve Vand o e V. By 8.5, the function ¢(% ®v) is analytic on G.
Therefore there exists a neighborhood U of zero in g, such that ¢(f ® v) can be
represented by its Taylor series, i.e.

o(5 @v)(expX) = i L (X" e(5®0))(1)

=n§0 %c(ﬁ@w(X")v)(l)

w1 iy x
_ngo ! <7T(X )L,D>

for X € U. Therefore the matrix coefficient of v € ¥ and & € ¥ is uniquely
determined in a neighborhood of identity in G. Applying 8.5 again we see that it
is unique on the identity component G° of G. Finally, the fact that G = G°- K
[20, II.1, Theorem 14] implies our assertion. Q.E.D.

Finally, we have

THEOREM 8.7. Every admissible representation (w,V) of (8,K) has a unique
matrix coefficient map.

Therefore we can always talk about the matrix coefficients of an admissible
representation.

The existence of a matrix coefficient map for irreducible admissible
representations of connected semi-simple groups follows from 8.2 and Lepow-
sky’s version [15] of Harish-Chandra’s subquotient theorem. The general result
was proved, a number of years ago, by the first author using results on systems of
differential equations with regular singularities [3], {4]. As we remarked in the
Introduction, the differential equations for spherical functions have regular
singularities along the root hypersurfaces in 4; in particular at the identity. One
of the main results of [3], in analogy with the classical situation [7, Ch. 4], states
that every “formal” solution at a regular singularity converges. Therefore,
roughly speaking, formal “Taylor series” for matrix coefficients at the identity
given by the action of A(g) converge. It was observed by several people
independently (D. Vogan pointed out this to us), that it is possible to deduce the
existence in general from the above special case, using later results in this section.
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This argument, although not as elegant as the first one, is very elementary. We
include it, for the convenience of the reader, at the end of this section.

Now we shall, using 8.3, relate the matrix coefficients of admissible
representations to spherical functions and study their asymptotic behavior along
the negative Weyl chamber 4~

Let (, V) be a finitely generated admissible representation of (g, K). Then 8.4,
combined with the fact that €(g) commutes with g and K, implies that
I = ker(7 | Z(g)) is an ideal of finite codimension in Z(g). Also, it follows from
previous discussion that all spherical functions associated to (=, V) are
annihilated by 1.

Let S, be the set of all s € C* such that the character A® lies over I. Then by
5.4 and 5.6 we have the following result.

THEOREM 8.8. There exist unique linear forms c, 17 ®V->C for se §, +
Z8 ,m e Z, such that for any w E V @V we have

c(W) = D, ¢, m(W)Alog™\
onA~.

We say that s € C* is an exponent of v € V if there exists m € Z%} such that
Coml V ® v # 0. We denote by Exp,(7) the set of all exponents of v.

We say that s € C* is an exponent of (w, V) if there exists m € Z2 such that
Cem 7> 0. We denote by Exp(m) the set of all exponents of (7. V).

The following inclusions are obvious

Exp,(7) C Exp(7) C S, + Z%

foranyv e V.

We denote by Exp®%() the set of all minimal elements of Exp(w) with respect
to A-order. The elements of Exp%(w) are the leading exponents of (m, V). The
corresponding characters of A are the leading characters of (7, V).

THEOREM 8.9. Let (m,V) be a finitely generated admissible representation of
(8, K) and I = ker(w | Z(g)). Then the leading characters of (w, V') lie over I.

Proof. Let p =A% s €C", be a leading character of (7, V). Then there exists
m € Z% such that ¢, # 0. Thereforc we can find v € V and & € V such that

m®®v)#0. Now 83 implies that there exists a 7-spherical function F
associated to (, V) such that g is its leading character. The assertion follows
from the fact that F € 4,(G;I) and 54. Q.E.D.

COROLLARY 8.10. The set of all leading characiers of a finitely generated
admissible representation is finite. {

Therefore to each finitely generated admissible representation (7, V) we
associate a finite set of its leading characters which, by the results of Section 7,
determines the qualitative asymptotic behavior of its matrix coefficients.
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Although the transition is purely formal, for the sake of completeness, we shall
reformulate some results of Section 7 in more representation theoretic terms.
Firstly, 7.1 implies

THEOREM 8.11. Let (7, V) be a finitely generated admissible representation of
(0, K) and w a positive character of A. Then the following conditions are equivalent:
(i) for every leading character v of (m, V') we have

v} < w;

(i) for any v € Vand ¢ € V there exist M > 0 and m > 0 such that
les5(a)} < Maw(a)(1 + ||logal|)”

for all a € CI(A4 7).

We say that a finitely generated admissible representation (7, V') is tempered if
for any v € V and © € V there exist M > 0 and m > 0 such that

leo5(a)l < M8'7(a)(1 + |llogal))”

for a € A~. Then we have the following direct consequence of 8.11.

CoroOLLARY 8.12. A finitely generated admissible representation (m,V) is
tempered if and only if all its leading characters v satisfy

[v] < 872,

As we remarked before, the center Z;; of G is the direct product of its maximal
compact subgroup K N Z; and A,. Because Z; commutes with K, its Lie
algebra and K N Z; take every K-isotopic component of (7, V) into itself.
Therefore, by the simply-connectedness of 4,, the representations of g and X on
V determine a representation of Z; on V. If Z; acts on V by a character
$:Z;—>C* we call { the central character of (w, V).

Now 7.4 implies the following result.

THEOREM 8.13. Let (m, V') be a finitely generated admissible representation of
(8, K) with a central character. Let w be a positive character of A. Then the
following conditions are equivalent

(i) for every leading character v of (m, V') we have

|v| < w;

(ii) for any vE V and ¢ € V the function &~ - ¢, ; vanishes at infinity in A~

Let (=, V) be a finitely generated admissible representation of (g, K) with a
unitary central character. The functions x - |c, ;(x)|, v € V, & € V, are constant
on Z;-cosets of G; i.e. we can consider them as functions on G/Z;;.
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Let p €[1, +0). We say that (w,V) is p-integrable modulo center if the
functions x - |c, ;(x)|?, v € V, § € V, are integrable as functions on G/Z;;.
Now 7.5 implies the following result.

THEOREM 8.14. Let (w, V) be a finitely generated admissible representation of
(8, K) with a unitary central character and p €[1, + o). Then the following
conditions are equivalent

(i) for every leading character v of (w, V') we have

lv] < 8'/7;
(ii) (m, V) is p-integrable modulo center.

Finally 8.13 and 8.14 imply

COROLLARY 8.15. Let (m, V) be a finitely generated admissible representation of
(8, K) with a unitary central character and p €1, +00). Then the following
conditions are equivalent

(i) (m, V) is p-integrable modulo center,

(il) forany vE V and © € V the functions 8 ~'/P - ¢, ; vanish at infinity in A~ .

As we remarked in 7.7, in a special case, this is one of the crucial results of
Harish-Chandra on the discrete series representation.

Now we want to study some more algebraic consequences of the expansions of
matrix coefficients.

Let (7, V) be a finitely generated admissible representations of (g, K). Let

Lt = {mEZA+ > my > k},
a€A

then obviously
Exp(7) C Exp®(m) + L .
Put
Vi = {v € V|Exp(m) C Exp%(m) + L' }.
Then it is evident that (V,,; kK € Z, ) is a decreasing linear space filtration of V.
Moreover we have the following result,

LemMa 8.16. (i) The decreasing filtration (V ,; k € Z, ) is a (p, M )-bimodule
filtration;
(il) For any k€ Z , we have

T(XWe, € Vieerys X EM

Proof. For X € g and a € A we have

Crixyos (@) = c(BB7(X)v)(a) = Ryc(§®v)(a) = — Liagayx)€ (T D0v)(a).
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If X €1 we have
Ca(xy,5(@) = ~ Coixyi (@) aE A;
which implies that
Exp,xyo(7) C Exp,(7)

and therefore w(X)V ), C V.
IfX €q,,yEZ", we have

CW(X)U,G(G) == Y(a)cuﬁ(,\')a(a), acE A;
which implies that, if y = a™, m € Z5 , we have
Exp-n(x).,-('lr) C EXpD('IT) + m.

Therefore, 7(X)V z, C V(4.1,, Which proves (ii).
Finally, for m € M, we have

Ca(myo5(@) = €(T®T(m)v)(a) = R,.c(5 @ v)(a)

L,,-1c(5®v)(a) = c(F(m ™ T ®v)(a)
= Coim ni(@),  AE4;

which implies

EXP.(myo( ) C Exp ()

and 7(m)V,, C V(. Q.E.D.
The filtration (V45 kK € Z,, ) is called the asymprotic filtration of (7, V).

THEOREM 8.17. Let (m,V) be a finitely generated admissible representation of
(a8, K). Then the asymptotic filtration is Hausdorff.

Proof. The assertion means that

M V= {0}
k=0

Let v € M=o V(x) - Then by the definition of ¥, the set of exponents of v is
empty. This obviously implies that ¢, ;=0 for all ¢ € V' and therefore v = 0.
: Q.E.D.

It is possible to define a similar decreasing (p, M )-bimodule filtration (n*V;
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keZ,)of (n,V), while n“V is the linear span of vectors
(X )m(Xy) ... (X))o, XXy o0, X e velV

[5]. This filtration is called the n-adic filtration of (w, V).
The following result follows immediately from 8.16 (ii) by induction.

THEOREM 8.18. Let (m, V) be a finitely generated admissible representation of
(g,K). Then for any k € Z ,, we have

k
vV CVy,-

Therefore the n-adic filtration is finer than the asymptotic filtration.
From 8.17 and 8.18 it follows

COROLLARY 8.19. Let (m, V) be a finitely generated admissible representation of
(8, K). Then the n-adic filtration of (=, V') is Hausdorff.

From [6, 2.4] we know that the homology group Hy(n, V') of a finitely gen-
erated admissible representation (7, ¥) is a finite-dimensional L-module. Now
8.18 implies the following non-vanishing result.

COROLLARY 8.20. Let (7, V) be a finitely generated admissible representation of
(g, K). Then Hy(n, V) is a nontrivial finite-dimensional L-module.

Let (w,U) be a finite-dimensional smooth representation of P. Let
Ind(w| P, G) be the space of all smooth functions f: G— U such that

(i) fis right K-finite,

(i) f(px)=w(p)f(x)forallpe P, x € G.
Then the right regular actions of g and K define on Ind(w| P, G) the structure of
an admissible representation of (g, K) [6]. It is called the representation induced
from (w, U). For irreducible representations (w,U) of P, which are evidently
trivial on N, the representations Ind(w|P,G) are called the principal series
representations.

Now, as in [6], 8.20 implies the following “subrepresentation” theorem which
strengthens Harish-Chandra’s “subquotient” theorem.

THEOREM 8.21. Let (m, V) be an irreducible admissible representation of (g, K).
Then there exists an irreducible finite-dimensional smooth representation (w, U) of
P such that (w, V) may be imbedded into Ind(w | P, G).

In fact we can extract more information about Hy(n, V') from the previous
discussion. This gives us more information about the imbeddings of irreducible
admissible representations into the principal series.

THEOREM 8.22. Let (m,V) be a finitely generated admissible representation of -
(g, K). Then the leading characters of (w, V) are A-weights of Hy(n, V).

Proof. For an A-weight p of Hy(n, V), let m, be the dimension of the
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p-component of Hy(n, V). Let
P(H) = [1(H = (d)(H))™ € Wa)
for H € a. The P(H) annihilates Hy(n, V) for all H € a. Therefore
P(HYY CnV
and by 8.18
P(HY CV,,,

for all H € a. .
Let t be a leading exponent of (a, V). Then there exist v € ¥ and 6 € V such
that

Cos = . Com(T ®V)ATog™\

on A~ and ¢ (6 ®@v) > 0 for some m € z5 .
By the previous remark, for H € a, we have

P(H)C, 5 = Chyos = D, Com(T ® P(H )o)Nlog™A

onA and ¢, (F®P(H)v)=0foralime Z2 . Therefore, by 5.3, we easily see
that A' must be an A-weight of Hy(n, V). Q.E.D.

It remains to prove 8.7.

First we remark that if an admissible representation (=, V') of (g, K) has the
matrix coefficient map so do its sub- and quotient-representations. Therefore, the
existence of matrix coefficient maps being evident for induced representations
Ind(w| P,G) by 8.2, the “subquotient” theorem [15] implies their existence for
irreducible admissible representations of connected semi-simple groups. This, in
turn, implies that 8.20 holds in this situation.

Now, assume that G is from the Harish-Chandra class. The commutator
subgroup G, of its identity component G° is a connected semi-simple Lie group.
Then g, = [g, ] is the complexified Lie algebra and K, = K N G, a maximal
compact subgroup of G,. Also, it is evident that n C g,, and it is the complexified
Lie algebra of the nilpotent radical N of the minimal parabolic subgroup
P,=P NG, of G,

Let (7, V) be a finitely generated admissible representation of (g, K). Then
there exists a finite-dimensional subspace U which is a sum of K-isotypic
components of ¥ and generates V as a g-module. Evidently, it also generates V'
as a g,-module. Therefore, viewed as a (g;, K;)-module, (7, V} is a finitely
generated admissible representation. Applying the above remark to its irreducible
quotient implies, in turn, that H(n, V') is non-zero. This gives us a proof of 8.20
without using 8.7.
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Now, we shall prove 8.7 for finitely generated admissible representations using
8.20. This follows immediately from the following variant of 8.21.

PROPOSITION 8.23. Let (w, V') be a finitely generated admissible representation
of (g, K). Then there exists a finite-dimensional smooth representation (w, U) of P
such that (m, V) may be imbedded into Ind(w| P, G).

Proof. Let k € N. By 8.20 and [6, 2.3] we know that ¥/n*V 1s a nontrivial
finite-dimensional (b, M )-module. The group AN being simply-connected, it is in
fact a finite-dimensional P-module which we denote by (w,, U,) in the following.
By the Frobenius reciprocity theorem [6, 3.1], the quotient map of V onto U,
defines a (g, K)-module homomorphism ¢, of ¥ into Ind(w, | P, G). Let W, be
the kernel of ¢, . Then, by the definition, W, is contained in n“V.

Let I = ker(w | Z(g))- Evidently, any 4-weight of Hy(n, ') must lie over I. As
before, let S, be the set of all s C" such that the character A® lies over I. Then
there exists a k; € N such that for any two A-integrally equivalent s,t & S, we
have

Z Isa— tal < kO‘

aEA

If we denote by T#(n) the kth tensor power of n considered as a P-module
under the adjoint action, we have the natural surjective (p, M)-module
homomorphism

T*(n) ® V-n'y.
It evidently induces a sugjective P-module homomorphism
T*(M)® Hy(n, V)=V /n*+1y.

Therefore, an A-weight of ¥V /n¥*'V is also an A-weight of T*(n) ® Hy(n, V).
Our choice of k, now implies that, for k > k,;, none of the A4-weights of
¥ /n** 1V lies over 1.

Let W be a subrepresentation of (7, V) contained in n*V for some k > k,.
Because I annihilates W, all A-weights of Hy(n, W) lie over 1. The inclusion map
of W into n*V induces a P-module homomorphism of Hy(n, W) into n*V /n** V.
By the above remark, our choice of k, implies that this homomorphism is zero.
Therefore W is contained in n**'V. By induction, it follows that

This implies that Hy(n, W) is zero, by [6, 2.3] and the Artin-Rees Lemma for
QA (n) ([18], see also [19] for a simple and elegant argument in the case we need).
By 8.20, we now see that W must be zero.

Putting now all the pieces together, we conclude that, for k > k,, the
representation (=, V) may be imbedded into Ind(w, | P,G). Q.E.D.
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It remains to prove 8.7 in the general case. Let (7,)) be-an admissible
representation of (g, K). Let & be the family of all subrepresentations of (7, V)
which have matrix coefficient maps, ordered by inclusion. By 8.23, ¥ is
non-empty. Also, as it is easy to see from 8.6, it satisfies the conditions of the
Zorn Lemma. Let (p, W) be a maximal element in %. Assume that it is different
from (o, V). Then we can find a finitely generated subrepresentation (», U) of
(a, V') such that U is not contained in W. By 8.23, the direct sum (» @ p, U & W)
has the matrix coefficent map. Therefore, the representation on the invariant
subspace U+ W of V, being a quotient of (v @ p,U ® W), has a matrix
coefficient map. This obviously contradicts the maximality of (p, W).

This finally ends the proof of 8.7.

Epilogue 824. As we have seen, to each finitely generated admissible
representation (w, V) of (g, K) we associate the following data:

(i) the set of leading characters, which are purely analytic in nature and
determine the asymptotic behavior of its matrix coefficients;

(ii) the set of A-weights of Hy(n, V), which are purely algebraic in nature and,
by the Frobenius reciprocity theorem [6, 3.2], are related to (g, K)-morphisms
with the principal series representations.

By 8.22 there is a close relationship between these two sets of data associated
to (7, V). The complete connection between them is cleared up by [17, Theorem
II. 2.1] which states that the leading characters are the minimal A-weights of
Hy(n, V) with respect to the A-order.

If we extend formally the proof of this result, considering whole filtrations
instead of “top” graded pieces V/V,, and Hyn, V)= V/nV, we get that,
although in general different, the asymptotic and n-adic filtrations define the
same topology on V (this is equivalent to an unpublished result of H. Hecht and
W. Schmid). This gives the ultimate connection between the analysis of
asymptotic behavior of matrix coefficients and the algebra of admissible
representations.

APPENDIX

1. Systems with simple singularities. For the convenience of the reader we
collect in this appendix, with complete proofs, a few mostly well-known technical
results we need in the main text.

The main result is an elementary theorem found in Deligne [8] on first order
systems of holomorphic partial differential equations with regular singularities.
This result, whose simple proof we reproduce below, clarifies greatly the results
of Harish-Chandra on differential equations ([12], [22, Vol. II, Appendix]).

Let X be a connected complex manifold and x, a base point of X. Let (X, %;)
be the universal covering space of X with base point X; considered as a complex
manifold. We denote by p: X - X the corresponding covering projection.

The homotopy group w,(X Xxg) acts on X by covering transformations. For
Yy € m(X,xq) let T, : X — X be the corresponding covering transformation. The
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map y— T, is a homomorphism of 7,(X, x;) into the group of all holomorphic
diffeomorphisms of X and

peT,=p forall y €& 7(X,xg).

Let W be a finite-dimensional complex linear space and 0, (W) and 0 ; (W)
the sheaves of germs of W-valued holomorphic functions on X and X,
respectively.

The above defined action T of =,(X,x,) on X induces a representation of
m(X,x,) on the linear space I(X,0 (W) of all W-valued holomorphic
functions on X by

TH =11, (vEm(X,xg)).

We call T} the monodromy transformation corresponding to y.

The sheaf 05 (W) is of course just p*C, (W). If ¥ is a subsheaf of &, (W),
then the inverse image sheaf p*¥ is a subsheaf of O;(W). We shall call the
global sections of p*% the multivalued sections of § on X.

Suppose now that X is a domain of C". Let E=End (W) and let

F,F,, ..., F, be E-valued holomorphic functions on X. We consider the system
of holomorphic partial differential equations
9, = FO, i=12,...,n (h

on X. Local solutions of this system determine a subsheaf & of O, (W).
Multivalued sections of & are called multivalued solutions of the system (1).

Let 5, be the stalk of germs of solutions of the system (1) at the point x,. The
subset

Wo={o(x0)| 9 €S,,},
is a linear subspace of W.

LEMMA A.1.l. The map @ = @(x,) is a linear isomorphism of &, onto W,

Proof. The map ¢ —> @(x,) is linear and surjective by the definition. Suppose
that ¢ €5, is such that ¢(xo) = 0. Then there exists an open neighborhood U of
X, in X and ® € I'(U, §), such that ¢ is its germ at x,. We may assume that
U= {x€C"||x;— x4, <€ 0< i< n} for some € >0. For x € U we define a
differentiable function ®_:[0,1]—> W by

@ (1) =D(xo + t(x — X))
Then

n

S (% — X0,) - (3:@)(Xo + 1(X — X0))

i=1

D(?)

n

D (% — x0,) - Fi(xo+ 1(x = x0)) | ()

j==
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for t €[0,1}, and @ (0) = 0. By the classical result on first order equations we
have ¢, = 0. This implies ®(x) = & (1) = 0. Therefore & = 0 and finally ¢ = 0.
Q.E.D.

The next result roughly states that every local solution of the system (1)
extends to a global multivalued solution

THEOREM A.1.2. The map ® — ®(Xy) of the space T(X, p*S) of all multivalued
solutions of the system (1) into Wy is a linear isomorphism.

We firstly consider the corresponding local problem. Let D be the unit disc
with center at 0 in C.

LEMMA A.13. Let X =D" and U a domain in X. Let ® € T(U,5). Then ®
extends to an element of T'(X,&).

Proof. We may assume that U= U, X U, X - - - X U, where U, is a domain
in D for all 1 < i < n. By induction in k we prove the following statement:

(E,) There exists &, €I(DX --- X DX U, X -+ X U,8&) such that
o |U=12.

This assertion is true trivially for k = 1, so say k > 1. The function ®, satisfies
the differential equation

3,0, = F.®,

on DXDX---XDXU,X--- XU, Considering all variables z,;, / # k, as
parameters and using the classical theorem on first order systems of ordinary
differential equations depending on parameters [7], we see that @, extends to a
holomorphic function on DX - -+ X DX U, ,,; X - - X U,. We denote this
function by ®, , ,; it obviously satisfies our system (1). This proves the induction
step. The statement (E, . ) is exactly the statement of the above lemma. Q.E.D.

Now we can prove A.1.2. The map @ —» ®(X) is injective by A.1.1. Put
T={(x.9)lpESd, , xEX}.

Let 7 : T— X be the projection defined by n(x,¢)=xforg s, ,x € X.
For an open subset U in X and a solution ® € T(U,5) we define a subset
S(U,®) of T by

S(U,®)={(»,9)|lyE U, pthegermof @ at y}.

Let ® be the family of all such S(U, ®). It is easy to see that % is the basis of a
topology on T. In the following we consider T to be endowed with this topology.

It is clear that #:T—> X is continuous. We claim that it is a covering
projection. Let x € X. Let ¢ >0 be such that U={yeC"||y,— x| <e
1 < i< n}is contained in X. Let y € U and ¢ €5, . Then by A.1.3 there exists
® €T(U.$) such that ¢ is its germ. This implies that # ~!'(U) is the disjoint
union of open sets S(U,®), ® € T'(U,5). The map 7 induces a homeomorphism
of S(U,®) onto U for every @ € I'(U,S). Therefore 7 is a covering projection.
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Let w € W,,. There exists ¢ € &, such that ¢(x,) = w.-Let T be the connected
component of T containing (xy,¢) and =, =« |T,. Then #,: T, > X is a
covering projection and T, is a connected covering space of X. By the universal
property of X there exists a covering map )28 X- T, such that p = 7, o p, and
Pi(Xg) = (x0, )

Let e: T—> W be the evaluation map e(y,¢)=4y(y). Then ®=cop, is a
multivalued solution of the system (1) and

(%) = e(pi(Xy)) = e(xg,9) =w. Q.E.D.

Let Ey=Homg(W,, W). By A.1.2 there exists a Ej-valued holomorphic
function S on X such that

(1) S(X,) is the natural injection of W, into W,

(i) for every w € W, the function x - S(x)w on X is a multivalued solution
of the system (1).

The function S is called the fundamental matrix of the system (1).

The space T(X, p*S) of all multivalued solutions of the system (1) is invariant
under the action of all monodromy tranformations 7%, y € 7,(X,x,). By A.1.2
for each y € 7 (X, x,) there exists a unique linear map M, € End(W)) such that

T*S=SoM,.

It is easy to check that y— M, is a representation of = (X, x,) on W,. We call
this representation M of (X, x,) the monodromy of the system (1).

The system (1) is called integrable if W,= W. By the Frobenius theorem [9,
10.9] this is equivalent to

0.F ~ F.F, = ,F,~ FF,

i J
foralli,j=12,...,n
Now we consider a special case of the system (1). Let D* = D\{0}.
Let X = D", X*=(D*)*x D" ¥ and Y =X\X*={x € X|x; =0 for some
< i< k) where 1 < k < n. We study the system

3,0=F® i=12,...,n ()

where F,, 1 < i < n, are holomorphic E-valued functions on X*.

We denote by H = {z € C|Rez <0} the left half-plane in C. Then we can
identify the universal covering space X* of X* with H* X D" via the covering
projection p : X* > X* given by

P(Xps oo X5 Xpgpy o -5 X)) =(€" ..., X000 5 X,)
for x € X*. -
The homotopy group m,(X*,x,) is isomorphic to Z*. Let v,,v,, . . . , v, be its

generators corresponding to the counter-clockwise loops around the coordinate
hyperplanes {z;=0}, 1 < j < k,in X*. Let T, = T,{j be the covering froansforma-
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tion corresponding to y;, 1 < j < k. Then

Ti(Xps v s X X5 X - o5 X)) = (Xp ooy X1, % F 276 X500, - -2 X,)

for x € X*.

Let M be the monodromy of the system (2). We put M; = M, for1 < j<k. It
is easy to see that we can find a commuting family of linear maps
R\, R,, ..., R, € End (W) such that

M, = exp(—Zm'Rj), 1< j<k
Then the function
(Xp ooy X)) > S(xp ooy x)exp(— (X Ry + - - - + X, R,))

on X* is invariant under all monodromy transformations Ty, vy € m(X*, xg).
Therefore it defines an Ejvalued holomorphic function P on X*. Hence the
fundamental matrix S has the form

S(xpy o X)) =P(p(xy, ..., X,))exp(x Ry + - -+ + . R,)

for x € X*.
If we denote by z® the multivalued function

(X1 oo os x,)2exp(x Ry + -+ + xR
on X* we can write formally that
S(z) = P(z)z™ 3)

Now we shall extend a classical result [7, Ch. 4, Theorem 2.1] on differential
equations with regular singularities. We study the following system of first order
differential equations

70 0=F9, 1<j<k

. 4
80=Fd, k+1<j<n,

on X*, where F|,F,, ..., F, are holomorphic E-valued functions on X. We say
that this system has simple singularities along Y. It is obvious that it defines a
system of type (2); therefore by the previous discussion its fundamental matrix
has the form S = P - zR.

The systems with simple singularities are generalizations of the so-called
systems with “singularities of the first kind” in the one-dimensional case. In this
case, by the classical result we mentioned, all solutions have “moderate growth”
near the singularity, i.e. the singularity is regular.

The result of Deligne [8] we mentioned at the beginning of the appendix
generalizes this statement, i.e. we have:
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THEOREM A.14. The fundamental matrix of the system (4) has the form
S(z) = P(2)z®

where P is a holomorphic E-valued function on X and R,, . . ., R, is a commuting
family of linear maps from Endg(W,).

If our system (4) is integrable the proof of the above statement, as remarked by
Deligne, reduces easily to the corresponding classical result for the one-
dimensional case. But here it seems more suitable to repeat the classical
argument to prove the moderate growth of P in (3) when z approaches Y [7,
ibid.], which extends easily to our situation. (A similar argument was given by
N. Wallach in [21]) Let 0<p<I1. We put X ={z€ X||z]<p} and
X3 = X,N X*. We claim that there exists m € Z% such that the function

z—>z"P(z)

is bounded on X X

We put
T=({x€ X*|Rex, < logp, 0 < Imx; < 2m,
l<i<k,and|x|<p,k+1<i<n}
and
To= {x € X*|Rex; =logp, 0 < Imx; < 2,
I<i<k,and|x|<p k+1<i<n}.
Let || - || be a differentiable norm on W (i.e. such that it is a differentiable

function on W\{0}). If @ is a nontrivial multivalued solution of (4) on X*, the
function ||®| is a positive differentiable function on X* considered as an open
subset of R?". Let #, = Rex;. Then for 1 < i < k we have

0 iz 2 <cam
on T, where C, > 0 satisfies
£ ()l < Co
for 1 < i< k and z € X,. Therefore
| 35 i< G
a9z,

on T. By the compactness of T, there exists C; > 0 such that log||®|| < C, on T,
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It foliows that

log|®(x)| < Co- 3 [Rex|+ C,

I<i<k

for x € T. Therefore there exists C,, Cy > 0 such that
”S(X)” < C28C3(|Rex,|+|RexZ|+ - +|Re x|}

for x € T. Also we can find C,, Cs > 0 such that

||e—x,R|— _kak” < e|x|!||R|H+ s g R

< C4ng(|Rex.l+|Rex,l+ - +|Rex. )

for x € T. This yields
||P(p(x))|| < Mem(lRex.|+---+|Rexk|)’ x € T;

for sufficiently large M and m € Z, . Our earlier claim follows from the obvious
fact that p(T) = X7.

From the Riemann extension theorem [10] and the Hartogs extension theorem
(see A.1.8 below) it follows that the function

2> 2"P(2)

entends to a holomorphic function on X. In fact, in our case we need only the
following very elementary result.

LeMMA A.1.5. Let f be a holomorphic function on (D*)* X D"~ * bounded in a
neighborhood of the origin. Then it extends to a holomorphic function on D".

Proof. We prove the statement by induction in k. For k = 0 there is nothing
to prove.

Assume that the assertion holds for k — 1. Let f be a holomorphic function on
(D*)fx D"* bounded on {z€C"|0<|z|<p, 1<i<k, |z]<p, k+1<i
< n}. We can expand f into the Laurent series

fy= 2 car™
meZkx2Zn-k

SO

n

Ifwefixz,...,z_ysothat0<|z|<pforl<i<k-landz ...,z
that |z;| < p for k + 1 < i < n then ;

z) = ez Lz e 2 ) 2
g mZ 1 k=1Zk+1 n

my
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is a holomorphic function on D* bounded near the origin. Therefore it extends to
a holomorphic function on D. This easily implies ¢, = 0 for m, < 0. Therefore f
extends to (D*)*~! x D" **! and by the induction assumption to D". Q.E.D.

Now we shall reformulate A.1.4 to describe the form of the solutions of the
system (4).

We say that the elements s,r € C* are integrally equivalent if s — r € Z*.

For s € C* and m € Z% we denote by z°log™z the multivalued function

(X1, 000y X)) eXp(s)X + -0 F s )X L X

on X*.

It is easy to see that the matrix coefficients of the multivalued function z® are
linear combinations of functions z%log™z with s € C*, m € Z% . Therefore A.14
implies that for a multivalued solution @ of the sytem (4) there exist

(i) a finite subset S of C* such that no elements of S are integrally equivalent;

(ii) For each s€ § a finite family of nontrivial W-valued holomorphic
functions ®,,,, (me€Z* ), on D" such that on each coordinate hyperplane
Y,={zeC |z;=0}, 1 < j <k, atleast one of them is not identically zero, with

o=>0,  2log":

on X*. We call the above representation of ® a canonical form of the solution @.

PROPOSITION A.1.6.  Every multivalued solution ® of the system (4) has a unique
canonical form.

We have remarked already that a canonical form always exists. The
uniqueness follows from a weak form of the next result. In its strongest form it is
critical in the understanding of the “asymptotics along the walls” (see Section 6).

LEMMA A.1.7. Let U be an open subset of X intersecting {0} X D"~ *. Suppose
that ® is a multivalued W-valued holomorphic function on X* and assume that there
exist

(i) a finite set S of integrally inequivalent elements of C*,

(il) for each s€ S a finite family of W-valued holomorphic functions @,
(m € Z%), on U with

®=> 2 log"z

on p~\(U).

Then

(a) the functions @, extend to holomorphic functions on D",

(b) the above formula holds on whole X* and it determines the functions ®,,
uniquely.

To prove the above statement we study the action of covering transformations
on ® and use the following simple version of the Hartogs extension theorem.
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Let X be an open subset of C" and Y a proper closed analytic subset of X. Let
Y., be the subset of Y where Y is nonsingular and of codimension one. The
complement of Y, in Y is a closed analytic subset of codimension > 2 in X [10,
p. 115]. Let X* = X\Y.

LEMMA A.1.8. Ler U be an open set of X which intersects every connected
component of Y, and f a holomorphic function on X* U U. Then f extends to a
holomorphic function on X.

First we prove a special, nearly trivial case of the above result.

LEMMA A.19. Let X =D X Y where Y is a domain in C"~', X*=D*X Y
and U a nonempty open subset of X intersecting {0} X Y. If f is a holomorphic
function on X* U U it extends to a holomorphic function on X.

Proof. The function f can be expanded in the Laurent series

oo

fzn)= 2 a&(y)z5 z2€D* yey,

=—00

on D* X Y. The coefficients a,, k € Z, are holomorphic functions on Y; if yis a
positively oriented loop around the origin in D* we have

4O =g [ It N pEY,

for every k € Z. Obviously, a,(y)=0 for all y € Y such that (0, y) € U and
k < 0. The region Y being connected, it follows that a, =0 for £ <0. Q.E.D.

Now we can prove A.1.8. Let V be the set of all y € Y, such that there exists
an open neighborhood U, of y in X such that f|U; N X* extends to a
holomorphic function on U,. It is obvious that ¥ is open in Y,  and that it
contains U N Y .. By A.1.9 it is also closed in Y, ,. Our assumption therefore
implies that ¥ = Y, ,. Hence f extends to a holomorphic function on X* U Y .
Since the complement of Y, in Y has codimension > 2 in X, the classical
Riemann extension theorem [10, I.C.8] implies the assertion of A.1.8.

Now we can prove A.1.7.

We put

m|=m, +my+ -+ +m,
m!'=m!my! ... m!

k.
forme2Z%;

for m,n € Z% ; and

ms=mys, +ms,+ - +ms,
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for s € C*, m € Z*, . Also we denote by
e=(0,0,...,0,1,0,...,0)

the jth standard basis vector in C*.
ForseC and m e Z"+ the covering transformation Tj corresponding to the
loop y;, 1 < j < k, acts so that

e

zlog™m %z

— 2mis,

(TF — e )zlog™z = —2mimye

modulo terms involving z%log*z, k < m — 2e,. This immediately implies that

k
[ H] (7}* — e—Zm’s]) 1:12510ng = (_27”)‘"‘1m| e—211imszs (5)
Jj=
and
k . m
[ [I(TF —e™?™) ’}zslog“z =0 (6)
j=1

if n is not greater or equal to m.

For s € S we denote by M(s) the set of m € ZX such that the term @, z%log™z
appears in the expression for ® on p~ ().

To prove A.1.7 we use the induction in Card S.

Firstly we assume that Card S = 1. To prove the assertion in this case we use
the induction in Card M(s). If Card M(s)=1 the function ®_,, is obviously
unique and extends to a holomorphic function on X* U U given by &z ~*log™"z.
By A.1.8, @, extends to a holomorphic function on all of X.

Suppose that Card M(s) > 1. We can choose a maximal element my, € M(s)

By (5) and (6) we have on p~'(U)
Hl (T* — e729)™ @ = (= 2mi)™Img! e ~2"mSD _ 7%,
j=

and by applying the above conclusion we see that ®,,, is unique and extends to
a holomorphic function on all of X. Put

V=0-9  log"z,

then we can apply the induction hypothesis to ¥. Therefore the assertion holds in
the case Card S = 1.

Suppose now that the assertion holds when Card § < p. We prove that it then
holds when Card S < p + | by the induction in the number of terms in

®=>9,  zlog".
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Fix two different s,t € S. Then there exists 1 < j < k such that s;— 5@ Z. By
(6) there exists r € Z, such that

(T —e ™ )rz'log'“z =0

for all m € M(t). Therefore the induction hypothesis applies to (7}* — o 72Ty @,
Evidently

('I?: —e — 2mit, )Zleng = (ef2m's] - e—Zwil/ )ZSlOng

modulo terms involving zslog"z, k<m- €. Therefore if m, is 2 maximal element
of M(s), the coefficient of z’log™z in (T* — e 2y ® is equal to (e ™ —
e’z”"f)’CDs,mO. It follows that &, is unique and extends to a holomorphic
function on all of X.

Now we can put

V=~q-0a -z log"z
and apply the induction hypothesis again. This proves A.1.7.
2. A technical result. In this section we prove a technical result which is
needed critically in Section 7. It is almost self-evident and must be well known,
but we do not know a suitable reference.

Letd ,,s€C, meZ,, be a finite family of smooth functions on {0, 1) such
that & , (0) = 0. Put

O(x) =X &, x’log"x

for x€(0,1). Let0<n < 1

ProrosITION A.2.1. (i) Suppose there exist | € R and q > 0 such that for some
C > 0 we have

|P(x)| < Cx'(1 + |logx|)?, x € (0,7].
Then we have

Res > [

for all s, and if ®_,, appears in the above formula for s such that Res = [ we have
m< gq.
(i1) If there exists | € R such thar

lim x ~'®(x) = 0
x-20

we have Res > [ for all s.
(iii) If @ is an element of Lp((O, n),dx/ x) for some 1 < p < + 0, then Res >0
for all s.
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By Taylor’s theorem it is enough to prove the above statement in the case
when @, are polynomials. We may assume that n = 1, and we rewrite @ in the
form

P(x)= ZPS(logx)x:, (seSCQ),

where P, are nonzero polynomials.
We start with a rather pretty lemma due to Harish-Chandra [22, A.3.2]. For
the sake of completeness we reproduce its proof here.

LeMMA A.2.2. Suppose that every s € S is purely imaginary and ¢, € C. Then

1>[Sler]”.

Proof. Put f(x) =Y c,x’, x €(0, 1]. Then by direct computation we have

. 1 1 rdx _ 2
lim e L P SE = el
and if we put M = limsup, 4| f(x)| it follows immediately that

[P & < m2,

—>0 |loge|

which implies our assertion. Q.E.D.

Now we can prove A.2.1 (i). By dividing with x’ we may assume at the
beginning that / = 0. Let 5, be an exponent in

P(x) = > P (logx)x*
with the smallest real part. Suppose ¢ = Res, < 0. Then
)lci_x)r‘l)x “'P(x)=0.
Therefore

0= lim
x—0

> Plogx)x*'.

Res=1t

Let m, = max{deg P, |Res =1t} and c,, be the coefficient in P of the m,th
power, then

> P (logx)x*~!

Res=1r

> eomX |

Res=1t

= 11m log Mox

= lim

x—0
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By applying A.2.2 we see that ¢, ,, = 0 for all s, contradicting the choice of m,.
Therefore Res, > 0.
Suppose Res, = 0. Then obviously we have for some C, > 0

> P,(logx)x®|<

Res=0

C-(1+ |103xl)q

for x € (0, 1]. Let m, and ¢, ,, be as above. Then, if m, > ¢, we have

0=)l(1i%log ol > P,(logx)x

Res=0

= lim

x—0

> Comx’

Res=0

and by A.2.2 this implies c, ,, = O for all s with Res = 0, contradicting the choice
of m,. Therefore m, < g, which proves (i).

To prove (ii) we remark first that by (i) we have Res > /. and Res = / implies
deg P, = 0. Therefore

= lim x~ 1®(x)|= lim

sz’

Res=1/

what by A.2.2 implies that P, = 0 for Res = /. Hence Res > /, which proves (ii).
It remains to prove (iii). We start with the observation that if s#* 0 and Pis a
polynomial, then

f P(logx)xs dx _ Q(log y)y’
where Q is again a polynomial. Let s, be as before. Suppose Res, < 0. Then
= ! 5o d_x
()= [ @(x)xT0
has, by the above remark, the form
¥(x) = Q, (logx) + > QO (logx)x*
s 8o

where deg Q, =deg P, + 1, i.e. Q, is certainly not a constant.
Let 1 < g < + oo be such that (1/p) + (1/¢) = 1. By the Holder inequality we
have

1 —Res, 1
PO < [ 10k < (o] £ < o, - log ('

for all y €(0,1]. By (i) this implies that deg Q, =0, which is impossible.
Therefore Res, > 0.
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