
Similar matrices.   This generalizes the way in which diagonalizable matrices are similar to diagonal ones:

Definition  The n n matrices A, B are said to be similar if there is and invertible matrix P so that
P 1 A P = B.

Notice that being similar is an equivalence relation:

1)  If A is similar to B with the matrix P, then B is similar to A,  with the matrix P 1 :

P 1 A P = B         A = P B P 1.
2)  A is similar to itself, with P = I:

A = I 1 A I  

3)  Being similar is transitive:  if A is similar to B and B is similar to C, then A is similar to C: If we have 
invertible matrices P, Q so that

P 1A P = B
Q 1B Q = C

then

Q 1P
1
A P Q = Q 1BQ = C.

so A is similar to C via the matrix PQ.

These three "equivalence relations" mean that the space all n n matrices can be partitioned into subsets of
matrices which are similar to each other.

We'll see tomorrow that similar matrices represent the same linear transformation from n to n, but with 
the matrices expressed with respect to different bases.  For now (and for one of your homework problems 
tomorrow), we need to know that

Theorem  Let A and B be similar matrices.  Then they have the same characteristic polynomial, so the same 
eigenvalues.  (They won't have the same eigenvectors, though.)

proof  Let
P 1 A P = B.

Then

det B  I  = det  P 1A P  I

= det P 1A P   P 1 I P      

= det P 1 A  I  P



= det P 1  det A  I  det P  

= det A  I .
QED



Wed Mar 14
         5.4  Similar matrices and the matrix of a linear transformation with respect to bases

Announcements: 

Warm-up Exercise:





If we have a linear transformation T : V W  and bases  B = b1, b2, ... bn  in V,  C = c1, c2, ... cm  in 
W, then the matrix of T with respect to these two bases transforms the B coordinates of vectors v V to 
the C coordinates of T v  in a straightforward way:

Exercise 1)  Let V = P3 = span 1, t, t2, t3 ,  W = P2 = span 1, t, t2 , and let D : V W be the derivative 

operator.  Find the matrix of D with respect to the bases 1, t, t2, t3  in V and 1, t, t2  in W.   Test your 
result.



A special case of the matrix for a linear transformation is when T : V V and one uses the same basis in 
the domain and codomain:

And a special case of that is when T : n n is a matrix transformation T x = A x, and we find the 
matrix of T with respect to a non-standard basis.  This is how similar matrices arise:  as descriptions of the 
same linear transformation, but using different bases:

A special case of similar matrices is when A is diagonalizable and P is a matrix whose columns are an 
eigenbasis for n.  Then C is a diagonal matrix with the corresponding eigenvalues in each column,




