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       2.1  Matrix operations
     

Announcements: 

Warm-up Exercise:

 





1.9  Theorem:  Every linear transformation T : n m  is actually a matrix transformation!    

Some general defintions first, which we've already alluded to:

    In n we write 

e1 = 

1

0

:

0
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   We call
e1, e2 , ... en  

the standard basis for n because each 

x =

x1 

x2 

:

xn 

n 

is easily and uniquely expressed as a linear combination of the standard basis vectors, 

x = x1 e1 x2 e2 +  .... xn en
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= 3 e1 7 e2 6 e3 .

Example 2:   For A written in terms of its columns, A = a1, a2, ... an ,   
A e j = a j  ,

the jth column of A.



Theorem:  Every linear transformation T : n m  is actually a matrix transformation,

T x  = A x,
where the jth column of Am  n,  is T e j , j = 1, 2., ... n .  In other words the matrix of T is

A = T e1   T e1  .... T e1

proof:   T is linear, which means it satisfies
i        T u v = T u T v                 u, v n                   

 
ii                 T c u = c T u                        c , u n  .      

Let's compute T x  for x n :

T

x1 

x2 

:

xn 

 = T x1 e1 x2 e2 +  .... xn en  

= T x1 e1  T x2 e2   ... T xn en
by repeated applications of the sum property i .

= x1 T  e1  x2 T  e2   ...  xn T  en  
by applications fo the scalar multiple property ii .

= A x 
for the matrix A given in column form as

A = T  e1   T  e2  ....  T  en  .
Q.E.D.



Exercise 1  Illustrate the linear transformation theorem with the projection function T : 3 2, 

T

x1 

x2 

x3 

=
x1 

x2 



2.1 Matrix multiplication

Suppose we take a composition of linear transformations:
T1 : n m,   T1 x  = A x,      Am n .

  
T2 : m p,   T2 y  = B y.      Bp m 

   Then the composition  T2 T1 : n p is linear:
  i       T2 T1 u v  T2 T1 u v                                                                                

= T2 T1 u T1 v      T1  linear            
= T2 T1 u T2 T1 v              T2 linear

 T2 T1 u T2 T1 v                     

 ii       T2 T1 c u  T2 T1 c u                                                                                
= T2 c T1 u      T1  linear  
= c T2  T1 u      T2  linear

 c  T2 T1  u              

   So  T2 T1 : n p is a matrix transformation, by the theorem on the previous page.

     Its jth column is
T2 T1 ej  = T2 A ej                        

= T2 colj A  
= B colj A .

     i.e. the matrix of  T2 T1 : n p is
B a1 B a2  ...   B an    B A.

where colj A = aj .

Summary:   For Bp m  and  Am n  

     the matrix product  BA p n   is defined by
colj B A = B colj A        j = 1 .. n 

     or equivalently
 entryi j B A = rowi B  colj A    i = 1 ..p, j = 1 ..n

     And,
BA x = B A x

because BA is the matrix of  T2 T1 .



Exercise 2   Compute 
1 2

1 3

0 1 2 3

1 0 4 1

Exercise 3  For 

T1 x  = 
0 1 2 3

1 0 4 1

x1 

x2 

x3 

x4 

                          T2 y  = 
1 2

1 3

y1 

y2
 

compute  T2 T1 x .   How does this computation relate to Exercise 2?


