Wed Feb 28
4.5 dimension of a vector space, and related facts about span and linear independence.
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Theorem Let V'be a vector space, and let {Ll, 22, Lp } b a basis for V. Then for each v € V there is

unique set of scalars Cps Cps e €, SO that
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Definition (Each basis gives us a coordinate system). Let V' be a vector space, and let B = {_1, b, .. Qp }
be a basis for V. For each y € V we say that the coordinates of v with respect to [ are Cps Cps o €, if

y= clgl + 0222 + ...+ cpbp.

And, we write the vector of the coordinates of ¥ with respect to [3 as:
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Example: For the vector space

P3={p( )—a ta t+a, s + a4 r suchthata al,az,a3E[R}

we've checked that
B={1,77}
is a basis. So the coordinate vector of
p(1) {Q— 47 +7 ¢
0t

with respect to B is
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And, if ¢ € P3, with

[q]5=

then
g(1)=-2+1+77.

It turns out that we can understand pretty much any vector space question about P3 by interpreting the

question in terms of the coordinates with respect to B, which lets us work in R?* in lieu of P3 . That's what

Mates with respect to a basis are good for, when you're working with a non-standard vector space.
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Exercise 1) Let P
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be a non-standard basis of [R2. [:;z] - ﬁ !] l: .Z!
1a) Suppose x is a vector in R2, and _ P /-’ '3 €
) Z
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Find the standard coordinates for x, i.e. its coordinates with respect to the standard basis £ = g }
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1b) Find the B -coordinates for the vector b = . (The math may seem familiar.)
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1d) Interpret your work in lab geometrically, in terms of the coordinate system generated by f3. S-anl ond (E)
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Theorem Let V, W be vector spaces, and 7 : V— W a linear transformation. If 7is 1 — 1 and onto, then

the inverse function 7" ! is also a linear transformation, T U WSV, In this case, we call 7 an
isomorphism.

proof: We have to check that forallu, w € Wandallc € R,

= Tt w) =T () + 77 ()
_1 _ _1
Sind | 75 |- I (cu)=cT (u).
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T is Wvaon

T (T @) = 2 T (T (@)= ¢ TTT)
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Theorem Let 7 be a vector space, with basis 3 = { Ll, QQ, Qn } Then the coordinate transform
T : V—R" defined by
T(y) =[xl

is linear, and it is an isomorphism.



