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Exercise 4 Recall from Monday that the linear transformation which rotates counterclockwise by an angle

o has matrix [~ St
Lo(r < [Lo.}ot
- cos(a) -sin(a) 2 e
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Compute the product T . . FFT
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What do you see?



2.1 matrix algebra....we already talked about matrix multiplication. It interacts with matrix addition in
interesting ways. We can also add and scalar multiply matrices of the same size, just treating them as
oddly-shaped vectors:

Matrix algebra:

addition and scalar multiplication: Let4 ., B _  betwo matrices of the same dimensions (m rows
and n columns). Let entry, (A4) = a, » entry, (B) = bl.j . (In this case we write 4 = [al.j], B= [bl.j] J)
Let ¢ be a scalar. Then

entryl.j(A + B) = a; + bl.j .
entryl.j(cA) =ca.

In other words, addition and scalar multiplication are defined analogously as for vectors. In fact, for these
two operations you can just think of matrices as vectors written in a rectangular rather than row or column
format.
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vector properties of matrix addition and scalar multiplication

But other properties you're used to do hold:

+ is commutative A+B=B+ 4
entryl.j(A +B) = a + bl.j = bl.j + a, = entryl.j(B +4)
+ + is associative (A+B)+C=4+ (B+C)

the ij entry of each side is a, + bl.j + ¢,

scalar multiplication distributes over + ¢(4 + B)=cA4 + cB.
ij entry of LHS is c(al.j + blj) = c(al.j + blj) = ij entry of RHS



More interesting are how matrix multiplication and addition interact:

Check some of the following. Let In be the n x n identity matrix, with In x=x forallx € R". Let

A, B, C have compatible dimensions so that the indicated expressions make sense. Then
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(A+B)C=A4C + BC (rightdistributive law)

d rAB= (rd) B=A(rB) forany scalar r.
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Warning: 4B # BA in general. In fact, the sizes won't even match up if you don't use square matrices.



