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o
# Determinants are scalars defined for square matrices 4, |~ They always determine whether or not the

inverse matrix 4~ exists, (i.e. whether the reduced row echelon form of A4 is the identity matrix): In fact,
. . . 8- . . . .
the determinant of A is non“zero if and only if 4 ! exists. The determinant of a 1 x 1 matrix [all ] 1s

defined to be the number a,,. (And whether or nota, , =0 determines if it doesn't or does have a

multiplicative inverese.) Determinants of 2 X 2 matrices are defined as in or magic formula for inverse
matrices, in the 2 x 2 case; and in general determinants for #» X n matrices are defined recursively, in terms
of determinants of (n — 1) X (n — 1) submatrices:

Definition: Let A4 = [a. ] . Then the determinant of 4, written det(A4) or |4| , is defined by
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Here M| 1s the determinant of the (n — 1) X (n — 1) matrix obtained from A4 by deleting the first row My, S

and the] column, anﬁj is simply ( - 1 +JM1J & ded 3}
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More generally, the determinant of the (n — 1) x (n — 1) matrix obtained by deleting row i and column j
from 4 is called the i/ Minor M, , of 4,and C;, == (-1 ) +JMl.j is called the i j Cofactor of 4 .

Exercise 1 Check that the messy looking definition above gives the same answer we talked about in
regards to our formula for the inverse of 2 x 2 matrices, namely
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from the last page, for our convenience:

Definition: Let An “n= [al.j] . Then the determinant of 4, written det(4) or |A| , is defined by
- n n
1+ =
( det(A) = j;alj(—l) JMljzj;alelj. =3

Here M| ; is the determinant of the (n — 1) X (n» — 1) matrix obtained from 4 by deleting the first row

and thefh column, and Clj is simply (-1 )1 +jM1j .

Exercise 2 Work out the expanded formula for the determinant of a 3 x 3 matrix. It's not worth
memorizing (as opposed to the recursive formula above), but it's good practice to write out at least once,
and we might point to it later.
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Exercise 3a) Let4:=| 0 3 1 |. Compute det(A) using the definition. (On the next page we'll use
2 -2 1

other rows and columns to do the computation.)
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Theorem: det(A) can be computed by expanding across any row, say row i:
n

— l +] ]
det(A) = jEl a, (-1)""M, = E a,C,. rowr, LA)
or by expanding down any column, say column j:

det(A 2 1y M, - Z o W(juo
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(proof'is not so easy - our text skips it and so will we. If you look on Wikipedia you'll see that the
determinant is actually a sum of # factorial terms, each of which is + a product of n entries of 4 where
each product has exactly one entry from each row and column. The + sign has to do with whether the
corresponding permutation is even or odd. You can verify this pretty easily for the 2 x 2 and 3 x 3 cases.
Then one shows inductively that each row or column cofactor expansion reproduces this sum, in the n X n

case.)



From previous page,

3b) Verify that the matrix of all the cofactors of 4 is given by [Cl.j] =

1 2 -1
A=10 3 1
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. Then expand

det(A) down various columns and rows using the a; factors and Cl.j cofactors. Verify that you always

get the same value for det(A4), as the Theorem on the previous page guarantees. Notice that in each case
you are taking the dot product of a row (or column) of 4 with the corresponding row (or column) of the

cofactor matrix.
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3c) What happens if you take dot products between a row of 4 and a different row of [Cl.j] ? A column

of A and a different column of [Cl.j] ? The answer may seem magic.
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3d) The adjoint matrix is defined to be the transpose of the cofactor matrix. So in our example,

So, in this case - and in fact always, the magic formula for A lis given by

-1 .
= der(a) “VA)-

It seems like magic now, but we'll be able to understand why it's true after we learn about more
determinant properties on Wednesday and Friday.




Exs‘ﬁise 4) Compute the following determinants by being clever about which rows or columns to use:
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triangular matrix (as in 2b), the determinant is always just the product of the diagonal entries.

ﬂ, or for a lower

Exercise 5) Explain why it is always true that f@r triangular matrix (as _in 2



