
Theorem (fill in details).

1a)  Let W n be a subspace with dim W = p,  1  p n.  Then dim W = n p, so 
dim W dim W  = n  

Hint:  Use reduced row echelon form ideas.

1b)  W  W  = 0

Hint:  Let x W  W .  Compute x  x.

1c)   W  = W.

Hint:  Show W  W .   Then count dimensions.

1d)  Let   B  = w1, w2, ... wp  be a basis for W  and  C = z1, z2, ... z n p  be a basis for W .   Then 
their union, B C ,  is a basis for n.

Hint:  Show B C  is linearly independent.



Remark:  From the discussion above, and for any m n matrix A of arbitrary rank p,  we can deduce from 
the discussion above that Row A  = Nul A;  so Nul A  = Row A; from our previous work we know
that dim Row A  = p, dim Nul A  = n p.  This decomposes the domain of the linear transformation 
T : n m,

T x   A x .

By the same reasoning applied to the transpose transformation from m n, the codomain of T 
decomposes into Col A = Row AT and (Col A = Nul AT, with dim Col A = p  and 
dim Nul AT  = m p.    In other words, we have justified the diagram we really only waved our hands 
at back in Chapter 4, except for transformations from 2 2.



Exercise 2)  In Exercise 1 with W = span

1

1

3
,  

1

0

2
, we showed W = span 

2

5

1
.   Compute  

W  as  Nul 2 5 1  and verify that it recovers W (but with a different basis).



Wed Apr 4
         6.2-6.3  very good bases revisited:  orthogonal and orthonormal bases.  Projection onto multi-
dimensional subspaces.

Announcements: 

Warm-up Exercise:



Definition:  The set u1, u2, ... , up n is called orthonormal if and only if
ui ui = 1,  i = 1, 2, ...p 
ui uj = 0,      i j.

So this is a set of unit vectors that are mutually orthogonal.   It turns out that they make very good bases 
for p dimensional subspaces W.

Examples  you know already:

1)  The standard basis e1, e2, ..., en n, or any subset of the standard basis vectors.

2)  Rotated bases in 2.    u1, u2  = 
cos 

sin 
,  

sin 

cos 
.  

Theorem  (why orthonormal sets are very good bases):  Let B = u1, u2, ... , up n be orthonormal.   
Let W = span u1, u2, ... , up .  Then

a)  u1, u2, ... , up  is linearly independent, so a basis for W.

b)  For w W,   the coordinate vector w B = 

u1 w

u2 w

:

up w

 is directly computable.  In other words,

w = u1 w u1  u2 w u2  ...  up w up



c)  Let x n.  Then there is a unique nearest point to x in W, which we call projW x, ("the projection of 
x onto W.")   The formula for this projection is given by

projW x = u1 x u1  u2 x u2  ...  up x up .

(As should be the case, projection onto W leaves elements of W fixed.)

Proof:  We will use the Pythagorean Theorem to show that the formula above for projW x yields the 
nearest point in W to x :

Define
z = x projW x   

z = x  u1 x u1  u2 x u2  ...  up x up.
Then for j = 1, 2, ... p, 

z uj = x uj   x uj = 0 .

So z  W, i.e.
z  t1 u1 t2 u2  ... tp up  = 0 

for all choices of the weight vector t .

Let w  W.  Then

x w 2 = x projWx   projWx w
2 .

Since x projWx = z and since  projWx w W, we have the Pythagorean Theorem

x w 2 =  x projWx 
2  projWx w 2 

x w 2 =  z 2 projWx w 2 . 

So x w 2 is always at least  z 2, with equality if and only if w = projW x.  
QED



Exercise 1  
1a)  Check that the set 

B = 
1
3

2

2

1
,

1
3

1

2

2
,

1
3

2

1

2
 

is an orthonormal basis for 3.

1b)  For x = 

1

2

3
  find the coordinate vector  x B  and check your answer.

solution x B = 

3

1

2
 



Exercise 2  Consider the plane from Tuesday

W = span

1

1

3
,  

1

0

2
 

which is also given implicitly as a nullspace, 

W = Nul 2 5 1 .

2a)  Verify that 

B = 
1

5

1

0

2
,  

1

6

2

1

1
 

is an ortho-normal basis for W.

2b)    Find projW x  for x =

7

3

1
.  Then verify that  z = x projW x  is perpendicular to W.

solution projW x = 

5

2

0
 



Remark:  A basis v1, v2, ... , vp n is called orthogonal if the the vectors in the set are mutually 
perpendicular, but not necessarily normalized to unit length.  One can construct an orthonormal basis from 
that set by normalizing, namely

u1, u2, ... , up = 
v1
v1

, 
v2
v2

, ... , 
vp
vp

n .

One can avoid square roots if one uses the original orthogonal matrix rather than the ortho-normal one.  
This is the approach the text prefers.  For example, for orthogonal bases, the very good basis theorem 
reads

Theorem  (why orthogonal bases are very good bases):  Let B = v1, v2, ... , vp n be orthogonal.   Let
W = span v1, v2, ... , vp .  Then

a)  v1, v2, ... , vp  is linearly independent, so a basis for W.

b)  For w W,   
w = u1 w u1  u2 w u2  ...  up w up 

w = 
v1 w

 v1
2 v1  

v2 w

 v2
2  v2  ...  

vp w

 vp
2  vp 

c)  Let x n.  Then there is a unique nearest point to x in W, which we call projW x, ("the projection of 
x onto W.")   The formula for this projection is given by

projW x = u1 x u1  u2 x u2  ...  up x up .

projW x =  
v1 x

 v1
2 v1  

v2 x

 v2
2  v2  ...  

vp x

 vp
2  vp.

You can see how that would have played out in the previous exercise.


