
Math 2270-002  Week 3 notes
We will not necessarily finish the material from a given day's notes on that day.  We may also add or 
subtract some material as the week progresses, but these notes represent an outline of what we plan to 
cover.  These notes cover material in  1.6-1.8.   

Tues Sept 4
       1.6-1.7  applications; introduction to linear dependence and independence.

Announcements: 

Warm-up Exercise:
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Exercise 1)  Consider the following traffic flow problem (from our text):  What are the possible flow 
patterns, based on the given information and that the streets are one-way, so none of the flow numbers can 
be negative?

Hint:  If you set up the flow equations for intersections A, B, C, D in that order, the following reduced row
echelon form computation may be helpful:

1 1 0 0 0 800

0 1 1 1 0 300

0 0 0 1 1 500

1 0 0 0 1 600

      

1 0 0 0 1 600

0 1 0 0 1 200

0 0 1 0 0 400

0 0 0 1 1 500
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Hint:  After we set up the problem, the following computation will help with the answer:

1. .4 .6

.6 .9 .2

.4 .5 .8
                  approximately reduces to      

1. 0. 0.94

0. 1. 0.85

0. 0. 0.
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1.7  When we are discussing the span of a collection of vectors  v1, v2,  ... vn  we would like to know that 
we are being efficient in describing this span, and not wasting any free parameters because of redundancies
in the vectors.   For example, the most efficient way to describe a plane in 3 is as the span of exactly two 
vectors, rather than as the span of three or more.  This has to do with the concept of "linear independence":

Definition: 
a)  An indexed set of vectors  v1, v2,  ... vn  is said to be linearly independent if no one of the vectors is a 
linear combination of (some) of the other vectors. The concise way to say this is that the only way 0 can be
expressed as a linear combination of these vectors,

c1v1 c2v2  ... cnvn = 0 ,
is for all of the weights c1 = c2 =... = cn = 0 .

b)  An indexed set of vectors  v1, v2,  ... vn  is said to be linearly dependent  if at least one of these 
vectors is a linear combination of (some) of the other vectors.  The concise way to say this is that there is 
some way to write 0 as a linear combination of these vectors

c1v1 c2v2  ... cnvn = 0 

where not all of the cj = 0 .  (We call such an equation a linear dependency.  Note that if we have any such 
linear dependency, then any vj with cj 0 is a linear combination of the remaining vk with k j .  We say
that such a vj is linearly dependent on the remaining vk .)
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Note:  The only set of a single vector v1  that is dependent is if v1 = 0.  The only sets of two non-zero 
vectors,  v1, v2  that are linearly dependent are when one of the vectors is a scalar multiple of the other 
one.  For more than two vectors the situation is more complicated.  

Exercise 3a)  Is this set linearly dependent or independent?  
0

0
 ?   How does your answer generalize 

to any set of vectors which includes the zero vector?

3b)  Is this set of vectors linearly dependent or independent?   
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Example 

The set of vectors v1 =
1

1
 , v2 =

1

3
, v3 =

2

8
 in 2 is linearly dependent because, as we 

showed when we were introducing vector equations (and as we can quickly recheck),

3.5
1

1
1.5

1

3
=

2

8
. 

We can also write this linear dependency as

3.5v1 1.5v2 v3 = 0  
(or any non-zero multiple of that equation.)

Remark:  If we're studying the span of a set of vectors, we'd prefer to be dealing with independent ones in 
order to avoid redundancies in how we represent a given vector as a linear combination.  If you look at the 
example above, we can delete the vector v3 (or any one of the other two vectors in this example), without 
shrinking the span:

span v1, v2, v3  = span v1, v2 .

The reason for this is that 
c1 v1  c2 v2  c3 v3 = c1 v1  c2 v2  c3 3.5 v1 1.5 v2  = d1v1  d2v2 .
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Wed Sept 5
       1.7  Linear dependence/independence continued.
     

Announcements: 

Warm-up Exercise:
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Note that the set of vectors  v1, v2,  ... vn  is linearly dependent if and only if there are non-zero solutions 
c to the homogeneous matrix equation

A c = 0

for the matrix A = v1  v2   ... vn  having the given vectors as columns.  Thus all linear 
independence/dependence questions can be answered using reduced row echelon form and facts about  
homogeneous matrix solutions.

Exercise 1)  Show that the vectors

v
1

=

1
0
2

,  v
2

=

1
2
0

, v
3

=

1
6
4

    

are linearly dependent (even though no two of them are scalar multiples of each other).  What does this 
mean geometrically about the span of these three vectors?

Hint:  You might find this computation useful:

1 1 1
0 2 6
2 0 4

              
1 0 2
0 1 3
0 0 0
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Exercise 2)  Are the vectors

v
1

=

1
0
2

,  v
2

=

1
2
0

, w
3

=

1
1
1

 

linearly independent or dependent?    Hint:
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0 1 0
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Exercise 3a)  Why must more than three vectors in 3 be linearly dependent?   

3b)   How about more than m vectors in m ?

3c)  If you are given a set of exactly n vectors in n how can you check whether or not they are linearly 
independent?  

3d)  If you have a set of fewer than n vectors in n can they span n?   

3e)  If v1, v2,  ... vn  is a set of exactly n vectors in n  what condition on the reduced row echelon form 
of A = v1, v2,  ... vn  guarantees and is required so that the vectors span n ?  Compare with 3c.
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Fri Sept 7
       1.7  reduced row echelon form as encoding linear independence/dependence of matrix columns; 
introduction to linear transformations, section 1.8.

Announcements: 

Warm-up Exercise:

returned Hw 1 Quiz3

on some of theproblems are graded
see rubric on public Hwpage

solutions to non textproblems are on CANVAS

t't l S
3d se the last twoexercises inyesterday'sholes



Exercise 1)  Consider the homogeneous matrix equation A x = 0 , with the matrix A (and its reduced row 
echelon form) shown below:

A  

1 2 0 1 1

2 4 1 4 1

2 4 0 2 2
             

1 2 0 1 1

0 0 1 2 1

0 0 0 0 0
        .

Find and express the solutions to this system in linear combination form.  Note that you are finding all of 
the dependencies for the collection of vectors that are the columns of A, namely the set
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Exercise 2)  Focus on the idea that solutions to homogeneous matrix equations correspond exactly to linear
dependencies between the columns of the matrix.  Now, since the solution set to a homogeneous linear 
system does not change as you do elementary row operations to the augmented matrix, column 
dependencies also do not change.  Therefore the vectors that span the space of homogeneous solutions in
Exercise 1 are encoding the key column dependencies in 3, for both the original matrix, and for the 
reduced row echelon form.  

Check this, by reading off "easy" column dependencies in the reduced matrix; seeing that they are also 
dependencies in the original matrix;  and that they correspond to the basis of the homogeneous solution 
space.  Magic!  We will use this magic in important interesting ways, later in the course.

A  

1 2 0 1 1

2 4 1 4 1

2 4 0 2 2
             

1 2 0 1 1

0 0 1 2 1

0 0 0 0 0
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Exercise 3)  (This exercise explains why each matrix has only one reduced row echelon form, no matter 
what sequence of elementary row operations one uses to find it.  We didn't have the tools to explain why 
this fact was true earlier in the chapter)  Let B4 5 be a matrix whose columns satisfy the following 
dependencies:

col1 B 0   (i.e. is independent)
col2 B = 3 col1 B   

col3 B  is independent of column 1
col4 B  is independent of columns 1,3.

col5 B = 3 col1 B 2 col3 B col4 B .
What is the reduced row echelon form of B? B 4 rows 5 column
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1.8  Introduction to linear transformations.  

Definition:  A function T which has domain equal to n and whose range lies in m is called a linear 
transformation if it transforms sums to sums, and scalar multiples to scalar multiples.  Precisely, 
T : n  m is linear if and only if

T u v = T u T v                 u, v n                    
T c u = c T u                        c , u n  .      

Notation  In this case we call m the codomain.  We call T u  the image of u.  The range of T is the 
collection of all images T u , for u n.

Important connection to matrices:   Each matrix Am n gives rise to a linear transformation T : n  m, 
namely

T x A x        x n.   
This is because

Theorem 5  (p. 39  Matrix multiplication is linear)  If A is an m n matrix, u, v n, c a scalar, then

a)  A u v = A u  A v

b)  A c u  = c A u  

Remark:  One reason that the word "linear" is appropriate for these sorts of functions is that linear 
transformations transform lines to lines (or points);  and families of parallel lines are transformed into 
families of parallel lines (or points).
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Exercise 4)  Let T : 2 2  be defined by

T
x1

x2

2 1

1 3

x1

x2
  =  A x.

4a  Find T u  for u = e1, e2 .  What parts of the matrix do these output vectors correspond to?

4b)  How is the domain rectangular grid generated by the standard basis vectors transformed by this 
function T ?

t



4c)  Consider domain lines with slope 1, i.e. with direction vectors parallel to 
1

1
.   What are the slopes 

of the images of these lines ?

T
x1

x2

2 1

1 3

x1

x2
  =  A x 

4d)  Sketch the image of the line segment having position vectors t
1

1
  s.t. 1 t 2}.

domain codomain

u n f


