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Big Exercise: (We'll probably start this on Monday, and finish on Tuesday.) The vector space R” has

subspaces! But there aren't very many kinds, it turns out. (Eventhough there are countless kinds of
subsets of R".) Let's find all the possible kinds of subspaces c@ sing our expertise with matrix
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4.1-4.2 Vector spaces and subspaces; null spaces, column spaces.
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Finish the big exercise from Monday.

Review....

We've been discussing the abstract notions of vector spaces and subspaces, with some specific examples
to help us with our intuition. Today we continue that discussion. We'll continue to use exactly the same
language we used in Chapters 1-2 .... except now it's for general vector spaces:

Let V'be a vector space (Do you recall that definition, at least roughly speaking?)

Definition: If we have a collection of p vectors { Y, Yy ¥ } in V, then any vector y € V' that can be

expressed as a sum of scalar multiples of these vectors is called a linear combination of them. In other
words, if we can write

1-1 22 D
then vy is a linear combination of Vs Vyy ¥ The scalars Cps Cypeess €, ATE called the linear combination
coefficients or weights.
Definition The span of a collection of vectors, written as span { Y, ¥y, zp} , 1s the collection of all linear

combinations of those vectors.

Definition:
2) An indexed set of vectors { LIPRUTIN S } in V'is said to be linearly independent if no one of the vectors

is a linear combination of (some) of the other vectors. The concise way to say this is that the only way 0
can be expressed as a linear combination of these vectors,

¥ + c¥, + ...+ CPEPZQ,

is for all of the weights ¢, = ¢, =... = ¢,= 0.

b) An indexed set of vectors { Yy, b } is said to be linearly dependent if at least one of these

vectors is a linear combination of (some) of the other vectors. The concise way to say this is that there is
some way to write 0 as a linear combination of these vectors

Y +Czl_)2 + .. +cp1p=ﬂ

where not all of the ¢ = 0. (We call such an equation a linear dependency. Note that if we have any such
linear dependency, then any Y, with ¢ # 0 s a linear combination of the remaining y, with k # j. We say

that such a Y, is linearly dependent on the remaining , .)



And from yesterday,

Definition: A subspace of a vector space V'is a subset H of V" which is itself a vector space with respect
to the addition and scalar multiplication in /. As soon as one verifies a), b), ¢) below for H, it will be a
subspace.

a) The zero vector of V'is in H

b) H is closed under vector addition, i.e. foreachu € H,y € H thenu +y € H.

¢) H is closed under scalar multiplication, i.e foreachu € H, ¢ € R, then also cu € H.

eorem (spans are subspaces) et J be a vector space, and let [y, v, ... ¥ 1 be aset of vectors in V.
P P p Pl by

Then H = span [y v } is a subspace of V.

19—29

proof: We need to check that for H = span { Y, Yy, ¥ }

a) The zero vector of Vis in H
-
29. 03 = 0 by (13)
M
H

b) H is closed under vector addition, i.e. for eac@ €H thenu +y € H.
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¢) H is closed under scalar multiplication, i.e for eachu € H, c € R, then alsocu € H.
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Definition A basis of a vector space V'is a set of vectors { Y, Y, . ¥ } in ¥V which spans V and which is
linearly independent. ( ‘(’j- Mo S‘\"a\u\AMA b"\SfS, or oH l)g\% i [RV\I oolde
Lot ve dis cussed bedre).

Definition A vector space V'is finite dimensional if it has a basis with only a finite number of vectors in it.
Otherwise V'is called infinite dimensional.

Vet rspa e
Definition If ¥ is a finite dimensional/\then the dimension of V is the number of vectors in a basis for V.
(It turns out that every basis has the same number of vectors, just like every basis of [R” always has exactly

n vectors.
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Remark Using minimal spanning sets, i.e. bases, was how we were able to characterize all possible
subspace of [R3 yesterday (or today, if we didn't finish on Monday). Can you characterize all possible
<ubsers of R” in this way?
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Example: Let P be the space of polynomials of degree at most 7,
n
P = {P(f) =a,+a t+a, 4.+ a {' such thatay, a

n

pea, € IR}

Note that P is the span of the (n + 1) functions
n

Py()=1p () =tp, (1) =L, .. p (1) =1"

Although we often consider P as a vector space on its own, we can also consider it to be a subspace of
n

the much larger vector space V of all functions from R to R.

Exercise 1 abbreviating the functions by their formulas, we have
P3 = Span{ 1,1t tz, £ }

Are the functions in the set { 1,7, 7 } linearly independent or linearly dependent? Are they a basis for
P ?
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