Definitions: a The set { v, € R~ is called orthogonal

AU ,gp}
zero and

if and only if all the vectors are non-

v.°2j=0, i#+j, ,j=1..p

(The vectors in an orthogonal set are mutually perpendicular to each other.)

b The set {lvﬂy

S, } S R is called orthonormal if and only if

ll.-lj;O, i#j, ,j=1..p.

li.lizl’ i=1,2,..p

So this is a set of mutually orthogonal vectors that are all unit vectors.

Remark: If {21,22,

Y

2, } € [” is an orthogonal set, then there is a corresponding orthonormal set

y

hY
{gl,%,...,u}= ( 1, 2 ,
R

which spans the same subspace as the original orthogonal set.

Examples of ortho-normal sets you know already:

cee o

B

1) The standard basis { e.e e } € [R7, or any subset of the standard basis vectors.

1 £ 0 &y

. cos O -sin o
2) Rotated bases in R2. {gl, u .
sin o cos ol

Theorem (why orthonormal sets are very good bases): Let B = { u

Let W= span{gl,gz, ,gp}. Then

Pl s gp} < [R” be orthonormal.

[ . C: =
u, =0
iy
b) Forw € W, the coordinate vector [w]g= is directly computable. In other words,
u w
u,
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¢) Letx € R". Then there is a unique nearest point to x in ¥, which we call proj,, x, ("the projection of
Xxonto W.") The formula for this projection is given by

prOijz (ul -x)gl + (lz -5)&2 + ...+ ( -;)u .

u
P P

(As should be the case, projection onto # leaves elements of I fixed.)

=L

Proof: We will use the Pythagorean Theorem to show that the formula above for proj,, x yields the
nearest point in Wto x :

Define <
-
z=x—prolei| Z -L\/\/ 4 w ,Pmo.w.»
— _ 5 W
u\-\- z—%- (ul -x)ul - (uz-x)uz - (up°x)up.) . uJ-
Then forj=1,2, ... p,
Z.'%:l’% ‘X'%:O.
Soz L W,ie.
Z (tlul-i-tzgg + . tplp)ZO

for all choices of the weight vector £ .

Letw € W. Then
I = l* = | (x = projys ) + (projyx -) |-
Since (x — proj,x ) =zand since (proj,x -w) € W, we have the Pythagorean Theorem
Il = = || 2= projy |° + [projyx ~af
e — i = || 2 |* + |[proj,x -w|f -

So|k — v_v“z is always at least || z || 2. with equality if and only if w = proj, x.
QED



Exercise 1
la) Check that the set

2 1 -2
1 1 1
B=1—|2| =| 2] =] 1
3 "3 * 3

1 2 2

is an orthonormal basis for R3.

we dad Huis

1

1b) Forx=| 2 | find the coordinate vector [x]g and check your answer.

: R Hasg ;

solution [x]g = | 1
2



Exercise 2 Consider the plane from Tuesday

1 1
1. |
W=spani| 1 |, | O W™+ Nl i . © _.]
3 W—L_:SP“"‘ L2 -5 l]"]
[

3] Hf[%l

which is also given implicitly as a nullspace,

W=Nul[2 -5 1] ‘

2a) Verify that g bres W) o Nl (2 -5 )
1 2 . .
RN B N ,Ll % 2-din'f
S, Ve, J (> -5 QY‘YO
isanortho-normalbas.isforW. [7- < llzl =0 (7_ A 7; -,
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Remark: As we mentioned, if {21, AU

vectors), then there is the corresponding orthonormal basis obtained from that set by normalizing, namely

2, } € R~ is an orthogonal set (of mutually perpendicular

Y Y v
{ll’lz""’lp}: 1 ,l,..., P_c Re
2 [ 1% |

One can avoid square roots if one uses the original orthogonal basis rather than the ortho-normal one.
This is the approach the text prefers. For example, for orthogonal bases, the very good basis theorem
reads

Theorem (why orthogonal bases are very good bases): Let B = { Yy Yy s B } € [R” be orthogonal. Let

W=Span{zl,22, ,zp} Then

a) { Yy Yy e B } is linearly independent, so a basis for 7.

b) Forw e W,
W= (s wyuy (1w o (1w
Y. °w V,* W Yy W
po G2, ) )Ep
EAl EX X

¢) Letx € R". Then there is a unique nearest point to x in ¥, which we call proj,, x, ("the projection of

x onto W.") The formula for this projection is given by

Projyx= (i, *x)u, + (i, XY, + o + (1,0 X)u,.
V. X V,*X Yy X

proj, X = ( ! )21 + (_2 2) yz-i- ... + (—p 2) xp
2 || BN

You can see how that would have played out in the previous exercise.



Nov- 16 (w:l«gk«m )

Fri Agm=h :
. .3-6.4 Gram-Schmidt process for constructing ortho-normal (or orthogonal) bases e
A = Q Rmafrix factorization. (I'll bring notes to class for the second topic, 1f 1 | have time

on Friday. Otherwise we'll discuss it on Monday.)
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Start with a non-orthogonal basis B = {w., w_, ... w | for a subspace W of R*. How can you convert it
g oWy o W p y

into an orthonormal basis? Here's how! The inductive process is called Gram-Schmidt orthogonalization.

Let W1 = span {ml } Define u = ” w H . Then {ll } is an orthonormal basis for Wl'

2 _:,' W,
o b\‘ WI
L
A
Let W, = span {&1, w, }
Letz,2 =W, —projwmz, S0 Z, 1 u,.
1
) . .
Deﬁneg2 = W So {gl, lz} 1s an orthonormal basis for WZ'
Z,
W,
W,
z
@, >
. W
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w, ¥
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i:w — proy W
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Let W3 = span {yl,&z,m3 }

Let z, = w, —projW w,, soz, LW,

Define u, = H ” . Then { Uy, Uy } is an orthonormal basis for W3.
3
WS
Inductively,
Let W] = Sp‘m{&p&z’ %} = Span{ll,lz, LU 1,%}
Letz, =w, pmej_lﬁj A G L € o L LRy L
Define u = ”2 H . Then {gl,%, %} is an orthonormal basis for WJ .
J

Continue up to j = p.



Exercise 1 Perform Gram-Schmidt orthogonalization on the basis

(0,u)
B 1 0
2115 S
. . 2
Sketch what you're doing, as you do it. \/—v' \l_\l, \ W\ =5pan “—‘\]]
\ 2
u’ = \’2' =L [r} (7-)7'\
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