
Fri Feb 23
4.1-4.3  The vector spaces 2, 3,  n .

Announcements: 

Warm-up Exercise:



On Wednesdy we interpreted linear combinations geometrically.  And, we noticed that to answer natural 
questions we ended up using matrix theory from Chapter 3  This is because

Exercise 1)  By carefully expanding the linear combination below, check than in m , the linear 
combination
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is always just the matrix times vector product
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Thus linear combination problems in m can usually be answered using the linear system and matrix 
techniques we've just been studying in Chapter 3.  This will be the main theme of Chapter 4. 



Exercise 3)  Consider the two vectors v1 = 1, 0, 0 T, v2 = 0, 1, 2 T 3.
3a)  Sketch these two vectors as position vectors in 3, using the axes below.

3b)  What geometric object is span v1  ?  (Remember, we are identifying position vectors with their 
endpoints.)  Sketch a portion of this object onto your picture below.  Remember though, the "span" 
continues beyond whatever portion you can draw.

3c)  What geometric object is span v1, v2  ?  Sketch a portion of this object onto your picture below.  
Remember though, the "span" continues beyond whatever portion you can draw.



3d)  What implicit equation must vectors b1, b2, b3
T satisfy in order to be in  span v1, v2 ?  Hint: For 

what b1, b2, b3
T can you solve the system

c1

1

0

0
c2

0

1

2
=

b1

b2

b3

  

for c1, c2 ?  Write this an augmented matrix problem and use row operations to reduce it, to see when you 
get a consistent system for c1, c2.



When we are discussing the span of a collection of vectors  v1, v2,  ... vn  we would like to know that we 
are being efficient in describing this collection, and not wasting any free parameters because of 
redundancies.  This has to do with the concept of "linear independence":

Definition: 
a) The vectors  v1, v2,  ... vn are linearly independent if no one of the vectors is a linear combination of 
(some) of the other vectors. The logically equivalent concise way to say this is that the only way 0 can be 
expressed as a linear combination of these vectors,

c1v1 c2v2  ... cnvn = 0 ,
is for all the weights c1 = c2 =... = cn = 0 .

b)  v1, v2,  ... vn are linearly dependent if at least one of these vectors is a linear combination of (some) of 
the other vectors.  The concise way to say this is that there is some way to write 0 as a linear combination 
of these vectors

c1v1 c2v2  ... cnvn = 0
where not all of the cj = 0 .  (We call such an equation a linear dependency.  Note that if we have any such 
linear dependency, then any vj with cj 0 is a linear combination of the remaining vk with k j .  We say
that such a vj is linearly dependent on the remaining vk .)

Note:  Two non-zero vectors are linearly independent precisely when they are not multiples of each other.  
For more than two vectors the situation is more complicated.



Example (Refer to Exercise 2 Wednesday):  

The vectors v1 =
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 in 2 are linearly dependent because, as we showed on 

Tuesday and as we can quickly recheck,
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We can also write this linear dependency as

3.5v1 1.5v2 v3 = 0  
(or any non-zero multiple of that equation.)

Exercise 2) Are the vectors v1 =
1

1
 , v2 =

1

3
 linearly independent?  How about v1 =

1

1
 , 

v3 =
2

8
 ?



Exercise 3)  For linearly independent vectors  v1, v2,  ... vn, every vector v in their span can be written as 
v = d1v1 d2v2  ... dnvn uniquely, i.e. for exactly one choice of linear combination coefficients d1, d2,

...dn .  This is not true if vectors are dependent.  Explain these facts.  (You can illustrate these facts 
with the vectors in Exercise 2.)

Exercise 5)  (Recall Exercise 3 in Wednesday's notes): 
5a)  Are the vectors 
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linearly independent?



5b)  Show that the vectors
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are linearly dependent (even though no two of them are scalar multiples of each other).  What does this 
mean geometrically about the span of these three vectors?
Hint:  You might find this computation useful: 
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Exercise 6)  Are the vectors
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linearly independent?  What is their span?  Hint:
1 0 1
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            reduces to            
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