Stability conditions for the traveling pulse: Modifying the restitution hypothesis
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As a simple model of reentry, we use a general FitzHugh–Nagumo model on a ring (in the singular limit) to build an understanding of the scope of the restitution hypothesis. It has already been shown that for a traveling pulse solution with a phase wave back, the restitution hypothesis gives the correct stability condition. We generalize this analysis to include the possibility of a pulse with a triggered wave back. Calculating the linear stability condition for such a system, we find that the restitution hypothesis, which depends only on action potential duration restitution, can be extended to a more general condition that includes dependence on conduction velocity restitution as well as two other parameters. This extension amounts to unfolding the original bifurcation described in the phase wave back case which was originally understood to be a degenerate bifurcation. In addition, we demonstrate that dependence of stability on the slope of the restitution curve can be significantly modified by the sensitivity to other parameters (including conduction velocity restitution). We provide an example in which the traveling pulse is stable despite a steep restitution curve. © 2002 American Institute of Physics. [DOI: 10.1063/1.1503941]

The question of spiral and scroll wave breakup has recently received increased attention in the discussion of the onset of fibrillation. A theoretical understanding of the transition from ventricular tachycardia to ventricular fibrillation is currently being constructed in terms of the loss of stability of a steadily rotating spiral or scroll wave. While numerical simulations of cardiac tissue models are capable of demonstrating spiral and scroll wave breakup, there is no consensus as to exactly what determines the loss of stability. Although several candidates have been proposed (see Ref. 5 for a recent review), in the work presented here, we focus on one in particular, the restitution hypothesis. In the last few years, this hypothesis has gained credibility through experimental advances, numerical simulations, and analytical results and is being promoted as the new touchstone for antiarrhythmic drugs. Courtemanche et al., in particular, demonstrated the validity of the hypothesis for a simple model of reentry. However, the stability result in that paper hints at the main problem with the hypothesis. First, the bifurcation through which stability is lost is degenerate (an infinite dimensional Hopf bifurcation), meaning that the hypothesis lacks robustness and might fail for slightly more complicated systems. Second, two physiological properties, action potential duration (APD) restitution and conduction velocity (CV) restitution, are the two main physiological parameters that play an important role in the stability calculation but one of them (CV restitution) drops out of the final stability condition. In the present study, we “unfold” the bifurcation, deriving a more general stability condition which reintroduces the dependence on conduction velocity restitution and gives a modified restitution hypothesis. An example illustrates the extent to which the modified restitution hypothesis deviates from the original one.

I. INTRODUCTION

The principle assumption underlying the restitution hypothesis, first adopted by Nolasco and Dahlen, is that the duration of an action potential (APD) for a single cell is dependent on the preceding recovery period or diastolic interval (DI) only. The function relating APD to DI is called the APD restitution curve (sometimes simply the restitution curve) and, assuming the cell experiences a periodic stimulus, can be used to define a map from the previous APD to the next APD. The magnitude of the derivative of this map at the fixed point determines the stability of the fixed point; less than unity implies stability with instability otherwise. This derivative condition is referred to here as the restitution condition.

The restitution hypothesis proposes that the stability not only of isolated cells but also of reentrant signals is determined by the restitution condition. That is, if the slope of the restitution curve is greater than unity for a steady periodic signal then that signal is unstable. It is thought to be relevant in a wide range of contexts including a pulse propagating on a ring of tissue as well as spiral and scroll waves in higher dimensions.

It should be noted that the problem of defining the restitution curve for a given system is not a trivial problem. For the simplest case of an isolated cell undergoing periodic
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stimulus, one must decide when a cell is excited and when it is recovering. Choosing a cutoff transmembrane potential allows for a clear designation but the resulting restitution curve can be cutoff dependent. Moreover, the restitution curve may not be well defined in the sense that one value of DI might correspond to two different values of APD as has been observed previously. Fortunately, in theoretical studies the excitable system is composed of a fast and a slow subsystem (as in FitzHugh–Nagumo), this problem is (mostly) avoided. Cardiac cells appear to behave similarly.

For an isotopential isolated cell satisfying the principle assumption of APD dependence and subject to an external periodic stimulus, the restitution condition is the correct condition for stability of the steady response. Nolasco and Dahlen, and, more recently, Yehia et al. among others use this approach to understand the appearance of alternation in the APD of a cell under periodic stimulus.

However, when such cells are coupled together to form a ring or a sheet, the coupling can influence the internal dynamics so that restitution is no longer a property of individual cells. Thus, there are two types of systems that can be studied—those for which coupling has (almost) no influence on repolarization and those for which it does. The former are characterized by having a phase wave for a wave back while the latter are characterized by having a trigger wave for a wave back. The designation phase wave, in contrast with trigger wave, refers to the fact that repolarization occurs according to a cell’s internal “excitation clock” rather than by being triggered by its repolarized neighbors.

With this in mind, it should be clear that for reentrant signals propagating through tissue, the validity of the restitution condition is a bit more subtle. Early in the last century, Mines observed reentry in a “one-dimensional” ring of cardiac tissue. Several studies have focused on this simple model of reentry to draw conclusions about the nature of the “alternans” instability, building an argument in favor of the restitution hypothesis which claims the restitution condition is the correct stability condition. One of the few analytical results on the problem of stability of reentry added much credibility to the hypothesis. Courtemanche et al. demonstrated that the restitution condition is the correct stability condition for a FitzHugh–Nagumo pulse on a ring in the singular limit with a phase wave for a wave back. Despite this apparent progress toward establishing the restitution hypothesis, the Courtemanche result hints at its underlying weakness. Its narrow context (singular wave front, phase wave back) and the nature of the bifurcation through which stability is lost (an infinite dimensional Hopf bifurcation) are signs of a degenerate phenomenon. Does the restitution hypothesis still hold for slightly different systems?—the non-singular case?—a triggered wave back instead of a phase wave?

In an attempt to better understand the restitution hypothesis, we examine the same system but with a triggered back instead of a phase wave back. (A technical discussion of the difference between a phase wave back and a triggered wave back is given in the Appendix.) The relevance of this change to cardiac tissue is that an argument can be made for the predominance of triggered wave backs in spiral waves, at least in regions close to the core. The absence of the effects of spatial coupling in the model proposed by Courtemanche et al. has been addressed in other studies by modifying the integral-delay equation from Ref. 11 through the addition of an APD coupling term. Here, we return to the derivation of the integral-delay equation, this time allowing for the presence of a triggered back, and proceed to derive a map that generalizes the integral-delay equation. In this way, the effect of coupling is carried through from the original PDE and not added to the derived model after the fact.

Using this map, we derive a stability criterion for a FitzHugh–Nagumo pulse on a ring with a triggered wave back. As with the phase wave case, when the condition for the loss of stability and the restitution condition coincide, the bifurcation is degenerate in the same way (an infinite dimensional Hopf bifurcation). However, for a generic choice of parameter values, the loss of stability is through a one-dimensional Hopf bifurcation which is consistent with the numerical observation that APD coupling breaks the degeneracy of the bifurcation. Furthermore, the stability condition deviates from the restitution condition and a dependence on conduction velocity restitution is introduced. This new stability condition generalizes the restitution condition but complicates the question of how to “stabilize” an unstable reentrant rhythm. Readers not interested in the details of the stability calculation can refer to the derived stability and instability criteria at the end of Sec. II for a summary of the main results and skip to Sec. III for a relatively self-contained discussion of the results.

II. THE SINGULAR FITZHUGH–NAGUMO SYSTEM
A. Reduction from FitzHugh–Nagumo

We begin with the FitzHugh–Nagumo system on a ring of length $L$,

$$
\epsilon \frac{\partial v}{\partial t} = \epsilon^2 \frac{\partial^2 v}{\partial x^2} + f(v,w),
$$

(1)

$$
\frac{\partial w}{\partial t} = g(v,w),
$$

(2)

where space has been scaled by the space constant of the medium so that $L$ is measured in nondimensional units. We assume that $f$ has three zeros, $v_-(w)$, $v_0(w)$, and $v_+(w)$, for each $w$ in some bounded interval $(w_{min}, w_{max})$ and only one zero for $w$ outside of that interval (the standard cubic-like function), $g$ is chosen so that the system has a single spatially homogeneous stable solution at $(v,w) = (v_-(0),0)$ (see Fig. 1 for the phase plane).

In order to formally reduce the problem to a discussion of the movement of fronts and backs, we take the limit $\epsilon \to 0$. This limit is singular and must be analyzed in two distinct scalings. The outer scaling is the one given above (setting $\epsilon = 0$ in Eq. (1)) and indicates that the transmembrane potential, $v$, resides on one of two stable solution branches, $v_+(w)$ or $v_-(w)$, of the equation $f(v,w) = 0$. We refer to
branch. Evolution of $w$ on these branches is described by Eq. (2) where $v$ is replaced by the appropriate branch value ($v_+(w)$ or $v_-(w)$).

The inner scaling is found by rescaling both time and space by a factor of $\epsilon$. Taking the limit $\epsilon \to 0$ in this scaling gives a bistable equation (functions of the inner variables are denoted with capital letters):

$$\frac{\partial V}{\partial t} = \frac{\partial^2 V}{\partial z^2} + f(V, W),$$

where $W$ is constant on the fast time scale given by $t$. The existence and stability of traveling waves to such an equation is well known for $W$ in the bistable interval.\(^{20}\) These traveling waves play the role of transition layers from the excited branch to the recovery branch. The $W$ value at a transition layer determines the speed and direction of that layer, allowing for the definition of the speed function, $c(W)$. Note that this speed function is implicitly a function of $f$. An example of a speed function, $c(W)$, calculated explicitly, is given for $f(v, w) = v(1-v)(v-1/10) - w$ in Fig. 2.

The state of the singular FitzHugh–Nagumo system (SFHN) can be expressed in terms of $w(x, \tau)$ and the location of all transition layers which we denote by $\phi_i(\tau)$ with $i$ taking values between one and the number of layers (necessarily even). In addition, we must specify the state (excited or recovering) of the system on the intervals between layers. Thus, the singular FitzHugh–Nagumo dynamics are described by

$$\frac{\partial w}{\partial \tau}(x, \tau) = g(v_\pm(w), w),$$

$$\phi_i'(\tau) = (-1)^i c(w(\phi_i, \tau)),$$

where $x, \phi_i(\tau) \in [0, L]$ with the end points of that interval identified. The sign in Eq. (5) assumes that the origin is excited or, more precisely, that the transition layer at $\phi_i$ is oriented such that the interval to its left is excited and the one to its right is recovering.

Equation (5) is only valid for $w(\phi(\tau), \tau) \in (w_{\min}, w_{\max})$. It is possible that at some time $\tau$, $w(\phi(\tau), \tau) = w_{\max}$ so that the back becomes a phase wave (see the appendix for more on phase waves). As we are interested in linear stability of a pulse with a triggered back, we assume the phase wave scenario never arises.

**B. The system as an iterated map**

Being interested in stability of the traveling pulse, we begin with the SFHN system, Eqs. (4) and (5), with two transition layers, a front at $\phi_1$ and a back at $\phi_2$, both traveling to the right:

$$\frac{\partial w}{\partial \tau}(x, \tau) = g(v_\pm(w), w),$$

$$\phi_i'(\tau) = -c(w(\phi_i, \tau)),$$

$$\phi_i'(\tau) = c(w(\phi_2, \tau)).$$

In the first equation, $v_+(w)$ is used on the interval $(\phi_1(\tau), \phi_2(\tau))$ and $v_-(w)$ is used on the complementary interval $(\phi_2(\tau), \phi_1(\tau))$ (see Fig. 3 for clarification).

$\phi_1(\tau)$ is the location of a front ($w$ is relatively low) that goes from the upper to the lower branch with increasing $x$ and $\phi_2(\tau)$ is the location of a back ($w$ is relatively high) facing in the opposite direction.

Our goal is to replace this system of equations with an iterated map for which the traveling pulse is a fixed point and stability analysis amounts to calculating the eigenvalues of the linearization of the map at this fixed point. One approach is to calculate $\phi_1(\tau)$ and $\phi_2(\tau)$ from a given initial condition from $\tau=0$ until the time at which each returns to the
point at which it started. Continuing, one could calculate these functions through a second rotation and so on. A map can be defined from \((\phi_1, \phi_2)\) on one rotation to \((\phi_1, \phi_2)\) on the following rotation. In Fig. 3, this would mean defining a map that has the first continuous segments of \(\phi_1\) and \(\phi_2\) as input and the second continuous segments as output. The difficulty with this map is that the argument is a pair of functions whose domain cannot be specified in advance because the time required for the front and back to make one full rotation may vary from rotation to rotation. To avoid this difficulty, we invert these functions so that the interval \([0, L]\) is the domain of the input functions on every rotation.

To be more precise, the map we define takes the pair \((T(x), t(0))\) to the pair \((S(x), s(0))\) where \(T(x)\) and \(S(x)\) are the first and second arrival times of the front at the point \(x\), respectively, and \(t(0)\) and \(s(0)\) are the first and second arrival times of the back at \(x=0\). We assume that \(\phi_1\) is piecewise monotone increasing and invert it to get \(T(x)\) on the interval \([0, L]\) (without loss of generality, \(T(0)=0\)). We can define \(t(x)\) similarly (by inverting \(\phi_2\)) but we only require a single point, \(t(0)\), which is found by solving \(\phi_2(t_0)=0\) and setting \(t(0)=t_0\). The set of all such pairs, \((T(x), t(0))\) with \(T(x)\) smooth, is the space on which the map is to be defined. Given an initial condition to the SFHN system, we can calculate the corresponding initial point, \((T(x), t(0))\). The evolution of the SFHN system can be translated into a map as described in the remainder of this section.

In general, the speed function for propagating transition layers, \(c(w)\), is a monotone function for \(0\leq w \leq w_{\text{max}}\) with values in the range \([c_{\text{min}}, c_{\text{max}}]\) where \(c_{\text{min}}=c(0)\) and \(c_{\text{max}}=c(w_{\text{max}})\). Thus, instead of tracking \(w\) everywhere in space and evaluating \(c\) only at the layers, we can derive an equation for \(c\) everywhere in space and eliminate \(w\) from consideration. This amounts to keeping track of refractoriness in terms of potential propagation speed instead of using an explicit refractory variable. Taking derivatives with respect to \(\tau\) we get

\[
\frac{\partial c}{\partial \tau} = c'(w) \frac{\partial w}{\partial \tau} = c'(w) g_{\pm}(w).
\]

Monotonicity of \(c(w)\) guarantees that we can rewrite this as

\[
\frac{\partial c}{\partial \tau} = G_{\pm}(c).
\]

Note that \(G_{+}(c)>0\) for \(c< c_{\text{max}}\) corresponding to increasing refractoriness while in the excited state, while \(G_{-}(c)<0\) for \(c> c_{\text{min}}\) corresponding to recovery (see Fig. 4).

At a point \(x\), for times between \(\tau=T(x)\) and \(\tau=t(x)\), the evolution of \(c\) is determined by \(\partial c/\partial \tau = G_{+}(c)\). Provided only with \(T(x)\) and \(t(0)\), we are missing two vital pieces of information. First, we require an initial condition, \(c(x, T(x))\), for Eq. (6). Second, we do not know the time at which the evolution of \(c\) switches from the “+” branch to the “−” branch (with the exception that at \(x=0\), we know the switch occurs at \(\tau=t(0)\)).

The initial condition is calculated from \(T(x)\) using the fact that

\[
c(x, T(x)) = -1/T'(x).
\]

Finding the time, \(t(x)\), at which the evolution of \(c\) switches branches, is a more complicated matter. Notice the apparent paradox in that we need to know \(t(x)\) in order to know when to stop using \(G_{+}(c)\) in calculating \(c\). But to calculate \(t(x)\), we require \(c(x, \tau)\) for an unknown stretch of time.

The solution to this problem is to temporarily ignore the fact that the evolution of \(c\) switches branches at \(t(x)\). At each point \(x\), we allow \(c\) to evolve according to \(G_{+}\) until it falls off the end of the excited branch. Integrating \(c(x, \tau)\) in time from \(T(x)\) to the end of the branch, we get a curve \(t_{\\text{max}}(x)\) that serves as an upper bound on \(t(x)\) where \(t_{\text{max}}(x)\) is defined as the value of \(\tau\) for which \(c(x, \tau)\) hits the end of the branch. Once this upper bound is established, we can find \(t(x)\) by solving

\[
t'(x) = 1/c(x, t(x)).
\]

Note that \(c(x, \tau)\) as calculated previously is only valid up to \(\tau=t(x)\) and must be redefined for values of \(\tau>t(x)\) once \(t(x)\) is properly determined (see Fig. 5).
If \( t(x_0) = t_{\text{max}} \) for some \( x_0 \), Eq. (7) is no longer valid and the wave back switches from a triggered wave to a phase wave. As we are interested in the case of triggered waves only, we assume \( t(x) \neq t_{\text{max}} \) for all \( x \).

In a similar fashion, without the complication of triggered phase waves, we can follow the same procedure starting with \( t(x) \) and \( S(0) \) (by periodicity, \( S(0) = T(L) \)) to find \( S(x) \) and \( s(0) \) which we define, respectively, as the second arrival time of the front at \( x \) and the second arrival time of the back at \( x = 0 \).

This multi-step calculation defines a map

\[
F_{\text{T}}: \left\{ T(x), t(0) \right\} \rightarrow \left\{ S(x), s(0) \right\}.
\]

Notice that this map can be interpreted as a generalization of the APD restitution curve in that it maps the APD at one point \( (t(0) - T(0)) \) to the next APD at that point \( (s(0) - S(0)) \). Course, information from the whole ring \( T(x) \) is required to define the map making it much more complicated to characterize (i.e., it is no longer a one-dimensional map).

The traveling pulse solution can be represented by a straight line \( T(x) = x/c_0 \) where \( c_0 \) is the traveling speed of the pulse. The calculation of \( c_0 \) and \( t(0) \) is carried out in the Sec. II C.

C. The traveling pulse as a fixed point

Even if the traveling pulse has a triggered wave back, it is possible that, after a perturbation, the back might transiently convert to a phase wave. However, for small enough perturbations of the traveling pulse, this ought not happen. Thus, we need not worry about phase waves which allows the expression of the map to be simplified enormously. The equation for \( c \) on the excited branch, \( dc/d\tau = G_+(c) \), can be used to derive a single equation for \( t(x) \) without going through the intermediate step of solving for \( c(x, \tau) \):

\[
t(x) - T(x) = \int_{1/t'(x)}^{1/t'(c_0)} \frac{1}{G_+(c)} dc.
\]  

Similarly, we can derive an equation for \( S(x) \):

\[
S(x) - t(x) = \int_{1/t'(c)}^{1/t'(0)} \frac{1}{G_-(c)} dc.
\]  

Thus, given \( T(x) \) and \( t(0) \), we can use Eqs. (8) and (9) to find \( t(x) \) and \( S(x) \), respectively. Notice that these two equations are integro-differential equations of a peculiar type.

The traveling pulse can be expressed as \( T(x) = x/c_0 \) where the traveling speed \( c_0 \) is not yet known. The map \( F: (T, t(0)) \rightarrow (S, s(0)) \) must give \( S(x) = T(x) + L/c_0 \) so the pulse is a fixed point up to some spatially uniform shift \( (L/c_0) \). To completely determine the pulse we must calculate \( c_0 \) and \( t(0) \).

Because \( t(x) = t(0) + x/c_0 \), Eq. (8) requires that

\[
t(0) = \int_{1/t'(0)}^{1/t'(c_0)} \frac{1}{G_+(c)} dc = \int_{s(c_0)}^{c_0} \frac{1}{G_+(c)} dc.
\]

Similarly, from Eq. (9) we see that

\[
S(0) = t(0) + \int_{c_0}^{-c_0} \frac{1}{G_-(c)} dc.
\]

By periodicity, the front must be at \( x = 0 \) and \( x = L \) simultaneously so that \( S(0) = T(L) = L/c_0 \). These requirements on \( S \) implicitly define \( c_0 \) through

\[
\int_{c_0}^{-c_0} \frac{1}{G_+(c)} dc + \int_{c_0}^{-c_0} \frac{1}{G_-(c)} dc = \frac{L}{c_0}.
\]

To find conditions under which a solution to this equation exists, we define the following two functions

\[
p_1(\xi) = \frac{L}{\xi}, \quad \xi > 0, \quad (10)
\]

\[
p_2(\xi) = \int_{-\xi}^{\xi} \frac{1}{G_+(s)} ds + \int_{-\xi}^{-\xi} \frac{1}{G_-(s)} ds \quad (11)
\]

for \( 0 < \xi < \text{max}(-c_{\text{min}}, c_{\text{max}}) \). Note that \( p_1(\xi) \rightarrow \infty \) as \( \xi \rightarrow 0^+ \), \( p_1(\xi) \rightarrow 0 \) as \( \xi \rightarrow -\infty \) and the function \( p_1(\xi) \) is monotone decreasing for all \( \xi > 0 \). Conversely, \( p_2(0) = 0 \) and \( p_2(\xi) \) is increasing for \( 0 < \xi \). When integrating the second of the two integrals in Eq. (11), there are two possibilities.

The first possibility is that \( c_{\text{max}} > -c_{\text{min}} \). In this case, \( p_2 \) is only defined up to \( \xi = -c_{\text{min}} \) and has a singularity at that point. In this case, \( p_1 \) and \( p_2 \) intersect so that a traveling pulse with a triggered wave back necessarily exists (see Fig. 6).

The second possibility is that \( c_{\text{max}} \leq -c_{\text{min}} \) in which case \( p_2 \) is only defined up to \( c_{\text{max}} \). The existence of a traveling pulse with a triggered back requires \( p_2(c_{\text{max}}) > L/c_{\text{max}} \). We can always choose \( L \) sufficiently small so that the wave back is a triggered wave. For large \( L \), the wave back is a phase wave.

In either case, the value of \( \xi \) at the intersection of \( p_1 \) and \( p_2 \) is the desired \( c_0 \).

Summarizing, the first passage of the traveling pulse takes the form

\[
T^*(x) = \frac{x}{c_0},
\]

\[
t^*(x) = \frac{x}{c_0} + t_0,
\]

\[
FIG. 6. Plots of \( p_1(\xi) \) and \( p_2(\xi) \) with a unique intersection at \( c_0 \) for the case \( c_{\text{max}} > -c_{\text{min}} \).
\]
while the second passage is given by

\[ S^*(x) = \frac{x}{c_0} + \frac{L}{c_0}, \]

\[ s^*(x) = \frac{x}{c_0} + \frac{L}{c_0} + t_0, \]

where

\[ t_0 = \int_{c_0}^{0} \frac{dc}{G_+(c)}, \]

and \( c_0 \) solves

\[ \int_{c_0}^{0} \frac{1}{G_+(c)} dc + \int_{0}^{c_0} \frac{1}{G_-(c)} dc = \frac{L}{c_0}. \]

D. Stability of the traveling pulse

To determine the stability of the traveling pulse calculated in Sec. II C, we perturb \( T^*(x) \) and \( t_0 \) by a small amount and determine the influence of the perturbation on \( S(x), s(0) \),

\[ T(x) = T^*(x) + eA(x), \]

\[ t(x) = t^*(x) + eA(x) + O(e^2), \]

\[ S(x) = S^*(x) + eB(x) + O(e^2), \]

\[ s(x) = s^*(x) + eB(x) + O(e^2). \]

In fact, we are only required to specify \( T(x) \) and \( t(0) \) but in anticipation of the structure of \( t(x) \) and \( S(x) \), we name the resulting perturbations first and proceed to find expressions for them. We seek the linearization of \( F \) which takes \((A(x),a(0))\) to \((B(x),b(0))\).

Linearizing Eq. (8), we find that

\[ a(x) = \int_{0}^{x} e^{i(s-x)}(k_1A(s) - k_2A'(s)) ds + a(0) e^{-k_1 s}, \]

where

\[ k_1 = \frac{G_+(c_0)}{c_0} > 0, \quad k_2 = \frac{G_-(c_0)}{G_+(c_0)} > 0. \]

Note that the initial data for the map requires both \( A(x) \) and \( a(0) \).

Similarly,

\[ B(x) = \int_{0}^{x} e^{i(s-x)}(k_3A(s) - k_4A'(s)) ds + A(L) e^{-k_3 s}, \]

where

\[ k_3 = -\frac{G_-(c_0)}{c_0} > 0, \quad k_4 = \frac{G_-(c_0)}{G_+(c_0)} > 0. \]

To determine the stability of the fixed point (traveling pulse), we look for eigenvalues and eigenfunctions of the map by setting \( A(x) = e^{ax} \) and \( a(0) = a_0 \), where \( \alpha \) might be complex. For a perturbation of this form (assuming \( \alpha \neq -k_1, -k_2 \)), we get

\[ a(x) = \beta e^{ax} + (a_0 - \beta) e^{-k_1 x}, \]

where \( \beta = (k_1 - \alpha k_2)/(k_1 + \alpha) \) and

\[ B(x) = C(\alpha) e^{ax} + C_1 e^{-k_1 x} + C_3 e^{-k_3 x}, \]

where

\[ C(\alpha) = \frac{k_3 - \alpha k_4}{k_3 + \alpha}, \quad C_1 = \frac{k_3 + k_1 k_4}{k_3 - k_1} (a_0 - \beta) \]

and

\[ C_3 = e^{al} - C(\alpha) - C_1. \]

In order for \( \phi_{0}^{as} \) to be an eigenvector, it must be that

\[ \begin{bmatrix} B(x) \\ a(L) \end{bmatrix} = \lambda \begin{bmatrix} e^{ax} \\ a_0 \end{bmatrix}. \]

The first component of this equation forces \( C_1 = C_3 = 0 \), which means \( a_0 = \beta \) and \( C(\alpha) = e^{al} \). Thus the eigenvalues are of the form \( \lambda = e^{al} \), where \( \alpha \) satisfies the characteristic equation \( C(\alpha) = e^{al} \).

We rewrite the characteristic equation in terms of a new set of parameters:

\[ \frac{1 - a h_1 - a h_3}{1 + a h_2 + a h_4} = e^{al}, \tag{12} \]

where

\[ h_1 = \frac{c_0^2}{G_+(-c_0)}, \quad h_2 = \frac{c_0^2}{G_+(c_0)}, \]

\[ h_3 = -\frac{c_0^2}{G_-(c_0)}, \quad h_4 = -\frac{c_0^2}{G_-(c_0)}. \]

Interpretation of these parameters, which play a central role in determining stability, is addressed more carefully in Sec. III.

Equation (12) determines \( \alpha \) (infinitely many values) and therefore the eigenvalues, \( \lambda = e^{al} \). Stability requires that \( |\lambda| < 1 \) for every eigenvalue \( \lambda \), or equivalently Re(\( \alpha \))<0 for every solution, \( \alpha \), to Eq. (12).

Note that \( \alpha = 0 \) is always a solution to Eq. (12) and corresponds to the constant eigenfunction. This means that the traveling pulse is unique only up to phase shifts, a result of the fact that the SFHN system is autonomous.

A few facts about \( C(\alpha) \) that will be useful in understanding stability should be stated at this point. Because \( C(\alpha) \) is the product of linear fractional functions with no singularities in the the right half plane (including the imaginary axis), the image of that region is a compact set. Moreover, because \( 1/h_1 \) and \( 1/h_3 \) are both positive, the origin is covered (twice) by that region. This structure allows us to restrict our analysis to the imaginary axis. In particular, if the image of the imaginary axis under \( C(\alpha) \) lies completely within the unit circle (except for the origin which maps to one and is always a root), so does the entire right half plane. Because \( e^{\alpha} \) maps the right half plane outside the unit circle, there can be no solution, \( \alpha \), to Eq. (12) with Re(\( \alpha \))>0 (see Fig. 7). Alternately, if the image of the imaginary axis lies completely outside the unit circle, there can be no roots of the characteristic equation in the left half plane.
For the image of the imaginary axis to be contained inside the unit circle we require \(|C(iv)|^2 < 1\), where
\[
|C(iv)|^2 = \frac{1 + (h_1^2 + h_2^2)v^2 + h_1^2h_2^2v^4}{1 + (h_2^2 + h_3^2)v^2 + h_2^2h_3^2v^4}.
\]

Clearly, the numerator and denominator agree at \(v = 0\) which, as previously mentioned, is always a root of the characteristic equation. The following two stability conditions describe the two possibilities for the rest of the imaginary axis (either inside or outside the unit circle).

**Stability criterion.** The image under \(C(\alpha)\) of the imaginary axis (excluding the origin) lies entirely inside the unit circle \(|C(iv)|^2 < 1\) if the following two conditions are satisfied:
\[
h_1^2 + h_2^2 < h_3^2 + h_4^2,
\]
\[
h_1h_3 < h_2h_4.
\]

When the parameters \(h_1, h_2, h_3,\) and \(h_4\) satisfy these conditions, stability of the traveling pulse is guaranteed.

**Instability criterion.** The image under \(C(\alpha)\) of the imaginary axis (excluding the origin) lies entirely outside the unit circle \(|C(iv)|^2 > 1\) if the following two conditions are satisfied:
\[
h_1^2 + h_2^2 > h_3^2 + h_4^2,
\]
\[
h_1h_3 > h_2h_4.
\]

When the parameters satisfy these conditions, any nonconstant perturbation of the traveling pulse is amplified (all but the trivial eigenvalue are greater than one).

To understand how stability might be lost, we examine how roots of the characteristic equation cross from the left to the right half of the complex plane. A crossing of any root must correspond to some value \(v\) for which \(|C(iv)| = 1\). At this value of \(v\),
\[
(h_1^2 + h_2^2 - h_3^2 - h_4^2)v^2 + (h_1^2h_3^2 - h_2^2h_4^2)v^4 = 0.
\]

If this polynomial is not identically zero, there can be at most one pair of conjugate roots of this equation. Thus, stability can be lost only through one pair of roots changing the sign of their real part or all roots changing the sign of their real parts simultaneously. In the language of bifurcations, stability can be lost either through a simple (one-dimensional) Hopf bifurcation or through an infinite dimensional Hopf bifurcation. The conditions for an infinite dimensional Hopf bifurcation are
\[
h_1^2 + h_3^2 = h_2^2 + h_4^2,
\]
\[
h_1h_3 = h_2h_4.
\]

Recall that the bifurcation found by Courtemanche et al. was of the latter type.

**III. DISCUSSION**

**A. Testing the restitution hypothesis**

In the stability analysis of Courtemanche et al.,\(^\text{11}\) a similar characteristic equation was derived and it was found that the slope of the restitution curve is the crucial determinant of stability. In particular, \(d\text{APD}/d\text{DI} < 1\) is a necessary and sufficient condition for stability of the traveling pulse. Although this dependence on the slope of the APD restitution curve might have been anticipated by the stability criterion for one-dimensional maps, it is surprising that this factor alone plays the same role in the more complicated context of the singular limit of the PDE flow. Furthermore, Courtemanche et al. find that when stability is lost, it is always through an infinite dimensional Hopf bifurcation which, they note, is probably not the case for the original PDE system. Motivated by these facts, we attempt to reinterpret our stability condition in terms of these restitution properties. We begin with a brief description of restitution and how it appears in the discussion of stability in general.

For an isolated cell stimulated at sufficiently low frequency, the duration of excitation (action potential duration or APD) is steady from one stimulus to the next. If the pacing frequency increases, the APD begins to alternate between long and short time intervals. In the standard analysis, the APD is assumed to be a function of the amount of time spent recovering prior to a stimulus (the diastolic interval or DI). This function is referred to as the restitution curve. Theory predicts that the APD undergoes a period doubling bifurcation when the restitution curve achieves a slope of one at the fixed point.

From the perspective of a single cell on a ring of coupled cells, a steady pulse looks like the periodic stimulus in the isolated cell experiment. In this case, the period of stimulation is determined by the speed of the pulse and the size of the ring. Although the coupling changes the dynamics, one is tempted to think only in terms of isolated cell dynamics. (In fact, this is not such a bad approximation when the back is a phase wave because the phase wave assumption amounts to assuming that repolarization is intrinsic to a cell and is not driven by coupling. This assumption brings the PDE system conceptually closer to the ordinary differential equation system and is essential to the results of Courtemanche et al.\(^\text{11}\))

For a given set of parameters, each cell is excited for a period of time (APD) and recovering for a period of time (DI). If the traveling pulse is steady, every cell has the same APD and the same DI. Changing a parameter of the system gives a different APD and DI. Each of these two quantities is ex-
plicity a function of the underlying parameters and thus it is possible to derive an implicit relation between APD and DI. We refer to this relation as the restitution curve despite the subtle difference between it and its more dynamical relative of the same name which describes the dynamic response of an isolated cell to stimulus.

It is important to point out at that this notion of restitution curve does not provide a dynamic description in the sense that it does not predict how a pulse converges to a steady APD–DI pair; it merely describes the steady state relationship. In fact, the map, $F$, defined in Sec. II B gives the dynamic relationship between successive turns of the pulse. Despite this limitation, one can still test to see if the condition $d\text{APD}/d\text{DI}>1$ corresponds to the loss of stability of a traveling pulse. In the rest of this section, we calculate the slope of the restitution curve for the reduced model, expressing it in terms of $h_1$, $h_2$, $h_3$, and $h_4$ and demonstrate that the correspondence between the slope of the restitution curve and the loss of stability for the traveling pulse is not generic.

Before calculating the restitution curve, a brief description of the parameters, $h_i$, will be useful. Recall the definitions of $h_i$:

$$h_1 = \frac{c_0^2}{G_+(-c_0)}, \quad h_2 = \frac{c_0^2}{G_+(c_0)},$$

$$h_3 = -\frac{c_0^2}{G_-(c_0)}, \quad h_4 = -\frac{c_0^2}{G_-(c_0)}.$$

Referring to Eqs. (8) and (9), APD can be expressed as

$$\text{APD} = \int_{-c_0}^{c_0} \frac{1}{G_+(c)} dc$$

and DI can be expressed as

$$\text{DI} = \int_{c_0}^{-c_0} \frac{1}{G_-(c)} dc.$$  \hspace{1cm} (16)

Interpreting these parameters, we see that $h_1$ and $h_2$ measure the sensitivity of APD to changes in parameters of the model measured in terms of their effect on propagation speed; $h_3$ and $h_4$ measure the sensitivity of DI to similar changes. $h_1$ and $h_2$ measure changes due to dynamics near the wave front, while $h_3$ and $h_4$ measure changes due to dynamics near the wave back.

To illustrate, suppose we start with a particular set of parameters and the corresponding traveling pulse solution. Making a slight change in some parameter of the model induces a slight change in the traveling pulse solution and, in particular, its speed of propagation. Now, suppose that $h_2$ is large. Our small parameter change generates a relatively large change in the contribution of the integrand in Eq. (16) at the upper limit of integration (the wave back). Thus, we might say that if $h_2$ is large then APD is sensitive to parameter changes that influence late pre-repolarization dynamics. In an ionic model, this might manifest itself as a high sensitivity in Ca$^{2+}$ current to changes in some underlying parameter of the model. Another way to describe this is to say that a small increase in some parameter leads to a disproportion-
restitution curve with a slope less than one. We refer to this region as the predicted stability region. The region below the gray surface is the predicted instability region. The region below the white surface satisfies the stability criterion and thus corresponds to parameter values which guarantee a stable traveling pulse. The surface corresponding to the instability condition is located above the white surface but is left out for clarity.

As an example, we offer a family of models which, for certain parameter choices, violates the stability predictions of the restitution condition. This family demonstrates the existence of a stable traveling pulse despite a restitution curve with a slope significantly greater than one.

Consider a piecewise linear FHN model with a difference in time scale on the upper and lower branches:

\[
g_+(w) = \frac{1-w}{\mu},
\]
\[
g_-(w) = -w.
\]

The values of \(h_2, h_3, \) and \(h_4\) parametrized by \(\mu\), holding all other parameters fixed, are plotted in Fig. 8 as a solid curve. The curve remains in the stability region for all \(\mu\) (below the dark gray surface), verified numerically for \(\mu \in [1/100, 400]\), but crosses into the predicted unstable region (below the white surface) for \(\mu \approx 1.634\). Numerical simulation of this family of FHN systems (\(\mu = 3, 5, 7\)) with positive \(\epsilon\) demonstrates that the traveling pulse is stable even for restitution slopes greater than eight (see Fig. 9).

B. “Generalizing” the restitution hypothesis

When trying to understand the dynamics of a complex system, it is often useful to look for simple relationships that describe important features of the system. APD restitution and conduction velocity (CV) restitution are two phenomenological (and experimentally measurable) properties of cardiac tissue that are sometimes used in this way. Conduction velocity restitution describes the relationship between propagation speed of a front and the preceding diastolic interval in much the same way as APD restitution relates APD to DI. Courtemanche et al. parameterize their system using these two properties so that their stability condition is expressed in terms of them. The characteristic equation for their problem is similar to the one derived here. By assuming that the wave back is a phase wave, they essentially assume that APD and DI have zero sensitivity to parameter changes in the wave back. In fact, setting \(h_2 = h_3 = 0\) in Eq. (12) we get their characteristic equation,

\[
\frac{1 - \beta A'}{1 + \beta} = \exp\left(\frac{C'}{C_0} \beta L\right),
\]

where

\[
A' = \frac{dAPD}{dDI} = \frac{h_1 + h_2}{h_3 + h_4} = \frac{h_1}{h_4},
\]
\[
C' = \frac{dCV}{dDI} = \frac{c_0^2}{h_3 + h_4} = \frac{c_0^2}{h_4}, \quad \beta = \alpha h_4
\]

(a rescaled eigenvalue).

Notice, as observed by Courtemanche et al., that the image of the left-hand side in the complex \(\beta\) plane is independent of \(C'\), so that the bifurcation curve in the \(A' - C'\) parameter space is independent of \(C'\) with only the wave numbers of the eigenmodes depend on \(C'\). Recall that this bifurcation is degenerate in the sense that it is always an infinite dimensional Hopf bifurcation.

In reformulating the problem to describe the case of a triggered wave back, we have unfolded the degenerate bifurcation to reveal its generic structure. Using these restitution parameters, the general stability condition becomes

\[
A'^2 < 1 + 2 \frac{C'}{C_0^2} (h_2 A' - h_3),
\]

\[
h_3 A' < h_2.
\]

As mentioned, setting \(h_2 = h_3 = 0\) gives the restitution condition. Otherwise, the condition is modified by the CV restitution slope. To understand how this modified restitution condition differs from the original restitution condition, we refer to the modified condition in its original form, Eq. (13), and the diagram in Fig. 10.

Suppose we start with a particular FHN system specified by certain parameters which has a traveling pulse solution of unknown stability on the ring. As we change one of the parameters, the pulse changes according to the sensitivities \(h_1\). In Fig. 10, we see an example in which the parameter change shortens the pre-excitation dynamics (\(h_4\)) accelerating the arrival of the front at each point on the ring while changes in post-excitation dynamics (\(h_3\)) delay the arrival of the front with the net effect being a delay (\(h_1 > h_4\)). At the back, repolarization is also delayed because \(h_3 > h_2\). Referring back to the stability condition, we see that a pulse in this parameter regime is unstable.

Notice that the restitution condition captures this balance of sensitivities at the front but gets it reversed at the back. That is to say that a stabilizing influence at the back (\(h_2\)
repolarization in stabilizing or destabilizing waves in spa-
this accuracy awaits a better understanding of the role of
Thus, even though the restitution condition appears to be
sion which for some systems might be highly inaccurate.
demonstrated that the restitution condition is an approxima-
tion is only a good approximation
The question remains as to whether the restitution con-
dition is a good approximation in actual cardiac tissue. To
complement their analytical work which is revisited here,
Courtemanche et al. numerically tested the stability of the
traveling pulse for the Beeler Reuter model. They found that
as ring length is decreased, the length at which stability is
lost is well predicted by the restitution condition. We have
demonstrated that the restitution condition is an approxima-
tion which for some systems might be highly inaccurate.
More importantly, by introducing dependence on the CV res-
stitution curve, we provide an analytical description of the
source of the deviations from the restitution hypothesis.
Thus, even though the restitution condition appears to be
accurate for the Beeler Reuter model, a fuller explanation of
this accuracy awaits a better understanding of the role of
repolarization in stabilizing or destabilizing waves in spa-
tially extended systems.
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APPENDIX

1. Phase waves and triggered waves

In this appendix, we focus on some technical calcula-
tions which are useful in understanding the differ-
ence between a phase wave and a triggered wave. In nontechnical
terms, a triggered wave is one in which the spatial coupling
of cells plays a role in the wave propagation. A phase wave
arises from the coincidental coordination of intrinsic dynam-
ics in neighboring cells. For example, imagine a group of
children on a set of swings, all in a line. If each child is
pushed in order, after all children have been set in motion, an

FIG. 10. An action potential at a point on the ring showing the sensitivities
(hi) to parameter changes.

apparent wave of bobbing children is seen moving back and
forth along the swing-set. This wave is described as a phase
wave because the wave motion is not organized by coupling
but by the order in which the children are set in motion.
Now, if the children all reach out and hold hands, the nature
of their motion changes due to the influence each child has
on his or her neighbors. This modified wave of motion is a
triggered wave. In the latter case, only the first child requires
pushing to set the whole group in motion.

In the context of excitable media, a wave front of excita-
tion cannot be a phase wave since the only means by which
excitation can occur (without external stimulus) is by cell–
cell coupling. On the other hand, a wave back can be a phase
wave for the simple reason that deexcitation might occur
because of intrinsic dynamics. It might seem like coupling
necessarily influences repolarization but in the context of the
singular FitzHugh–Nagumo system, this dependence can be
relegated to higher order terms when solutions are expressed
as power series in e. Thus, we define a phase wave as one in
which the leading order dynamics of repolarization depend
on intrinsic factors only and are not explicitly influenced by
coupling. (This classification of waves has been addressed in
the context of the Belousov–Zhabotinskii reaction both
experimentally and theoretically.) Physiologically, a phase
wave might be defined as one in which the repolariza-
tion profile differs from that of an isolated cell by less then
some small percentage (of order e). To see how these ideas
play out in the singular FitzHugh–Nagumo system, we pro-
ceed with a discussion of the inner layer dynamics governed by Eq. (3).

2. The bistable equation

For \(0 < W < w_{\text{max}}\), Eq. (3) is a bistable equation meaning
it has two spatially uniform stable solutions \((v_+ (W) \text{ and } v_- (W))\). For such a system, the existence and global stabili-
ty of a traveling wave is well known. This traveling wave
has a characteristic speed, \(c\), and shape, \(V(z-ct)\) which
satisfies \(\lim_{\gamma \rightarrow 0} V(z-ct) = v_{\pm} (W)\) for all \(t\). This con-
vergence result is true for each \(0 < W < w_{\text{max}}\) so that we can
define the bistable speed function, \(c = c(W)\).

This speed function determines the speed of propagation
for a jump discontinuity in \(v\) located at \(\phi\) with tissue at rest
to the left and excited to the right and with \(W = w_0 (0,0)\). The
speed of a transition layer with reversed orientation (at rest to
the right and excited to the left) is given by \(-c(W)\). For
large values of \(W\) (highly refractory tissue), the propagation
speed for a transition layer is positive and large, correspond-
ing to propagation that deexcites or repolarizes tissue. Such a
wave is referred to as a wave back. Similarly, for \(W\) small,
the speed of propagation is large and negative corresponding
to propagation of excitation or depolarization, referred to as
a wave front.

Notice that a wave back of this type \((0 < W < w_{\text{max}})\)
forces cells to repolarize earlier than they would if they were
isolated. This is most easily seen in the \(v-w\) phase plane.
Repolarization of an isolated SHFHN cell occurs when the cell
reaches the upper end of the excited branch which is at \(W = w_{\text{max}}\); a traveling wave of Eq. (3) forces the jump from
the proposed nearly positively invariant region for some suitable $W$ and $c$. The boundary of this region is formed by two curves, the $V$ axis and the traveling wave solution for the chosen value of $W$. The $V$ axis is actually the $V$ nullcline and between $v_-(W)$ and $v_0(W)$, the vector field points into the positive quadrant. Between $v_0(W)$ and $v_+(W)$, the vector field points in the opposite direction and this interval is the only possible escape from the region under construction. The second curve, which completes the boundary of the nearly invariant region, is the traveling wave (heteroclinic) solution for parameter values $W$ and $c(W)$. Note that this traveling wave is a solution of the system (A2) for $c(W)$ and not for the chosen value of $c>c(W)$. To see the structure of the vector field along the second curve, note that the slope of the vector field is given by

$$\frac{dU}{dV} = -c + \frac{V(V-a)(V-1)}{aU}$$

and is monotone decreasing in $c$. This guarantees that the vector field, which is tangent to the curve for $c=c(W)$, points inward along the curve for $c>c(W)$. Note that Fig. 11 is the generic phase plane for any value of $W<w_{\text{max}}$ for which $c(W)>0$ and any value of $c>c(W)$.

If the unstable manifold of the saddle at $(v_-(W),0)$ enters the region, it can only exit along the line segment extending from $(v_0(W),0)$ to $(v_+(W),0)$. As $W\to w_{\text{max}}$, this line segment reduces to a point and the unstable manifold necessarily forms a heteroclinic trajectory connecting the saddle at $(v_-(w_{\text{max}}),0)$ and the degenerate saddle-node at $(v_+(w_{\text{max}}),0)$.

As the final step in demonstrating the existence of this infinite family of heteroclinic trajectories, we show that the unstable manifold always enters the nearly invariant region for $c>c(W)$. For $c=c(W)$, the unstable manifold is tangent to the nearly invariant region. As in the case of the vector field, the slope of the unstable manifold as it leaves the point $v_-(W)$ is monotone decreasing in $c$ so that the manifold necessarily enters the nearly invariant region for $c>c(W)$. This is clear by explicit calculation of the eigenvector associated with the unstable manifold:

$$\left(-c + \frac{2}{\sqrt{c^2+4}} \right).$$

It is important to note that the traveling wave result for $W=w_{\text{max}}$ is different from the traveling wave result for the bistable case ($W<w_{\text{max}}$) in that uniqueness is lost. This difference comes from the fact that the traveling wave solution for $W=w_{\text{max}}$ is not necessarily a connection between the unstable manifold of one critical point and the stable manifold of the other. Because the heteroclinic trajectory can approach the saddle-node via either the stable manifold (a single trajectory) or the center manifold (a family of trajectories), there is a half ray of traveling waves, one for each $c>c_{\text{max}}$, with $c=c_{\text{max}}$ corresponding to the stable manifold connection and all others corresponding to center manifold connections (see Fig. 12). This is in contrast with the traveling wave for the bistable case which is a connection between two saddle points in the phase plane.
In addition, it should be emphasized that although the half ray of traveling waves for the degenerate bistable equation is reminiscent of the traveling wave result for the Fisher equation, the proof is quite different.

The full relation between \( W \) and traveling wave speed is given in two parts as shown in Fig. 13. The first part is the speed function from the bistable equation calculation associated with triggered waves \( (0 < W < W_{\text{max}}) \) and the second part corresponds to the infinite family of phase waves associated with the degenerate bistable equation \( (W = W_{\text{max}}) \).

We can now interpret these analytical results in terms of the original discussion of phase waves and triggered waves. As mentioned earlier in this appendix, a phase wave is one in which repolarization is unaffected by spatial coupling. In the singular FitzHugh–Nagumo system, this means that repolarization occurs when the recovery variable, \( w \), reaches \( w_{\text{max}} \). In the context of the traveling wave calculations above, we see that traveling wave solutions to the bistable equation fall under the category of triggered waves while solutions to the degenerate bistable equation are phase waves.