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PREDICTIVE ANALYTICS OF COMMERCIAL DIAMONDS

Introduction to Query

The market price of most commercial goods is rather formulaic. A metric of materials and labor
with their respective frequency of production and rarity of skills needed, coupled with the successive 
profit margins determined by economic forces, forms the basis for the overall cost of a good. The 
calculations leading to this figure are relatively simple and surprisingly accurate when the variables of 
each phase of production are known.

However, determining the cost of a good by features of the final product alone is much more 
challenging. This is especially true in volatile market sectors where demand is highly artificial. An 
archetypal case illustrating this is the cosmetic diamond industry. Diamonds are popular in western 
jewelry due to a longstanding tradition of featuring the transparent white crystal in wedding or 
engagement rings. Cultural myths surrounding the extreme rarity of diamond have placed it at the 
highest tier of luxury gemstones, despite its fairly plentiful harvesting in the modern day.

This dynamic makes diamonds a particularly interesting case study in a top-down approach to 
cost analysis, as the factors are less straightforward than the utility of most materials. Note that the 
data of focus in this study is diamonds cut and refined for cosmetic use, not the market of diamond 
grit abrasives used in tooling and manufacturing. Here we will be primarily interested in answering 
two questions:

1) Which measurable qualities of a diamond are most strongly correlated to its market price?

2) With what accuracy can we create a cost-prediction model based on these qualities?

This will be accomplished through methods of machine-learning (ML) and least-squares regression. 

Introduction to Methodology

While the full Python output is included, the semantics of its reasonably complicated source 
code will not be fully discussed, as it would distract from the core discussion of the groundwork 
mathematics. However, to serve as a readable context for the conceptual background to various parts 
of the process, several cells of code will be annotated here.

Qualitative Features

Below are the first 5 entries of our dataset, which had information on a total of 53,920 diamonds.
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Explanation of Variables [with Numerical Hot-Encoding Used]

• Carat: Mass (1 carat = 200 mg)
• Cut: Grade of cut, measured categorically as

Fair [1] - Good [2] - Very Good [3] - Premium [4] - Ideal [5]
• Color: Grade of colorlessness, measured categorically as 

J [1] - I [2] - H [3] - G [4] - F [5] - E [6] - D [7]
• Clarity: Grade of blemish, measured categorically by inclusions as

I3 [1] - I2 [2] - I1 [3] (Included)
SI2 [4] - SI1 [5] (Slightly Included)
VS2 [6] - VS1 [7] (Very Slightly Included)
VVS2 [8] - VVS1 [9] (Very Very Slightly Included)
IF [10] - FL [11] (Flawless)

• Depth: Percentage ratio (x100) of total height by total width
• Table: Percentage ratio (x100) of top plane width by total width
• Price: Cost in USD
• X,Y,Z: Dimensions in mm of cubic extrapolation of diamond

The following data was also produced for each entry using the base variables.

• Volume: X·Y·Z (mm3)
• Density: Carat/Volume (carat/mm3)
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• Carat-Table: Carat·Table (carat)
• Carat-Depth: Carat·Depth (carat)
• Clarity-Cut-Color (CCC): Clarity·Cut·Color (unitless)
• Carat-Clarity-Cut-Color (CCCC): Carat·Clarity·Cut·Color (carat)

Here are some standard statistics for each variable across the entire dataset.
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Feature Importance Through Lasso

1) Which measurable qualities of a diamond are most strongly correlated to its market price?

To answer our initial question, least absolute shrinkage and selection operator (lasso) was an 
obvious choice. Lasso is a method of analyzing regression through quantifying the predictive weight of
certain features or variables in a least-squares regression model. It is also effective in other types of 
regression.

Here are the results of our lasso analysis, where price is the target of prediction constrained by the 
selected variable. Each figure is related through the lens of root-mean-square-error (RMSE).
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Model Training Through Machine-Learning

2) With what accuracy can we create a cost-prediction model based on these qualities?

Our second question has a slightly more complex answer. We generated 20 linear regression 
models using ML with accompanying analysis standard to ML data manipulation. The computer 
science and mathematics behind this process is vast and far beyond the scope of explanation here, but
at its core lies a very familiar process to linear algebra: support-vector machines (SVM). SVM uses 
techniques of vector algebra and normalized margins to perform linear regression.

The dictating figure chosen to understand each model's predictive power was RMSE, as it is a 
simple figure in USD that streamlines the process of comparing models. To broadly assess the validity 
of the generated models, we also created a dummy model. It returned an RSME of -3794.18, which is 
several times greater than anything seen below. This ensures us that the accuracy of the ML models 
below was not trivial.

Here are the RSME values for a simple average of all regressors, an average weighted by the individual 
accuracy of each regressor, and the best single regressor.
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To help contextualize these figures, consider that the mean price of the dataset was $3,930.99 
and the interquartile range between Q1 and Q3 (the “middle half”) was $4,374.25. This indicates an 
error margin with respect to RSME of 14.6-18.5% for the mean and 13.1-16.6% for the interquartile 
range. This could easily be considered a success. While the details won’t be discussed, a very popular 
form of ML regression called TPOT was also performed on the dataset to produce an RSME of -511.54. 
TPOT is an industry standard of sorts for ML analysis, and this finding further legitimizes the generated
models.

Conclusion and Further Study

Methods of regression generation, analysis, and machine-learning through linear algebra and 
computer science are in constant development. A natural extension of our findings here would be an 
explicit detailing of the most accurate prediction models that could be used with multi-variable input 
data, as our initial focus has been on the regression processes and error analysis. While this would 
only be useful to a niche demographic of luxury diamond traders, the crystal is a staple in high-end 
asset diversification and these calculations extended might prove invaluable to investors. From an 
economics perspective, comparing these results to the supply-chain cost calculations as mentioned in 
the introduction would highlight important chokepoints and gateways in the entire process of 
diamond manufacture and selling. These applications only scratch the immutable surface of the 
elusive gemstone and the power of computational mathematics.
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