
Linear Algebra and its Application to Fantasy Sports 

 

Introduction: 

The structure of daily fantasy points is that the person with the most points 

within a parameter of salary is declared the winner.  Declaring that variable x = the 

salary of the player; it would be most advantageous to optimize variable y = 

fantasy points.  Although, there is of course many variables that contribute to how 

well an individual player does per game such as if the game is a back to back, or 

the defensive ranking of the opposition, for simplicity this variable y will be 

estimated by average fantasy points per game over the course of the season. 

 

How Linear Algebra Can Solve the Problem: 

Although, the actual dataset consisting of each players salaries and average 

points per game is complex and difficult to make meaningful analyzation from, we 

can use the least squares problem to answer valuable questions.  Such as what are 

the average points per game one should be expecting at a certain salary point?  As 

well as being able to interpret what players are valuable by having significant 

regression from the line of linear regression. 

 

 Using the standard equation for approximating the least squares problem: 

Ax=b.  In this scenario our A is an m x n matrix consisting of the set of column 

vectors which individually define the players points, salaries, and names.  The 

vector b will be a within the space Rm.  Finally, x will be the scaling vector of the 

matrix A that will give the best approximation of b. The goal is to use Rstudio to 

find the vector x that makes the square root of (b-Ax) as small as possible, while 

also making sure that Ax is the closest point to b in the colA.  In Rstudio we can 

easily find the Ax vector and the total visualization is shown below. 

 

 One of the benefits of simplifying the regression down to salary and average 

points per game is that data is easily accessible for every lineup regardless of the 

games playing or even the sport.  The data comes in a simple matrix that is ready 

for use except for the fact that it includes injured players and players that hardly 



play, so those players need to be removed from the matrix so that the data isn’t 

skewed. 

 

 

Next we check normality assumption and make sure that one residual point isn’t 

altering the whole data, which it shouldn’t because of the previous step. 

 

 

 

 

 

 

 

 



From there we use the new data set to solve the least squares problem. 

 

 

 

 

 

 

 The result from the least squares problem gives an extremely well fit line 

which is expected as the sites that formulate the salaries of players don’t want to 

make one player significantly better or else everyone will pick that player.  This is 



also shown in the correlation between the two variables of salary and average 

points per game is 0.9717 which is an extremely high correlation.  

 

 The best way to get an advantage over other players in fantasy sports is to find the 

individual players that deviate most from the least squares line.  So, while most 

uses of the least squares problem attempt to find an x that alters the matrix a in 

order to find b, the interest of this linear regression is to find the points that deviate 

most from Ax=b. Since the average player follows the line of linear regression, the 

players whose true value deviates most by the predicting equation Ax=b  are 

reasonably expected to have value different from that which the salary is 

indicating. 

 

 

 

 

 

Looking at this regression chart above the players with the highest absolute 

value are the ones that deviate most from the regression line. By using this 

regression table it can estimate which players are expected to have the worst game 

and which ones can be expected to have the best game.  As a player making a 

lineup you may choose to have a high ownership of players with very negative 



regression such as number three, while avoiding players with very positive 

regression numbers like the athlete number 14.  By looking at this regression chart 

it is helpful to see which players are poorly predicted by their salary. 

 

In a visual representation below a player would get the biggest advantage by 

picking players outside of the blue lines(the confidence interval) and if possible 

making athletes outside of the red lines (the confidence interval) athletes of 

interest. 

 

 

 

 

 


