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Abstract

We show that two semi-infinite positive temperature
polymers coalesce on the scale predicted by KPZ
(Kardar-Parisi-Zhang) universality. The two polymer
paths have the same asymptotic direction and evolve
in the same environment, independently until coales-
cence. If they start at distance k apart, their coalescence
occurs on the scale k3/2. It follows that the total variation
distance of two semi-infinite polymer measures decays
on this same scale. Our results are upper and lower
bounds on probabilities and expectations that match, up
to constant factors and occasional logarithmic correc-
tions. Our proofs are done in the context of the solvable
inverse-gamma polymer model, but without appeal to
integrable probability. With minor modifications, our
proofs give also bounds on transversal fluctuations of
the polymer path. As the free energy of a directed poly-
mer is a discretization of a stochastically forced viscous
Hamilton-Jacobi equation, our results suggest that the
hyperbolicity phenomenon of such equations obeys the
KPZ exponent.
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1 | INTRODUCTION

This paper focuses on a probability model for nearest-neighbor up-right random walk paths on
the two-dimensional square lattice. The lattice vertices are assigned independent and identically
distributed random variables called weights, and the energy of a path is defined as the sum of
the weights along the path. The point-to-point quenched polymer measures are probability mea-
sures on admissible paths connecting pairs of sites. The probability of a path is proportional to the
exponential of its energy.

This model is known as the two-dimensional directed lattice polymer with bulk disorder and was
introduced in the statistical physics literature by Huse and Henley [22] in 1985 to represent the
domain wall in the ferromagnetic Ising model with random impurities. This model is expected
to be a member of the Kardar-Parisi-Zhang (KPZ) universality class and has been extensively
studied over the past three decades, becoming a paradigmatic model in the field of nonequilibrium
statistical mechanics. See the surveys [11-14, 20, 21, 30, 31, 37].

The directed last-passage percolation (LPP) model on the square lattice is a zero-temperature
version of the random polymer model. In LPP, we consider the ground states, which are admissible
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paths that maximize the energy, and are referred to as geodesics. This particular LPP model with
up-right nearest-neighbor lattice paths is also called the corner growth model.

In LPP, a path that starts from a given lattice vertex and only moves up or right is called a
semi-infinite geodesic if each finite piece of the path is a geodesic between its endpoints. The
existence, directedness, and uniqueness or nonuniqueness of semi-infinite geodesics have been
well-studied and understood (see [16, 17, 38] for details). Notably, it has been demonstrated in [16]
that these semi-infinite geodesics can be obtained as limits of finite geodesics, as the endpoint
moves off toward infinity in a particular direction. Furthermore, it has been shown in the same
paper that semi-infinite geodesics starting at different vertices but having the same asymptotic
direction eventually coalesce, that is, they intersect and then move together.

The study of semi-infinite polymer measures in the case of random directed lattice polymers
was carried out in [18, 25]. Similar to LPP, [25] established that semi-infinite polymer measures
that start from different vertices and share the same asymptotic velocity can be coupled in such
a way that their paths coalesce with probability one. As a consequence, the marginals of any two
semi-infinite polymer measures that correspond to the same asymptotic velocity are asymptotic
to each other. This phenomenon, known as hyperbolicity, has been found to be linked to various
phenomena such as stochastic synchronization and the one force-one solution principle (see, e.g., [1,
26]). In this work, our focus is on providing precise quantitative bounds on the convergence rates,
showcasing how this hyperbolicity obeys the KPZ exponents. Currently, such sharp estimates are
only available in the so-called solvable cases, where the weight distribution is chosen in a specific
way, allowing for explicit analytic computations.

With nearest-neighbor up-right paths and independent and identically distributed vertex
weights, the only known solvable LPP models are the ones with either exponential or geometric
weight distribution. In the only known solvable directed polymer model, the weights have a neg-
ative log-gamma distribution. This solvable directed polymer model was first introduced by the
second author in [32] and has since been referred to as the inverse-gamma or log-gamma polymer.

Our main contributions in this paper are sharp quantitative bounds on the rates of coalescence
of the coupled paths and convergence of the marginals in the inverse-gamma polymer model. The
corresponding estimates for LPP with exponential weights were obtained in [5] using integrable
probability methods, and in [34] using coupling with stationary versions of the model, which relies
less on the solvability of the model. In this paper, we adopt the latter approach and further develop
it to handle the additional layer of randomness that arises in the case of semi-infinite polymer
measures, where the random environment only determines the path measures. Along the way,
we provide various new estimates on the exit point of stationary polymers and we improve one
existing estimate, namely the last inequality in (4.1).

Organization of the paper

In Section 2, we present the setting and our main results concerning the coalescence point, total
variation distance, and transversal fluctuations. The connection to hyperbolicity in stochastic
Hamilton-Jacobi equations is addressed briefly in Remark 2.10. Exit time estimates in the station-
ary inverse-gamma polymer are a crucial tool in our proofs. We introduce the stationary polymer
in Section 3 and provide the exit time estimates in Section 4. The proofs of the coalescence results
are presented in Section 5, while the proofs of the total variation distance estimates can be found
in Section 6. The proofs of the transversal fluctuations results are provided in Section 7. Various
auxiliary results are gathered in the Appendix.
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Notation and conventions

Subscripts indicate restricted subsets of the reals and integers: for example, Z., = {1, 2,3, ... } and
Zio = (Z.,)* is the strictly positive first quadrant of the planar integer lattice.

On R? we have the following conventions for points x = (x;, x,) and y = (y;,y,). Coordinate-
wise order: x < y ifand only if x; < y; and x, < y,. The #! norm is |x|; = |x;| + |x,|. The origin
of R? is denoted by both 0 and (0,0). The two standard basis vectors are e, = (1,0) and e, = (0, 1).

For integers m < n, the integer interval is denoted by [m,n| = {m,m + 1,... ,n}. For planar
points a < bin Z?, [[a,b]] = {x € Z? : a < x < b}is the rectangle in Z*? with corners a and b. The
northeast boundary of a rectangle [a, b], denoted by dNE[[a, b]), is the set of vertices v € [[a, b]]
such thatv-e; =b-e, orv-e, = b -e,. The notation [a, b]] is an integer line segment in Z? if a
and b are on the same horizontal or vertical line. In particular, [[a — e;, a]] and [a — e,, a]] denote
unit edges.

The total variation distance between two probability measures ¢ and v on a measurable
space (Q, F) is dpy(u, v) = supyer |u(A) — v(A)|. For a probability measure u, X ~ u means the
random variable X has distribution u.

2 | MAIN RESULTS
2.1 | Directed polymer model

Let {Y,},,2 be a collection of positive weights on the sites of the planar integer square lattice.
For vertices u < v in Z2, X,,, denotes the collection of up-right paths x, = {x;},<;<, Where n =
|lu—vly, xo =u, x, =v and x;,; — x; € {e;,e,} for all i € [0, n — 1]]. Define the point-to-point
polymer partition function between the two vertices u < v by

[u—vly
Ziw= 2 [ Y
X, €Xy, =0

We use the convention Z,, , = 0 if u < v fails. The quenched polymer measure is a probability
measure on the set X, , and is defined by

[u—vly

1
Quuixt=— [] Yu
uv  j=0

In general, the positive weights {Y,},c,2 can be seen as a random environment if they are chosen
as independent and identically distributed positive random variables defined on some probability
space (Q, F, P). Under the moment assumption

E[|logY,|P] < o0 forsome p > 2,

there exists a concave, positively homogeneous, nonrandom continuous function A : Rio - R
that satisfies the shape theorem (see [25, section 2.3]):

|log Z, , — A(2)|
lim sup 198 %0, 7 N _ 0 P-almost surely. 21

n_)oozezio:|z|1>n |1z];
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COALESCENCE OF SEMI-INFINITE POLYMERS | 50f58

A s called the (limiting) free energy density or, by analogy with stochastic growth models, the shape
function. Regularity properties of A such as strict convexity or differentiability are not known
in general.

Fix a base point v € Z? and let x, > v in Z? be a sequence of lattice points going to infinity in
a deterministic direction &, that is, x5 /|xy|; = £/1&1;. The &-directed semi-infinite polymer

measure is obtained as the weak limit

Quxy, =TI asN — oo, 2.2)

v

provided this weak limit exists P-almost surely. The probability measure Hi is the quenched path
measure of a random walk in a random environment (RWRE) on Z? started at v. An RWRE is
Markov chain whose transition probability depends on the environment in a translation-covariant
way. In the polymer case, these transition probabilities are given by limiting ratios of partition
functions. If the shape function A (as a function of directions) has sufficient local regularity
around the direction &, then the limiting measure Hg exists [25, Theorem 3.8].

2.2 | Inverse-gamma polymer

This paper focuses exclusively on the inverse-gamma polymer. A real random variable X has
the inverse-gamma distribution with shape parameter u € (0, o), abbreviated as X ~ Ga=!(uw),
if its reciprocal X~! has the gamma distribution with shape parameter u. Equivalently, X has
probability density function

1 1y —x—1
fx(x) = ——=x 1hex 1](o,oo)(x)

['(u)

where I'(a) = f0°° s%~le=3ds is the gamma function. The inverse-gamma polymer is defined by
letting {Y,},c,2 be independent and identically distributed inverse-gamma distributed random
variables. We will fix the shape parameter u in the rest of the paper. While many of the constants
in the proofs depend on u, we will not explicitly mention this fact.

In the current state of the subject, A in (2.1) can be written down explicitly only in the
inverse-gamma case. Then the regularity of A required for (2.2) can be verified explicitly.
Hence, for each given direction £ in the open first quadrant and each initial vertex v € Z2,
the measure Hi exists almost surely [18, Theorem 7.1]. Its transition probability is given in
Equation (5.2).

Let ¥, and ¥, be the digamma and trigamma functions, defined by ¥,(z) = % log'(z) and
Y (2)= lP(’)(z) = ;—; log I'(z). In the study of the inverse-gamma polymer, it is convenient to index
the spatial directions & by the parameter p € (0, u) through

— ¥, (p) W, (u—p) >
g[p] - (Wl(P)+‘p1(M—P)’ W, (p)+¥,(u—p) ) ° (23)

We call £[p] the characteristic direction associated to the parameter p. This notion acquires its full
meaning when we discuss the stationary inverse-gamma polymer in Section 3. The formula for
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FIGURE 1 These pictures illustrate the likely events which are the complements of the rare events bounded
in Theorems 2.1 and 2.3. The open circle marks the coalescence point of two &[p]-directed semi-infinite polymer
paths. On the left r is large and the initial points are far apart on the scale N*/3. Consequently the two paths are
unlikely to coalesce before exiting the rectangle. On the right § is small and coalescence inside the rectangle is
likely.

the shape function A is cleanest in terms of the characteristic direction: from [32, (2.16)]

—__ % o) Hilu=p) g
AGlel) = P (0)+W; (u—p) Yolu=p) =5 1(0)+ (u—p) Fole)-

Throughout the paper, N is a scaling parameter that goes to infinity. We define the particular
sequence of lattice points

UN = (LNg[P] : elJ’ LNg[P] : eZJ) € Zio (2-4)

that go to infinity in the characteristic direction &[p]. We simplify the notation for the semi-infinite
polymer distribution to IT), = l'I§

2.3 | Coalescence bounds

For two initial vertices a,b € 72, let HZ , denote the classical coupling measure of the Markov
chains IT and Hi , as defined by Thorisson [35, chapter 2]. Under the distribution HZ »» the two

paths evolve jointly as a Markov chain on 72 x Z? with marginal distributions Hﬁ and H’Z. The
joint transition probability is defined on Z2 x Z? so that the two paths move independently until
they meet, after which they move together. When this meeting happens we say that the two paths
coalesced. By [25, Theorem A.1], for a given p, coalescence happens HZ ’b-almost surely, for almost
every environment.

We quantify the speed of coalescence by specifying the lattice subset in which the coalescence
first happens. For A C 72, let 4 denote the collection of pairs of semi-infinite up-right paths in Z>
that first meet at a vertex inside the set A. Then, Hp ( rloonl ) is the quenched probability that the

coalescence of the paths from a and b happens inside the set [0, vy 1l. Similarly, #° (FZZ\”O vl is
the quenched probability that the coalescence happens outside [0, vy ]. The two theorems below
give upper and lower bounds on the expectations of these quenched probabilities in two distinct
cases: when the initial points are close together and when they are far apart on the scale N%/3.
These two scenarios are illustrated in Figure 1.
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COALESCENCE OF SEMI-INFINITE POLYMERS | 7 of 58

Theorem 2.1. Let ¢ € (0, u/2). There exist positive constants C,,C,, Ny, §, depending only on ¢
such that for each p € [e, 4 — €], N > Ny and N=2/3 < & < 8, we have

P 72\[[0,v JJ)] 10
C,6 < [E[HlaNz/SJel,LaNmJ%(F 1| < ¢yl log 8119.

Remark 2.2. The restriction § > N—2/3 is needed only for the lower bound of the theorem and only
for the trivial reason that the expectation vanishes when § < N=2/3 because then the two paths
start together at the origin.

Theorem 2.3. Let ¢ € (0, t/2). There exist positive constants C,, C, ¥, ¢y, N that depend only on
¢ such that for each p € [e,u — €], N > Ny and ry < r < ¢,N'/3, we have

—Cyr3 P [[O,UN]]>] —C,r
e s [E[H[rNZ/3Je1,[rN2/3Je2(F se .

Remark 2.4. Again, the upper bound r < ¢yN 1/3 is only needed for the lower bound in the
theorem.

The estimates above do not depend on starting the paths on an antidiagonal. The following
corollary gives two of the four additional estimates. The other two follow from the theorems. Also,
e, and e, are interchangeable by symmetry.

Corollary 2.5. Let € € (0, t/2). There exist positive constants C, N, 8,1, that depend only on €
such that for each p € [e, ;4 — €], N = N, r > ro and N™2/3 < § < 8, we have

[E[Hp (r[[o’“Nﬂ)] <e <’ and [E[HP (rZZ\ﬂO’UN]])] > C8.
0,[rN?/3 e 0,[6N?/3|e,

By planar monotonicity and a change of variable, our estimates can also be stated for two
semi-infinite polymer paths that start at fixed locations. If the initial points are of order k apart,
then their meeting takes place on the scale k3/2, as captured in the corollary below. We shift the
rectangle with the initial points so that the constants do not depend at all on the initial points.
The coordinate-wise minimum of two lattice points a = (a;,a,) and b = (b;, b,) is denoted by
aAb=(a; Abj,a, Aby).

Corollary 2.6. Lete € (0,u/2) and a # bin 72 Letk = |a — b|; > 1. There exist positive constants

C;,C,, 1y, Co that depend only on € such that foreach p € [e,u—¢€l, k> 1L r>ryand§ > cok_l/2
we have

Cr <E [HZ , (FZZ\{aAb + [[O,Urkg,/z]]})] <Cy(logN'*r2/* and

2872 <E [HZ \ (ra/\b +10,0,,3/21 )] < 1872

The next result gives tail bounds for the quenched probability of fast coalescence, of optimal
exponential order.
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8 of 58 | RASSOUL-AGHA ET AL.

Theorem 2.7. Fix ¢ € (0, u/2). There exist positive constants Cy, C,, Cs,Cy, ¥y, ¢y, N,y that depend
only on ¢ such that foreach p € [e,u — €], N > Nyandr, <1 < c0N1/3, we have

—Cyr® o < P ( HO,UNJJ>> _ —C2r2N1/3>
e <P HLrN2/3Je1,LrN2/3Je2 r >1—e

P [o,ox1 —C,r2N1/3 —Cyr3
< P<H[rN2/3Jel,[rN2/3Jez (F " > e se

2.4 | Coupling and total variation distance

(FZZ\(a/\b +[o,v
,b

As the quenched noncoalescence probability Hf; rk3/2]])) is nonincreasing in r,

(FZZ\(aAb +[0,v
b

Corollary 2.6 implies the almost sure convergence HZ rk3/2]])) — 0asr — oco. This

says that the polymer distributions IT and Hz couple almost surely. To state this precisely, let
Xy = Xn(y) denote the vertex where a semi-infinite up-right path y started inside [[0, vy ] first
meets the northeast boundary aNE[[0,vy]. If (y%,7?) denote the paths under HZ ,» then for

a,be Zio we have
HE NG = X n(yP) for large enough N} = 1. (2.5)

The standard coupling inequality (stated in (6.1) in Section 6) implies that the total variation
distance between the distributions induced on dNF[[0, vy ]| converges to zero almost surely:

1\}1_{20 drvy <HZ{)(N € o}, H’;{XN IS -}) = 0 [P-almost surely. (2.6)

The next two theorems establish bounds on this convergence. In the same spirit as in the earlier
results, when the initial points are close on the scale N2/3_ the total variation distance on the
northeast boundary of a rectangle of size N is small. In the opposite case the starting points are
far apart on the scale N2/3 and the total variation distance is close to 1.

Theorem 2.8. Let ¢ € (0, u/2). There exist finite strictly positive constants 8, N, C that depend on
€ such that, whenever 0 < § < 8, N > Nyand p € [e,u — €],

p O I . 10
[E[dTV(Hl5N2/3Jel()(Ne M e, U € ))| < clioges.

Theorem 2.9. Let ¢ € (0, u/2). There exist finite positive constants ry, N, C depending on ¢ such
that whenever N > Ny, 1, <7 < N'/3 and p € [e, u — €], we have

P . P . _ ,—Cr?
[E[dTV<H[VN2/3Je1(XN € )’H[VN2/3Je2()(N € )>] >1-e '
The proofs of the two theorems are given in Section 6.
Remark 2.10 (Hyperbolicity in stochastic equations). The free energy of a directed polymer can

be viewed as a discretization of a stochastically forced viscous Hamilton-Jacobi equation. This
connection goes back to [23, 24]. In this vein, semi-infinite polymer measures can be used to
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COALESCENCE OF SEMI-INFINITE POLYMERS | 9 of 58

construct stationary eternal solutions to such equations. Article [1] treats a semidiscrete case and
[26] the KPZ equation. In particular, the limit (2.6) is a version of hyperbolicity that appears in
stochastic synchronization (also called the one force—one solution principle) of such equations. This
is the positive temperature analogue of the inviscid phenomenon whereby action minimizers are
asymptotic to each other in the infinite past. See, for example, [1, Theorem 4.4]. Our results above
show that, in the case at hand, this form of hyperbolicity obeys the KPZ wandering exponent. On
universality grounds one can predict that this is true in some generality in one space dimension
for stochastically forced viscous Hamilton-Jacobi equations with nonlinear Hamiltonians.

2.5 | Transversal fluctuations

Finally, we present a result concerning the transversal fluctuation of the finite independent and
identically distributed polymer. This result is derived by making a slight modification to the proof
of the upper bound for fast coalescence, as stated in Theorem 2.1. It is expected for the midpoint
of polymer from (0,0) to (N, N) to fluctuate around the diagonal on the scale N%/3. The upper
bound on the transversal fluctuation was first proved in the work [32], and we provide here the
lower bound, that is, we show that it is rare for the midpoint of the polymer to be too close to
the diagonal.

To state the result, let us introduce some notation. Let {mid < k} denote the collection of directed
paths between —vy and vy that intersect the £ ball of radius k, centered at the origin.

Theorem 2.11. Let € € (0, 1/2). There exist finite strictly positive constants &,, N, C that depend
on ¢ such that, whenever 0 < § < 8, N > Nyand p € [e,u — €],

E|Quyy uyimid < SN} < Cllog ] .

Remark 2.12. The midpoint transversal fluctuation can be generalized to other positions along the
path, as long as they are order N away from —vy and vy.

Remark 2.13. Our proof technique also yields the following lower bound on the fluctuation of the
endpoint of the point-to-line polymer. Let sz denote the point-to-line quenched path measure
on the collection of directed paths from (0, 0) to the anti- diagonal line x + y = 2N. And let {end <
k} denote the sub-collection of these paths that intersect the #*° ball of radius k, centered at (N, N).
It holds that

[ Q% fend < N2/3}] < Cllog8]1°V/s. 2.7)

We get the weaker \/3 instead of § because the antidiagonal version of the independence property
of Busemann increments on horizontal or vertical lines for two different directions is not known.

3 | STATIONARY INVERSE-GAMMA POLYMER

One of the main tools we use in our proofs is a stationary version of the polymer model, which
we now describe.
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10 of 58 | RASSOUL-AGHA ET AL.

The stationary inverse-gamma polymer with southwest boundary is defined on a quadrant
instead of the entire Z2. It requires a parameter parameter p € (0, 1) and a base vertex v € Z2.
Toeachz ev + 22 we attach a weight Y, ~ Ga~!(u). On the e;- and e,-boundary of v + Z>0,
we place (edge) welghts

I5+ke ~GaY(u—p) and JU+k ~GaYp), k>1. (3.1)
All these weights in the quadrant are independent. We refer to the Y weights as the bulk weights
and to the I° and J* weights as the p-boundary weights. Subsection 5.1 explains the reason behind
thinking of I° and J* as edge weights instead of vertex weights.

We use the same P to denote the joint distribution of the weights (Y, I?,Jf). Forw € v + Z>o’
we define the partition function of the stationary polymer by

1 ifx=wv,
[w—vly P i
. I ifxev+2Z,4e,
Z0w=D [I Y whereforxev+2z2, Y,=q 59" o
X, EXyy =0 Ticeyx X €v+2Z ey,
2
Y, forx e v+ 27,

The corresponding quenched polymer measure is defined as

lw—vl;

1 -
(x )= Zp H Y X, € Xy -

Next we state the theorem that explains why the process Z* is called ratio-stationary, or simply
stationary. For a subset A C 77, let A = Uyca(x + Z2 ).

Theorem 3.1 [32, Theorem 3.3] and [18, eq. (3.6)]. Fix p € (0, u). For each u € v + (Z. X Z),
W € v+ (Zyy X Zs), and x € v + Z2  we have

e P

Z 1
v,u — Lv,w —
—— ~Ga'(u-p), ———~Ga'(p), and > — ~ Ga~' ().
v,U—eq v,w—e, v ,X+eq /Z + ZU X+e; /Z
Translation invariance: The distribution of the process
z° z°
{ A CEY L UEZoy X Zsy, weZ>0xZ>O}
zP T zP z z
v,z+u—e; v,z+w—e,

does not depend on the translation z € v + Z;O. Furthermore, let A = {y;};,c; be any finite or infinite
down-right path in v + 22 indexed by an interval T C Z. (This means that each increment satis-
o 1/Z{iyi} along the path and the

/25 +Z /ngx)_1 . x € ASn (v + Z%)} are mutually independent.

v,x+e,

fies yi1 —y; €{ey,—esr} ) Then the nearest-neighbor ratios {Z5
weights { (Z}

v,x+e;

A key quantity in the coupling approach to polymers and LPP models is the exit time. For an
up-right path y, we define 7(y) € Z \ {0} as the signed number of steps taken before the first turn,
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COALESCENCE OF SEMI-INFINITE POLYMERS | 11 of 58

where the plus sign corresponds to e, steps and the minus sign to e, steps. For example, t(y) = —3
means that the first four steps of y consist of three consecutive e, steps followed by an e; step. For
L, w € Z, when additional clarity is needed, we use the notation 7, ,, to denote the restriction of
the function 7 to the domain X, ,,. When the path y starts at the base vertex v of the stationary
polymer process, |7| equals the number of boundary weights seen by the path before it exits the
boundary. This justifies the term exit time for (y).

With the function 7, we define the restricted partition function Z, ,,(a < 7 < b) similarly to
v.w» €xcept that we sum only over the subset of paths {x, € X, ,, : a <7,,(x.) <b}.

Because the weights on the boundary are stochastically larger than the bulk weights, the path
prefers to stay on the boundary. For each p € (0, ) the characteristic direction &[p] is the unique
direction in which the pulls of the e; - and e,-boundaries balance out. The sampled path between
the origin and vy tends to take order N2/ steps on the boundary. Precise exit time estimates are
stated in in Section 4.

The stationary inverse-gamma polymer with northeast boundary is analogous to the previously
defined model, except that it is defined on a third quadrant and uses boundary edge weights placed
on the northeast boundary. Thus, it also requires a parameter p € (0, x) and a base vertex v € 72,
but it is defined on the quadrant v — Zio‘ Toeachz e v + Zio we attach a bulk (vertex) weight

Y, ~ Ga~!(w). On the e;- and e,-boundary of v — Z? , we place edge weights

>0’

Z

e —_ 1P ~ Ga Y(u—-
I[[U+(k—1)ke1 Jo+ke | IU+(k—1)kel JU+ke; Ga™ (u—p),
(3.2)
o _ P el
J[[U+(k—1)ke2,v+ke2]] - JU+(k—1)k€2,U+k62 Ga (‘O)’ k<0.
All these weights in the quadrant are independent. Here too, we use P’ to denote the joint distribu-
tion of (Y, I°,J*) and write Zﬁfj Eand QZ:I;IE for, respectively, the partition function and quenched

. . 2 .
measure for the polymer with northeast boundary. Precisely, foru € v — Z% define

1 ifx=v,
[v—uly P .
NE = = ifxev—-2Z,ye
zZ0 = Z H Y,., where for x € v — 72, Y,= ’/‘J’x“’l ) >07D
X.€X,, i=0 Tixte, X EV—Z gy,
_ 72
Y, forx e v—2zZ,.

The quenched polymer measure is defined by

[v—uly

o,NE _ 1 >
Q”’U (x.)= Zp,NE H Yxi'
u,v i=0

Remark 3.2. We work mostly with the stationary model with southwest boundary and, therefore,
we only flesh out the location of the boundary when it is the northeast boundary that is being used.

By symmetry, the analogous version of Theorem 3.1 holds for the stationary polymer with
northeast boundary.
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4 | EXIT TIME ESTIMATES

In this section, we prove exit time estimates for the stationary polymer model with southwest
boundary, introduced in Section 3. These results will be used to derive the coalescence estimate
in Section 5 and the total variation bounds in Section 6.

The first theorem below concerns the case when the polymer paths have an unusually large exit
time. The upper bound for the annealed measure is proved in [15, 28]. We improve this estimate
into a bound for the quenched tail. The related upper bound in the zero-temperature model is [8,
Theorem 2.4]. The proof in [8] uses a technical result from [7, Theorem 10.5]. We will present a
simpler proof in this paper.

Theorem 4.1. Fix ¢ € (0, u/2). There exist positive constants r,, Ny, ¢y, and C;, i € [1, 6], that
depend only on € such that forallp € [e,u — €], N > Nyandr, <r < cON1/3, we have

e O [FD( m1n Qp Al > rN?3 > 1 - _C2’2N1/3>
X

&ll0.v
<Q0v capllel > PNy > e_czerm) <e G (4.1)
and
e G5 [E[xéf[f})if)l o 71> rN2/3}] [E[QOU sl > er/s}] < e Cor,

The next theorem is about the polymer paths having unusually small exit times. The esti-
mate improves upon the result from [9] where these types of estimates were used to rule out the
existence of nontrivial bi-infinite polymer measures. This technique was first developed for the
nonexistence of bi-infinite geodesics in the corner growth model [2] and subsequently applied to
coalescence estimates for semi-infinite geodesics in [34].

Theorem 4.2. Fixe € (0, u/2). There exist positive constants Cy, C,, N, 8, that depend only on ¢
such that forall p € [e,u — €], N > Ny, N™2/3 < § < 8, we have

P(xerﬁloax Q Al < SN?/3} > e_|10g5|2\/3N1/3> < Cy|logs|1%s (4.2)
and
C/6<E Lé‘ﬁloal))( an’x{|r| < 5N2/3}] < C,|logs|1s. (4.3)
YN

We close this section by extending the above estimates to any coupling of stationary polymer
measures. Let Q’J be any coupling of the measures {Qp : x € A} This is then a probability
measure on the product space Hye 4 Xo,y- We view the elements of this product space as vectors
and then for x € A, the xth coordinate of such a vector would be the path thatends at x. For x € A,
define the map 7, : [],c4 Xo, — Z that records the exit time of the path in the xth coordinate

of any vector in [],c 4 Xo -
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COALESCENCE OF SEMI-INFINITE POLYMERS | 13 of 58

Theorem 4.3. Fixe € (0, u/2). There exist positive constants C;, C,, ¥y, Cy, N that depend only on
€ such that for each p € [e,u — €], N > Ny and ry < r < ¢,N'/3, we have

~ - _ . 2N1/3 )
Pl Qo arepot| [ UFol 2N} 51— N 5 m
' N xe€dNE[0,un]l

and

A = 2/3 -cr3
E anNE[[()vN]] ﬂ {ITox 2 PNy [ 2 e
x€3NE[0,un ]

Theorem 4.4. Fixe € (0, t/2). There exist positive constants C, N, 8, that depend only on € such

that foreach p € [e,;t — €], N 2 Ny, K > 1 and 0 < § < 8, we have

Bl Q) aveponyy| U {oxl <ON?H| < Cllogs| s
x€dNE[0,un
4.1 | Proof of Theorem 4.1

The expectation bounds in Theorem 4.1 follow directly from the tail bounds. We split the proof of
the tail bounds into the following two lemmas.

Lemma 4.5. Fixe € (0, t/2). There exist positive constants Cy, C,, ro, N, depending only on € such
thatforallp € [e,u — €], N = Ny and r > r,, we have

o 2n1/3 3
[P’(QSUN{lTl > N2/} 3 e Cir*NY )se Cor”,

Lemma 4.6. Fix ¢ € (0, u/2). There exist positive constants C;, C,, 1y, Ny, ¢, depending only on €
such thatforallp € [e,u—¢e], N > Nyandry <r < cON1/3, we have

[P’( min Q7 {lt| > rN*/*}> 1~ e-C1’2N1/3> > e Cr
xﬁIIO)UN]] ?

411 | Proofof Lemma 4.5
We start with two calculations for the shape function A. Their proofs use Taylor expansions and
are thus postponed to Appendix A.2.

The first proposition below captures the loss of free energy due to curvature.

Proposition 4.7. Fixe € (0, u/2). There exist positive constants C;, N, ¢, depending only on € such
that for each p € [e,u — €], N > Ny, 1 < s < ¢,N'/3, we have

A (UN — [sN?/3]e; + [sN?/3 Jez) — [SN?/3 W (u— p) + [sN?3|W,(p) — A(vy) < —C,°N'/3.
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A A A
&[p]
N2/3
rN v &lol v
o O .9 o
. TN2/3
(0,0) O - Ofemme On =

FIGURE 2  Sketch of Corollary 4.10. On the left is a path in the event 7y, _|,n2s),, > 1. On theright, a
second base point is placed at —|rN?/3 |e, and the edge weights on the e,-axis based at 0 are determined by the
ratio variables of the polymer based at —|rN?/?|e,. By Lemma A.7,

Qouy— N2 1e, T 2 13 = Q_pness jo, oy — oo e, AT = [PN?/?] + 1}, and Theorem 4.9 can be applied.

The second proposition is essentially a bound on the nonrandom fluctuation when the endpoint
varies around vy.

Proposition 4.8. Fixe € (0, u/2). There exist positive constants C;, N, ¢, depending only on € such
that foreach p € [e,u — €], N > N, 0 < 5 < 3, we have

‘A (vN — |sN*3]e; + LsN2/3Jez) — [sN?3|W(u — p) + [sN*/* |y (p) — Alvy)| < C;N'3,

Next, we recall the established annealed version of the exit time estimate, which, through the
Markov inequality, yields the expression (4.4). This equation represents a nonoptimal variant of
the upper bound presented in Lemma 4.5, as it has e =" * instead of e=C"*N""* within the probability
measure. It is important to note that this nonoptimal version alone is not enough to prove the
coalescence estimate later on. Consequently, Lemma 4.5 assumes a pivotal role in advancing the
arguments laid out in the paper.

Theorem 4.9 [15, 28]. Fix € € (0, t/2). There exist positive constants C,,C,, Cs, ¥y, N, that depend
only on ¢ such that for forall p € [e,u — €], N > Ny and r > r,, we have

3
[E[QS,UN{lfl > rN2/3}] e O,

And by Markov inequality,
P(QQ’UN{ITI > rN?3 > e‘czr3> <e G (4.4)

Lemma A.7 allows us to obtain the following corollary from Theorem 4.9. The proof of
Corollary 4.10 is by now standard and is summarized in Figure 2 and its caption.

Corollary 4.10. Fix e € (0, 1/2). There exist positive constants Cy, C,, C5, ¥y, N, that depend only
on ¢ such that for forall p € [e,u — €], N = Ny and r > r,, we have

3 3
P(” >1 >e—C1r><e—C2r
QO,UN—VN2/3€1{ = }/ <X
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COALESCENCE OF SEMI-INFINITE POLYMERS 15 of 58

and

fr> 1} <e 6.

E|Q

0,uNy—TN2/3¢,
The same result holds when vy — rN?/3e, is replaced by vy + rN*/3e,
With these results, we obtain the following estimate for the maximum free energy.

Proposition 4.11. For each ¢ € (0, u/2), there exist positive constants C,, C,, N, ¢, depending on
¢ such that for each N > N,y and 1 < r < ¢,N?/3, we have

|P< max {logZ()v +—kjo — Aoy + (=k, k))} > Cer1/3> < e—Corl?
kel[0,3|N2/3]]] \UN s

Proof. To start, let us separate the probability that we are trying to bound into two parts.

P max {10 Z _r) — Aoy + (—k, k }ZC’VN1/3)
<ke[[o,3LN2/3”] g 0,u5+(—k,k) (N ( )

<P log Z, —logZ, Ay + (k. k)) — A >—N1/3
<ke[[0r,r313\)7(2/3ﬂ]{ 08 Zo -kt ~ 108 Zooy ~ [y + (K K)) = (UN)]} :

P(log Zow, — Avy) > %'er/3> (4.6)

Using Proposition A.1, (4.6) < ¢~ To bound (4.5), we reformulate the problem into a bound
for running maxima of random walks. First, by Proposition 4.8, if C’ > 4C; and r > 1, then

45 <P {1 Z ey —logZy,  — [k¥(u—p) — k¥ }ZC_/N1/3 '
@3 <ke[[01,1313\)](2/3j]] 08 Zo,uy+(~k k) ~ 108 Zo,u, = [K¥o(k = ) o)l =T
4.7)

Next, we will show that the quantity logZ,, k) —10g8Z,,, can be compared to a ran-
dom walk with independent and identically distributed steps. To do this, we will place boundary
weights on the south-west boundary of (—1, —1) + Z2 with parameters 1 = p — q, \/rN~1/3 and
u— A. Here, g, will be fixed sufficiently large so that the situation from Figure 3 happens: if
we trace the —&[1]-directed ray from vy, it crosses the vertical line x = —1 above the point
(=1,7N?/3). Then the c, from the statement of our proposition can be now fixed sufficiently small
so that A stays between (0, u). These choices depend only on «.

Because (—1,7N?/3) is far away from (—1,—1) on the scale N2/3, by a similar argument to
Corollary 4.10, we have

< (-1,-1),un {T } 1/1O> < e—Cr3. (48)

Let us denote the complement of the event above as

A= {Q?_L_l),UN{T < —1}>9/10}.
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UN
.0
Ga~'()) e '4£[A]-(1irecte(1
A
(—1,rN?/3) o
o
0
(-1,-1) o
Ga™'(u—N)

FIGURE 3 Therandom walk set up in Proposition 4.11.

AW
(-1,0),x
to x, which uses the same weights as

In the calculation below, let Z denote the partition function for up-right paths from (-1, 0)

Z?_ L) does on the west boundary but uses the original

(bulk) weights on Zio. For eachi =0,1,...,3|N%/3] — 1, we have

ZO,vN+(—i—1,i+1)

Zoop+(=i)
AW AW I/l
< (=1,0),uy+(=i—1,i+1) _ (=1,0),u5 +(—=i=1,i+1) _I=1,-1,=1.0] by Proposition A.3
A, west Z/l,W I/l
(=1,0),u5 +(—i,i) (=1,0), o5 +(=i,0) [(=1,-1),(=1,0)]
2 _ y _ g
3 Z{ 11y tcienisnT S 7D 3 Qi Doyt -y TS ™D Z0 L Cini
2 - i ’ 2
Z(—l,—l),vN+(—i,i)(T <-D Q(—l,—l),UN+(—i,i)(T <-D 211y o=t
z4 o
< 10 Loy LD ontheevent A .
9 g4

(—1,-1), o5 +(—i,i)

By Theorem 3.1, we can define

k-l Zzl 1,—1),un +(—i—1,i+1)
1 —1,—1),un+(—i—1,i
S; = ) log—
i=0 (=1,—D),on+(=i,0)

which is an independent and identically distributed random walk whose step has the same dis-
tribution as log G, — log G,, where G; and G, are independent, respectively, Ga(u — 1) and Ga(1)
random variables. Consequently, we have

“n< u»( max {5}~ [K%(u— p) - K¥(o)]} > %’rNW) PP, (49)
kel[0,3|N2/3]]]
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COALESCENCE OF SEMI-INFINITE POLYMERS | 17 of 58

where P(A¢) < e™¢" * Note [E[Sﬁ] = k¥,(u — 1) — k¥,(1), and using Taylor expansion and the fact
that k < 3N?/3, we have

|[E[S£] — [k¥y(u — p) — kIPO(p)]| < C\/rN'/3,

Finally, taking C’ > 16C, the probability in (4.9) is bounded as follows

P( {S/1 kq“o(,u p) - kqjo(‘o)]} > _VN1/3>
kello, 3[N2/3”|
< P( max {Sﬁ - [E[Sﬁ]} > C_/rN1/3> < e_c//r3/2
kel[0,3|N2/3]] T
where the last inequality follows from Theorem A.11. O

With this result, we are ready to prove Lemma 4.5. The proof uses arguments for a stationary
polymer with an antidiagonal boundary instead of a southwest boundary, which we will now
define. Let S ) be the bi-infinite staircase paths (with alternating e; and —e, steps) through
(0,0)

So,0) = {....(=1,1),(-1,0),(0,0),(0,-1),(1,-1),... }. (4.10)

Next, we attach boundary weights along S ), which are all independent. For each horizontal
edge to the left and right of (0,0), we attach Ga(u — p) and Ga~!'(u — p) weights. For each vertical
edge to the left and right of (0,0), we attach Ga='(p) and Ga(p) weights. For k € Z, let H, denote
the product of the edge weights from S, ;) between (0,0) and (k, —k).

The partition function for this polymer with antidiagonal boundary is defined by

p,dia _ =3
Zet = D He Zig oo
kez

where Z is the point-to-point part1t10n but without using the weight at its starting point. The
corresponding polymer measure Qp dia is a probability measure on paths that start at 0, move
along the antidiagonal, taking elther only e; — e, steps or only e, — e; steps, and then enter the
bulk by taking an e, or e, step, after which they only take steps in {e;, i = 1, 2}. For such a path y,
we define t9%(y) € 7 \ {0} as the signed number of steps taken before entering the bulk, where
the plus sign corresponds to e; — e, steps and the minus sign to e, — e; steps. For k € Z, let us
define the partition function over paths with exit point k as

Jdi ~
Zp la( dia — k) = Hk . Z(k,—k),x' (411)

Proof of Lemma 4.5. First, by Lemma A.9, it suffices to prove our estimate for the stationary poly-
mer with the antidiagonal boundary defined above. By a slight abuse of notation, let us denote
zP = zPdia and Qf = QPdia, There is no confusion because we will only be working with the
antidiagonal boundary in the remainder of this proof (instead of southwest boundary).

By a union bound, it suffices to prove that there exist positive constants Cy, C,, sy, ¢y such that
for each N > N, and 5, < s < ¢,N'/3, we have

i _C. 2N1/3 _C.$3
[FD< max ng {leaZk}Ze C15°N > <e Czs‘
kN—2/3e(s,;s+1] N
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18 of 58 | RASSOUL-AGHA ET AL.

To show this, we rewrite the quenched probability above in terms of the free energies,

P(logz® - max  logZz’ {rd2 =k} < C's2N/3
( 8 O.on kN=2/3(s,5+1] & O’UN{ )<

< p( [long’UN - A(UN)] (4.12)

— max [longU {748 =k} — (A(vy + (=K, k) — k%y(1 — p) + k‘I‘O(p))]
kN—2/3€(s,5+1] N

COPN +  max  (Alby + (k) — Ko — p) + kWy(p) — A(vN»).
kN—2/3¢(s,54+1]

Applying Proposition 4.7, if we fix C’ in (4.12) sufficiently small, then, we may replace the right
side of the inequality in (4.12) by —c’s2N''/3 for some small positive constant c’.

Let{Z;}*, denote a sequence of independent and identically distributed random variables with
the same distribution given by — log G, + log G,, where G; and G, are independent, respectively,
Ga(u — p) and Ga(p) random variables. The Z;’s will play the role of the boundary weight at (i, —i),
i > 1. Now continuing with a union bond, we have

(412) <P <logzg,UN — Aloy) < —L/s*NY 3) (4.13)

k
+ [P’( max <Z Zi+ k¥y(u—p)— k‘l’o(p)> > éc’sle/ 3) (4.14)

kN=2/3e(s,5+1] =1

+ P( max <log Z( ooy — Moy + (=K, k)) > lc’sle/3>, (4.15)
kN—2/3e(s,5+1] TOEN 5

and (4.13) < e Cs by Proposition A.2, (4.14) < e Cs by Proposition A.12 and Theorem A.1l,
(4.15) < e Cs by Proposition 4.11. Finally, we note that even the Z free energy does not use the first
weight, but Proposition 4.11 (which was originally stated for Z instead of Z) still applies because
using a union bound we can get

P( max log Y(—k,k) > ES2N1/3> < N2/3e—cszN1/3 < Ce_32N1/3 < Cle—c’s3‘
0<k<3N2/3

Also, we are applying Proposition 4.11 by first shifting the picture to move the vy in (4.7) to the
origin, flipping it about the antidiagonal, and then using, in the proposition, a vy thatis not exactly
the vy in the lemma, but rather vy — sN?/ 3(1,—1). This is allowed because the proposition is
stated uniformly for a whole interval of characteristic directions. O

41.2 | Proofof Lemma 4.6

To prove Lemma 4.6, we tilt the probability measure to make the event likely and pay for this
with a bound on the Radon-Nikodym derivative. This argument was introduced in [3] in the con-
text of the asymmetric simple exclusion process and later adapted to lower bound proofs of the
longitudinal fluctuation exponent [33] and large exit time probability [34] in the stationary last-
passage percolation process. The key idea here is to perturb the parameter p of the stationary
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COALESCENCE OF SEMI-INFINITE POLYMERS | 19 of 58

polymer model to p + rN~1/3. This allows us to control the exit point on the scale N2/3. The gen-
eral idea of utilizing perturbations of order N~1/3 goes back to the seminal paper [10]. We now
give the details.

Forv € Zio let NE[[0, v]] denote the north-east boundary of the rectangle [0, v], that is, the
sitesu € [[0,v]] withu -e; =v-e;oru-e, =v-e,.

Note that it is enough to prove the claimed bound with minxguo’vN 1 Qg,x{h'l > rN1/3} replaced
by

. 12 2/3
min Q T| >rN
el ] o] 2

as

min ng{|‘[| > rN%/3}

x&[[o,un]l
= min Z Q> {lr| > rN*/> and the path passes through z}
i R P R
= xﬁr[%i’BN" Z QS’Z{ITI > rN?/ 3}Qg’x{path passes through z}

zedNE[o,ux]

\%

in min Q7 _{|z| > rN*/? )Qp asses through z
x&[[0,ux]l T <Z/63NE loon] 07 izl } O’X{p gh z}

P 2/3
Qp Izl > N3y,

2/ €NE[[0,0y]]

Take ¢ € (0, # A %], with ¢ as in the statement of the lemma. Below, we will choose an exact
value for ¢, which will still only depend on ¢ (and u).
Given positive r and N, define the perturbed parameters A = p + rN—

The choice of ¢ guarantees that if

1/3andyn=p—-rN-1/3

r<c((u—p)* ApHN'/, (4.16)

thenn < p < A are all contained in [e/2, u — €/2].

Given positive constants a < b, define a new environment P by changing the original boundary
weights (whose distribution we will denote by [P?) on parts of the axes. Precisely, P is the joint
distribution, under P* of

B, ~Ga'(u—2)  fork € [[larN?/3] + 1, [brN?/3]]]
By, ~Ga~'(n) fork € [[|arN?/3| 4+ 1, |brN?/3]]]
b, ~w, for all other z € ZZ,.
The w weights in the first two lines are all independent and independent of the w weights. The
exact values of a and b will be determined further down and will only depend on ¢ > 0 (and
¢). Essentially, they will be chosen so that, in the picture in the left panel of Figure 4, the two
thick dotted lines passing through vy and having slopes £[1] and &[] rest inside the highlighted
regions on the axes. Then, under the new random environment P, we will show that there exists
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§lpl 4 €lpl
UN B
o r wy X
R Om=0
. .’. 0: - vN
5 ”7} ¢“““ o :.“
brN?/3
Ko ..'. K ',-" D
Q o
arN2/3 o (Al RPN
.0' K : .:
(0,0) ——1 (0,0) O = >
arN?/3  brN2/3 arN?/3  brN2/3

FIGURE 4 Left: Two dotted lines have slopes £[1] and &[7]. Right: Decomposition of the north and east
boundaries of [[0, vy] into regions £ (light gray) and D (dark gray). A small perturbation of vy, to wy keeps the
endpoint of the —£[4] ray from wy, in the interval [arN?/3, brN?/3].

some constant C; such that for N and r large,

ﬁ( min Qg {lrl > arN?/3} 31— Cr*NY 3) >1/2. (4.17)

x€dNE[0,un ]

We finish the proof of the theorem, assuming this inequality. Denote the event inside (4.17) by S

andlet f = %, where P* is the marginal of P, that is, the probability measure with independent
p-boundary weights and bulk weights. By the Cauchy-Schwarz inequality, we have

1/2 < B(S) = EP[15f] < PP(S)V2EP[f2]/? < PP(S) /27,

where the last bound for the second moment of f follows from Proposition A.10. This implies

[P’< min ng{lﬂ >arN?P}>1- e_C1r2N1/3> > e’ (4.18)

x€NE[0,05]

To recover the statement of our lemma without the constant a in (4.18), just modify C; and C,.
Next, we will show (4.17) that will finish the proof of the theorem. To do this, we will show that
for r and N large, we have

ﬁ( _max Q{1 <7< anN? < e‘C"ZNU}) >1-Cr, (419)
X N

This and the similar estimate for the event {—1 > 7, > —arN?/3} imply (4.17) when r is taken
large. Note that here we will pick the values of a < b and ¢ € (0, 457 A %] only for the bound
(4.19). When applying the same argument to the other case, we obtain another set of constants
a’ <b' andc’ € (0, 457 A %] that are possibly different. Then, we replace a and a’ by a A a’, b and
b'bybvb',andcandc’ bycAc'.

Recall the perturbed parameter A = p + rN~1/3.1fc € (0, 457 A %] and r and N satisfy condition

(4.16), then A satisfies

e/2<p<A<p+c((u—p)PAp?)Su—ce/2 (4.20)
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¢[A
WN UN UN ¢lp)
9 o N o )
&l A
“ €N
(0,0) beetF @4 (0,0) .
arN?/3 brN2/3

FIGURE 5 Left: The dotted lines have characteristic slope £[1]. Consequently, with high probability, the
sampled 1 polymer from 0 to wy exits through the interval [arN?3e,, brN*/3¢,]. Right: Illustration of estimate
(4.25).

We estimate the difference of the reciprocal slopes (i.e., m%i’;) of the vectors £[1] and £[p]. By

definition

f[/l]'e1_§[P]"31= III1(P‘|"’N_1/3) _ ¥, (p)
§l-e, Elol-ey Wi(u—p—rN13) Wi(u-p)

As W, is smooth and takes positive values on compact intervals strictly contained inside (0, u), we
¥, (p+2)
¥ (u—p—2)

’(E[/ﬂ‘el £lp] - e

can Taylor expand the quotient g(z) = around z = 0. This gives

< kyrPN723, (4.21)

) — (=k,rN7/3)

EAl-e, Elpl-e,

forall pand A such thate/2 < p < 4 < u —€/2. Here, k; and k, are positives constant depending
only on p, u, and €. Take ¢ € (0, # A %] to satisfy

c< IIE';—: . 4.22)
Then, for r and N satisfying (4.16),
k,r?N~2/3 < %ker‘l/ 3. (4.23)
And from (4.21) and (4.23) above, we obtain
ok, N1 < §[A]-e;  Elpl-e < -l rN1, (4.24)

SEAl-e,  Elpl-e

Now, start two rays at (0,0) in the directions &[p] and £[1] and let uy be the lattice point closest
to the {[A]-directed ray such that uy - e, = vy - e,. (See the right panel of Figure 5.) Then (4.24)
implies that there exist two fixed positive constants [;, [, depending only on p, u, and ¢ such that

LrN?3 vy -e; —uy - e; < LIN?/3, (4.25)
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22 0f 58 | RASSOUL-AGHA ET AL.

For now, we define
a=l and b =10,

and note that the above value of a will be lowered if necessary, later in the argument.
Fix a positive constant q < %ll, let us define

wy = vy — |qgrN?3|e;. (4.26)

As shown on the right of Figure 4, the point wy, splits 3NE[[0, vy ]| into the dark region D and the
light region £. We will first work with the dark region and show

ﬁ(ma})‘ Qv il <7< arN?? < e‘C”ZNm) >1-Cr. (4.27)
xXe ?

Let us look at another polymer measure R, that is restricted to paths that start with an e, step
from the origin, then

Zo (1 <7< [arN?3))
Z(),x(1 < T)

Ry 1 <7< arN*3 =

From the following three facts,

* Qi flsT< arN?/3} < Ry, {l<7< arN?/3},
* Ry {1 <7T<arN*3}+ Ry {r>arN?/?} =1, and
* by Lemma A4, Ry, {r > arN*/3} <R ,{r > arN*/3} for each x € D,

we have
Qo.x {1 <7< arN2/3} < RO,wN {1 <7< arN2/3} for each x € D.
Thus, in order to show (4.27), it suffices to show
ﬁ(RO’wN{l <t <arNY3 < e CrNY 3) >1-Cr. (4.28)
To show (4.28), we will find a high probability event
A=A NANA;NA,

with P(A4) > 1 — Cr~3 such that on A,

Zow, (larNP| + 1 <7< [bIN??]) 2 7Nz, (1 <7 < [arN?3)), (4.29)
as this implies

ZO,wN([arN2/3J +1<7< |brN?3))

<
Ry {7 > arN*/3} > 7 A<D
Wy

C'r2N1/3 ZO,wN(l ST LarN2/3J)
ze

Z(],wN (1 S T)

C/ 2N1/3 2/3
=e-7 Ro,wN{l <t <arN¥ }
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COALESCENCE OF SEMI-INFINITE POLYMERS 23 of 58

which together with
Ry, {1 < T <arN*?}+ Ry, {r>arN?/*} =1

gives

1 _r2nl/3
<eCrN/

E——— on A.
1 + eC'r2N1/3 =

Ry {1 <7< arN*} <

Next, we define A,,A,,A; and A, and their intersection gives A. Let Z* and Z° denote the
partition functions with the 1- and p-boundary weights, and where all boundary weights are inde-
pendent. Then, the e; -boundary weights from P can be seen as a mixture of these A- and p- weights.
The desired inequality (4.29) (under P) can be rewritten as

z} . Ll 15 0) |Z6.0, (LarN?/*] +1 <7 < [brN?/3)
P T A
ZO,wN i=1 I(z 0) ZO,wN

o 2/3
o Zow (LS TS LarN)
e
=z

p 2
ZO,wN
which is implied by the inequality
A 2/31 1P 2/3 2/3
Z} 1N Jl(l 0 Ow (larN?/3] +1 <7 < |[brN?/3)) s
ZP H Iﬂ. Zi z € ’
Owy =1 (i,0) 0wy

Because wy is a point of order rN?/3 units away from uy (recall uy is along the £[1]-
characteristic ray defined above (4.25)), there is an event A; with P(A;) > 1 —e™¢" * such that the
A quenched probability appearing above (i.e., the last ratio of partition functions on the left-hand
side) satisfies

Zng([aer/ﬂ +1< 1< |[brN?/3))

A
0,wy

>1/2 ontheevent A;.

This is proved as Lemma 4.12 at the end of this section, and the idea is illustrated on the right of
Figure 5.
Once on the event A, (4.29) would follow from having

ZA arN?/3 Ip

0

] RN, (430)
Zowy i1 (10)

with possibly a different C’. This inequality should hold with a high probability if a > 0 is taken
sufficiently small. We will work with the logarithmic version of (4.30)

arN2/3
2 P
logZO’wN —logZO,wN Z log(I(l 0 log(I( 0)) .
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24 of 58 | RASSOUL-AGHA ET AL.

We start by showing that
E [log Z(’)I wN] —E [log Zg wN] > c1r2N1/3 (4.31)

for some e-dependent constant c;, and this constant c; will be used for the rest of the proof. First,
note the exact values of the expectations are

EflogzZ,, | = Wolk ~ DXI¥,(OIN] — [grN*/*]) + Wo() ¥, — p)N]

E[log ], | = Yol = WL (ON] = 1arN?2 ) + W(0) ¥, ( — O]
Using a Taylor expansion,
Wo(p —2) = Po(pt — p) + Wy (= p)(=rN"/3) + SW|(u— p)(=rN"'*) + Ry,
Wo(2) = By(p) + T, ()N "'/3) + S (p)(rNT'/3)* + R,

Due to condition (4.20), we have |R;| < C(rN~'/3)3 for both i € {1, 2} and with an e-dependent
constant C > 0. Plugging these two formulae back into the right side of (4.31), the linear terms
from the expansions cancel out. By further lowering the value of ¢ from (4.16) if necessary, R, and
R, can be absorbed into the (rN~1/3)? terms, and there exist two positive constants D; and D,
depending only on ¢, 4 and c such that

[E[logZ&wN] - [E[long’wN] > D,r’N'/3 — D,qr’N'/3,
where the parameter q is from (4.26). By fixing g sufficiently small, we obtain the desired estimate
(4.31).
Next, with the constant ¢; from (4.31), we define the two events
- 2 p G on1/3
Ay = {logZO’wN > [E[logZO’wN] + ?r NY/ },
Az = {10gZ’J s[E[logZp ] +c—1r2N1/3},
O,wy 0wy 10

and we will show P(A,) AP(4;) > 1—Cr—3.
First, we work with P(A,). For 6, x > 0, let us define L(6, x) as in [32, (3.17)],

pe
L6, x) = / (¥,(6) — log y)xFy1e*Vdy.
0

In the next calculation, the first equality is the statement in [32, Theorem 3.7],

0 ovt
\/ar[logZ(’in] = wy - e, ¥ (p) —wy - ;¥ (u— p) + 2E lEQO,wN lz L — ,o,Ife1 )] ]
i=1

0
<C <rN2/3 +E [EQO-‘“N [rﬂ{le}]] + 1> (by Lemma 4.2 of [32])

Vel
<C (er/ *+E [EQMN [r1 {m}]] + 1) (by Lemma A.5)

< CrN?/3 4+ C'N?/3 (by (4.32) of [32]).  (4.32)
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COALESCENCE OF SEMI-INFINITE POLYMERS 25 of 58

Now, we upper bound the compliment
c
P(A)) =P {logZ&wN <E [logzg’wN] + ?lerlﬁ}
v ! G 26173
<P {logZO’wN <[E [logZO,wN] — Er NV } (by (4.31))

_ v 2
< cfr N3 Var [log Zo,wN]

P 2/3
< cfr“NZ 7 (Var [log Zo,wN] + c3rN“/°) (by Lemma 4.1 of [32])

<cr (by (4.32)).

The fact P(4;) > 1 — Cr~3 comes from the Markov inequality

c
P(A) =P {long’wN > [E[long’wN] + —~r2N'/3

} 100
10

< — P l1<gcer.
< cfr4N2/3 \/ar[logZO,wN] <Cr

Next, we define another high probability event A, by

arN2/3

_ 1 _ p 6 201/3
A= 21 <10gI<i,0) logI(l_’O)) < 1Or N
i=

If a is chosen sufficiently small compared to c¢;, then by Proposition A.12 and Theorem A.11,
P(A) > 1—e <",
Finally, on the event
A NA,NA;NA,,
our desired estimate (4.30) (after taking logarithm) will hold

arN?/3

c
logZ&wN - long’wN - Z loglé.,o) —logI”? |> Z2rN'3 > C'r2N3.
i=1

@) |~ 10

This finishes the argument for the dark region and (4.27).
For the light region,

~ 1,.2871/3
[P’<maxQOx{1 <7< arN2/3}<e_CrN/ >
xeL >
1,.2871/3
> P( maxQ”° {1<r<arN2/3}<e_C’N/
xer 0x

_'y2N1/3
>P(maxQ° {1<t}ge €N
xer 0x
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26 of 58 RASSOUL-AGHA ET AL.

= [P’(Qp fl<l< e'c”sz) (by Lemma A.5)

0,wy

=1- P(Qg’wN{l <tl> e—crr2N1/3>

>1—e " (by Corollary 4.10).
The proof of Lemma 4.6 is complete.
Lemma 4.12 is an auxiliary estimate for the proof of Lemma 4.6. Recall that A = p + rN—1/3 and

satisfies the condition (4.20). As shown on the right of Figure 4, u) and vy on the north boundary
satisfies (4.25). Using the parameters [; and I, in (4.25), we fix

a<h, b>10L, g<h. (4.33)

Recall wy = vy — qrN?/3e, is a point on the north boundary of [0, vy [|. Lemma 4.12 shows that
for small enough a > 0 and large enough b > 0, the sampled polymer path between the origin
and wy exits the e, -axis through the interval [[arN?/3e,, brN?/?¢, ]| with high probability under
P2. This is illustrated on the left of Figure 5.

Lemma 4.12. Lete € (0, u/2), and fix p € [e, u — €] and constants a, b, q as in (4.33). There exist
positive constants C;, C,, C3, 1, and N, that depend only on € such that, foranyr > ry, N > N, with
A = p + rN~1/3 satisfying (4.20), we have

P(Qg,wN {aer/3 <7< brN2/3} <1- e‘CIV2N1/3> <e Cr
and

[E[Qé,wN {aer/3 <1< brN?/3 }] >1-e O

Proof. First, note we have the following horizontal distance bound between wy and u,, where
uy is defined previously above (4.25)

1
zlerz/3 Swy e —uy - e < LINY/3,

Let z,; be the integer point closest to where the —§[1]-directed ray starting at wy crosses the e, -
axis (illustrated as the white dot in Figure 5), then the distance between the origin and z,; satisfies
the same bound

%lerz/3 <zy - e < LN/, (4.34)

In the next part, we will show that sampled polymer path between the origin and wy; will exist
on the e, -axis near z,. More precisely, we show for r > r,and N > N, such that (4.20) holds, then

_2N1/3 3
P(Qg,w,\,{f < arN2/3) > e €N )<e cr (4.35)

—_Cr2N1/3 —'3
P(Q) {7 > brN?/?) 2 e N ) <o, (4.36)

First, we show (4.36). In the estimate below, the first inequality follows from Lemma A.5; the
next equality comes from moving the base from the origin to z, as a nested polymer; the final
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WN
O
O O L
(0,0) AN brN2/3
?

(arN2/3, —h)

FIGURE 6 The vertex zy is shown as the white dot. Applying Lemma A.8 in the proof of Lemma 4.12 to

assert that Qé’wN{r <arN?3} = Q?laer " j,—h),wN{T < —h}, which is small.

inequality comes from applying Lemma 4.6 to the nested polymer where the starting and end
points are in the £[A] direction,

o213
P(Qé,wN{r > brN?/3} 3 e=C1r°N )
< P(Q&UN{T > brN%/3} » ¢~ C1°NY 3)
= P(QﬁN,UN{T >brN?? —zy e} > e‘clerm)

A b _A12/3 —C,r2N1/3
= P(Q (0> SN}z )

—C,r
<e "2,

This proves (4.36).
To prove (4.35) choose h so that (|arN2/3|,—h) is the closest integer point to the (—&[1])-
directed ray starting at wy (see the right of Figure 6). Lemma A.8 gives

_2N1/3
P(Qé,wN{f <arN*3}z e N )

= p(Ql

-C r2N1/3>
> 1 .
[arN2/3J,—h),wN{T < h} Z e

Lemma 4.6 states that it is unlikely for the sampled polymer paths from QlarN?/3 ] ~h)wy 1O exit

late in the scale N2/ from the y-axis because the direction is the characteristic one é[1]. Thus, it
suffices to show & is bounded below by some k(p)rN2/3.

Using the lower bound from (4.34), the distance between zy, and |arN?/3 |e; is bounded below
by 4arN?/3, The slope of the line going through wy and zy, is roughly £[1], because recall zy; is
defined to be the closes integer point to the crossing point between the —&[1]-directed ray from
wy and the e;-axis. Thus, its slope is contained inside a compact interval strictly inside (0, w).
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(0,0) ©

Y

FIGURE 7 The north and east boundaries of [0, vy] are decomposed into £* (light gray) and D (dark gray).
The parameter q is less than some small constant that depends only on p.

Thus, we have
> k(p)rN?/3 (4.37)

which finishes the proof. O

4.2 | Proof of Theorem 4.2

First, note that instead of

max Qf {lt| <N/},
x&[[0,ux]]

it suffices to work with

max Qb {|z| <8N}

x€dNE[o,un ]
as

max Qf {lr| < N>/}
xf[[O, N]]

= max Z Q5 {ltl <8N 2/3 and passes through z}
XEIOONT  aNE o]

= max Z Q5 {lt] <8N 2/ *}Q5 {passes through z}

xgloonll NET0,00 ] (4.38)

IN

max max Qp {It] < 5N2/3}> Qp _{passes through z}
x¢[[o,un]l ZEBNEZ[[O,UN]] <z/eaNE 0,0y z! p g

= max Q) {lt| <8N/}
2/ €dNE[o,ux]l

Decompose the northeast boundary dNE [0, vy into three parts D and £* as in Figure 7, with
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+

N = UN — Lquz/SJel and w]:f =vy— LquZ/SJeZ

w
where g < 1 is a small positive constant to be chosen later above (4.42), and

r = |logd].
The dark gray set D comprises the vertices between w;\; and wy; on the northeast corner of the
boundary of the rectangle [[0, vy ] . Recall that we assume in the theorem that

N> §3/2, (4.39)

This is natural because otherwise the probability in the statement of the theorem would be zero.
Introduce the perturbed parameters

A=p+rNY3 and n=p-rN3 (4.40)
We require the following bounds to hold for these two parameters

/\ —
p<l<p+w<,u and 0<p-—

pA(u—p)
2 2

<n<p. (4.41)

The point of the choice p + M is only to bound 4 and 7 from above and below by two con-
stants strictly inside (0, 4) and only depending on €. The above two requirements can be rewritten

as
3
N>(2_r).
pA(u—p)

With (4.39), this bound on N is automatically satisfied as soon as §3/2 > (ﬁ)? Asr =
| log 8], we can ensure this by lowering the value of §,,.

Now we show that if one takes g and o small enough, then the £[7]- and £[A]-directed rays
started at the points +|arN?/3 |e; will avoid D as shown in Figure 8. To this end, recall [ p] defined
in 2.3. Let uy be the point where the £[4]-ray starting from |arN?/3 |e crosses the north boundary

of [[0, vy ]|. Then the e;-coordinates of w;; and uy can be lower bounded by

¥, (4) ] ¥ (1 —p) _ ¥, (p) > N — arN2/3 — grN2/3 —
<‘P1(M D @I HE-p) B E—p) TN
_ U (u—p) ‘ ( Y@ ¥ ) N — arN2/3 — arN?/3 —
V@ +Uu—p) \Bu-b Gu-p) TN TN

> Cl(s)er/3 —arN?/3 — qu2/3 -5, (4.42)

where the inequality comes from Taylor’s theorem because ¥, is a smooth function on a compact
interval inside (0, 4) depending on €. Here, C, (¢) is a finite positive constant that only depends on
¢. The inequality holds provided rN~1/3 < c(¢) for some positive c(¢) that only depends on € and
this can be guaranteed to hold by lowering the threshold §, because

rN~'/3 < |1log 8|62 < 53/3.
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A
\ P g,
A 4 E
:. U}?\} ) .
;. O0—Quy
B D
3 Owx
0 . N
S 3ul
l: ’ ““Y
““" :'
o g’ — ¥ >
_rN2/3 —arN?/3 51\72/3 0 ON?/3 arN?/3

FIGURE 8 Illustration of the set D, the nested polymer, and three characteristic directions. The parameters
q = a are less than some small constant that depends only on p, & is a small positive constant in (0, §,), and r is a
large constant with » = | log§|.

Now choosing
q=a=C(ge)/10, (4.43)
we obtain
(4.42) > Cy()rN*/3, (4.44)

and this gives us the desired picture for £[1] shown in Figure 8. The argument for the £[5]-directed
ray is similar. For what follows we also want to guarantee that § < ar = a|log §|. This can be done
by decreasing the value of § after having fixed a. This completes the setup described in Figure 8.

Consider the set D shown in Figure 7 in dark gray and also in Figure 8. Place the station-
ary polymer model on 0 + Zio as a nested polymer inside a larger stationary polymer model
on the quadrant —|rN?/3|e; + Zio. From the relation between two nested polymers given by
Lemma A.7, we have

P(max Q) {1<T <N} > e—|10g5|2\/5N1/3> (4.45)
z€D »Z
[FD maxQ N ez {LrN2/3J +1<7< LVN2/3J + 5N2/3} > e_|10g5|2\/gN1/3>
FN2/3| +1< N2/3] + §N2/3
<Plm LrN2/3Je Z(L ! Tl J ) o~ |logd|>V/aN1/3
G ZP LrN2/3Je z( LVN2/3J _ C(VN2/3 +1<7< LrN2/3J + arN2/3)
[FD mln{ logZ N e, (L,,Nz/SJ —aN?? +1<1< [VN2/3J +ocN2/3)
—logz” LN ey Z([er/SJ +1<7<|[FN? + 5N2/3)} < |log5|2\/5N1/3>
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<P min{ max log Z° = |rN*3| +i
<zeD ie[—aN2/3+1,aN2/3]] & —[rN2/3Je1,z( L ! )
— P = 2/3 0 — 2/3
IOgZ—LrN2/3Jel,z(T [rN J)+logZ_[rN2/3Jel’Z(r [FrN</21)
~ max logZz’ T = [rN?/3 +k}<2lo §2V/eN3),
e ] g _Wﬁjelsz( L ] +k) |log8>/8

and by a union bound, the last probability above can be upper bounded as follows

: o _ 2/3( 4
S [P)<lgé%1 { ie[[—ocNE%aﬁ,aNz/ﬂ] logZ_ L"N2/3J€1-Z(T PN+ D)
_ P _ 2/3 2 1/3

logZ” LrN2/3Je1,z(T = |rN J)} < 3|logd| \/EN ) (4.46)

+ [P’(max{ max  log Z(T = |rN*3] + k)

Zp
zeD \ ke[[1,6N2/3]] —[rN2/3 ey,

_ P
logZ™ N2 ey

(= [rN2/3J)} > |1og5|2\/§N1/3>.

Before we continue our bound, let us simplify our notation. For z € D and i € [[-|arN%?| +
1, larN?/3]], define horizontal increments

= _ Zi—11)z
GO Zoy,

which live on the horizontal line y = 1. With these increments, define a two-sided multiplicative
walk {M73, | crn2/3 |41, [arn?/3 ) DY setting M = 1 and

_1° T
MZ/ME_ | = I(n’o)/Ifn’l) (4.47)
where I fn o) are the boundary weights from the stationary polymer in the quadrant —[rN?/3 |e; +

72 . Note that n = 0 corresponds to 7 = |rN?/3|, which is exit at the origin.
Then, (4.46) can be upper bounded as

(4.46) = I]3’<min max log MZ < 3| log5|2\/gN1/3> (4.48)
2€D pe[[-arN2/3+1,arN?/3]]

+ [F°<max max  logMZ > |log5|2\/gN1/3> (4.49)
2€D pnel[1,6N%/3]

<[P’<{min max log M? <3|10g5|2\/gN1/3}

z€D nel[l,[%aer/ﬂ]]

ﬂ {min max log MZ < 3| logélz\/ENlﬁ}) (4.50)

z€D neﬂ—[%arNZ/ﬂ 0]

+ P(max max  logM? > |log 5|2\/EN1/3). (4.51)
z€D pel[1,|6N2/3]]
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ANE | 7,NE
N ~ 1 and [ uN + e + es
+
W 00
)

Wy | JOWNE gnd JmNE

IZ,I)"NE and In,NE

\,

O i &
_rN2/3 —arN?/3 0 \ar‘N2/3
I

FIGURE 9 Setup for the stationary polymer with ratios of partition functions.

For any z € D, Lemma A.3 gives

forn>1 and Mi;M,LIUN forn < 0.

25 M
MZ>M

n n

Therefore, we may bound (4.50) and (4.51) by

N
(4.50) + (4.51) < P max  logM,~ < 3|log8)2VoN'/3 (4.52)
nel[1,|3arN?/3]]

ﬂ { max logM,LlU“_’ <3|10g5|2\/5N1/3})

nel— L%O{I‘NZ/SJ 0]

+ [P’( max  logM.¥ > |log8|V/SNY/ 3) (4.53)
nel[1,|6N2/3(]|

Next, to each edge on the north and east sides of the rectangle [—|rN%/3|e;, vy +¢; +&,],
we attach both 1- and n-edge weights, coupled as in [9, Theorem B.4]. We denote these weights

ANE ANE 7.NE 7.NE : . .
by Iun therte,” JUn te,+ke,’ Ivn theyte,” and Jvn e, +ke,” k < 1. Together with the bulk weights in

[—1rN3/3|e; + e,, vyl these define stationary polymers with northeast boundary. Let us denote

their partition functions by Z)’}Iji e te, and Zzlji te,+e, TOr X € [(=[rN 2/3|,1), vyl The corre-

sponding polymer measures are denoted by Qiﬁf beytes and QZ:S??Hl ey respectively. This is
depicted in Figure 9.
On the horizontal line y = 1, let us also define for i € [—|arN%/3| + 1, |[arN?/3]|]|

ANE 7,NE

ANE (i-1,1),uy+e; +e, 7,NE (i—-L1).uy+e;+e;

Ty = —ine and I = INE . (4.54)
(i,1), vy +e; +e, (i,1),uy+e; +e,
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Lemma 4.13. There exists a positive constant C, depending only on €, such that for a, r, N as chosen
above, and for any integers a,b € [—|arN?/3| + 1, |arN?/3|]), the event

- +

b b
7,NE T ANE
a= (T <TI0 < T <21 =

1=a 1=a
satisfies P(A€) < e=C"°.

Proof. Due to the relative positions of w;—\}, Lemma A.3 implies the middle inequality in the
definition of A. We will prove the desired bound for the inequality on the right, that is,

b b
=W ANE —cr3
[P’(HIL.st'IIIi );1—e . (4.56)

The argument for the inequality on the left is similar and will be omitted.

Let 7NF be defined similarly to 7, but acting on down-left paths. Namely, it gives the number of
steps the path takes before making its first corner. We will again use the convention that TNF > 0
if the first step of the path is —e; and TNF < 0 if the first step is —e,.

Our estimate essentially follows from the following two facts. The first fact is that the random
variable

A,.NE NE 2/3
7 2 qrN
Q[arN2/3Jel+ez,uN+el+ez{ Z4 }

is, almost surely, less than or equal to

ANE NE 2/3 _ 2/3 2/3
Q(a,l),vN+e1+e2{T > qrN-/>} Va € [—|arN“>| + 1, [arN“/>]].
This follows directly from Lemma A.5, although note that here we exit from the NE boundary
instead of the SW boundary. The second fact is that there exist positive constants C; and C, such
that

P<Q/1,NE (NE qu2/3} >1— e—C1r2N1/3) >1— e Car’ (4.57)

LarN2/3 |e; +e,,05+e; 46,

To see this, observe that

ANE NE 2/3 _C r2N1/3> _Cr3

< > 1 < 2
P<Q[arN2/3Je1+e2,vN+e1+e2{T SarNTTh>e S¢

is the same as (4.35), except here we rotate the picture by 180°. The key idea is illustrated

in Figure 10. Note the similarities between Figures 6 and 10. From Figure 10, the calculation

Zy - €, — Uy - ; — 1 > CrN?/3 is omitted because it is similar to (4.37).

Let Z (bl\i) w e denote the partition function for up-right paths from (b, 1) to wy, + e,, which
€

uses the same weights as Z?l;lj)Ew b does on the north boundary but uses the original (bulk)
L)Wy Te
weights on wy, + 72 .

On the hlgh probablhty event

{Q/I,NE (NE 5 N3 3 1 — g CIPN } , (4.58)

larN2/3|e; +e,,0n+ep +e,

IPUOD pue SR | 3L} 885 *[7202/90/6T] U0 A%IqITRUIIUO ABIIM * URIN JO AISIAIN - BYBY-NesSey Selid Ad SS62T SWII/ZTTT OT/10p/w00" A3 1M ARR1d 1 PU1JUO-20SUTRWPUO | //SAI 1 Pepeoumoq ‘T 4202 ‘0269 T

35UB0 17 SUOWILLOD dAIERID 3(qedl jdde au Ag pauseAof a2 SSpILe YO ‘88N JO SN Joj ARig 1 auluQ A3|IM uo



340f 58 RASSOUL-AGHA ET AL.
< ¢\
ZN -
< ®
) w]‘t, + e2
< O Y Q by = v +e1+ep
:...,'...: i1l
O ay = (arN?/31)
Y

FIGURE 10 Illustration of (4.57). By Lemma A.8,
Qg‘Nf (zNE < grN?/3) = ’I’NEN (zNE < —(zy - €, — Uy - €, — 1)), and this is unlikely because
Zy ey — Uy -e; — 13> CrN?/3,

we have

~w;} _ Z(a,l),w;}
(A
iZat1 Zb, 1w},
N
(a,1),wy+e;

N
(b,D,wf+e;

(By Lemma A.3)

HLqu2/3J+1 ANE

(a D,wy+e, UN+61 +ey—ieg

H[qu2/3J+1 ANE

(b Dwt NEXD) UN+el+ez—ie1
NE NE 2/3
_ Z(a,l),vN+el+ez (T 2 Lqu J)
zy (@ > [grN?/3))

(b,1),uy+e;+e,

QEIIEl) vy +epte; (TNE > Lqu2/3J)

H A,NE
NE 2/3 i1
Q(b Donterse, T 2 LarN?]) 120

b
1 ANE
o CrN/e || Iy (on the event (4.58)).
_e— 1 i:a 1 )

V/A)

d

With the new horizontal increments I*NF and I7"NE define two more two-sided multiplicative
random walks M# and M, with M(’} = Mg =1,

2 aph ANE N P 7.NE
My, /M, = (HO)/I(“), and M,/M, , _I(n,O)/I(n,l)'
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On the event A from (4.55), we get

+ _
%Mﬁ <MN<2M’forn>1 and %MZ <M,N < 2M? forn < 0. (4.59)
Now we can bound
P(eventin (4.52) N A) < P max logMﬁ <6 log5|2\/gN1/3
nellL,[5arN3]]
(4.60)
max log M, < 6|10g5|2\/gN1/3 ,
1
neﬂ—[zaer/ﬂ,O]]
P(event in (4.53) N A) < []3’< max  logM) > = log5|2\/5N1/3>. (4.61)
neflL,|6N2/3]] 2
[9, Theorem B.4] states that the increment variables {Ié’lf)E}igl U {IZ’T)E}KO are independent, and
these are independent of the boundary weights {I Z 0)} by construction. Thus, we get
“460)<P|  max  logM? < 6|log8|>VEN/3
ne[[l,[%arNZ/ﬂ]]
(4.62)

X P max logM? < 6]log81*V/aN/3 |.
ne[[—[%aer/ﬂ,O]]

The next step is arandom walk estimate because the steps of the walks log M’ ;11 andlog M, are given
by the difference of two independent log-gamma random variables, which are sub-exponential
random variables. Using Proposition A.13, we see that (4.62) < C|log §|%5. Using Theorem A.11,
we also have (4.61) < C9.

To summarize, we have shown

P(event in (4.45)) < 2P(A°) + P(event in (4.52) N A) + P(event in (4.53) N A)
< 2e7C10gdl | C|10g 5165 (4.63)
< |log 8]19s.

This completes the proof of the desired bound (4.2) with the maximum taken over the dark region
D c oNE[0,vy] in Figure 7.
For the endpoints in £*, we have the following estimate,

P(max Q° 1<t <SN*3 > e‘|1°g5|2\/gN1/3>
zelt 0.z

o —|log8|2+/8N1/3
<7(ma@f.p <7z e
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qu2/3

S
=

(0,0)

&
(5N2/37 _h)

~

FIGURE 11 We have Qy,{r < SN?/3}) = Qqion2/3 —mw {T < —h} which is rare because & is lower bounded
by CrN?/3. The lower bound on h follows from the fact the vertical distance between vy and wy, is of order rN?/3.

< [P’<ng+{1 <tizel 1°g5|2\/§N1/3> (by Lemma A.5)
UN
< e Cllogdl’ (by Corollary 4.10).

Similarly, for the £~ region, we have

P(maxQ° {1<7< 5N2/3} > e"log5|2\/gl\]1/3 <P max Q° {r< 5N2/3} > e"log‘“z\/&\ﬂ/3
zeL— 0z zeL— 0z

< P(Qﬁ,ng{r <8Ny > e—llogfflz\/gNl“)

—C|logs|?
<e |0g|.

The idea for the last inequality is illustrated in Figure 11, essentially again following from
Lemma A.5 and Corollary 4.10. This finishes the argument for the £~ region. The bound (4.2)
is thus proved.

The probability bound implies the upper bound in (4.3):

E| max Q° {r]< 5N2/3}] <5+ u»( max ]]ng{m < SNy > 5) < C|log8]'°s.

z€dNE[0,u5] zedNE[0,uy

We turn to the lower bound in (4.3). By Lemma 4.6, there exist two constants r, and N,
(depending on ¢) such that, for N > N,

E [Qp {I7] < roN2/3}] >1 (4.64)

0,un+e;+e,

N
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FIGURE 12 Left: Partition for the collection of paths in (4.64). The origin is not necessarily a partition
point. Right: An illustration for (4.68). The nested polymer with its quenched measure Q(zoi, is shown in black.
UN

Abbreviate v, = vy + e, +e,. Given § > N~2/3, partition [—r, r,] as
—Frg=Do <P1 < <pL%J <pL2%J+1 =Ty

with mesh size p;,; — p; < 8. See the left side of Figure 12. By (4.64), there exists an integer i* €
[0, [ 52 ]] such that

1

s
E|Q Ul,v{pi*Nw ST<praNPY| 2 2= = C(ee. (4.65)
' 0

As we cannot control the exact location of i*, we compensate by varying the endpoint around
vy Let

Ay = [V}, = reN?3e, v} ] U [y, — roN?3ey, vy ]

denote the set of lattice points on the boundary of the rectangle [0, Uzlv]] within distance ryN?/3 of
the upper right corner v]’V. We claim that for any integer i € [0, [?J 1,

[E[max Qs Al < 5N2/3}] > [E[Qg ApirN?3 < T < pie N3 (4.66)
ZEAN ’ o
Then bounds (4.65) and (4.66) imply
E [max Qp Htl < 8N/ 3}] > C(p)3, (4.67)
zEAN  OZ

and the lower bound in (4.3) follows directly from (4.67).
It remains to prove claim (4.66). If p;x < 0 < p;x,;, (4.66) is immediate. We argue the case
Dix41 > Pix > 0, the other one being analogous. Set z = (| p;» N*/3| — 1)e; and apply Lemma A.7
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to the polymer with the nested quenched measure ng) See the right side of Figure 12. Then

E [Qﬁ o PN <7< p NV 3}]
N
<E [QS’Z, {1<t <8N 3}] (4.68)
N

— P 2/3 ore .
=E [QO,%’V—(LP,—* N2 1)61{1 <7 <8N }]] (by shift-invariance)

< P < SN2/3Y.
\[E[Q%QO,Z{ITI\W }]

Theorem 4.2 is proved.

4.3 | Coupled polymer measures

Proof of Theorem 4.3. From Theorem 4.1, there exists an event A with probability at least e=€1" ’

such that on A, we have

2771/3
Qs {Irl > IN?/3} > 1 — e N,
x€dNE[0,un] O

By a union bound, on the event A we have
~ ~ _ 2na71/3 . 2na71/3
@ aepoong] [ (sl >IN} > 1= Ner@rV? 5 g — oY
' N x€3NE[0,0n]

provided that rj, N, are sufficiently large. With this, we have finished the proof of this
theorem. O

Proof of Theorem 4.4. By Theorem 4.2, on the high probability event B with probability at least
1—C,6]log 8|, we have

NEla'X Q Izl < 5N2/3} < e—|10g5|2\/5N1/3‘
0,x
xedNE[oon]

With the assumption that 1/6N'/3 > 1, a union bound implies that on B,

Qaveponyt] U Fox <N < Ne110gPVaN'> 5.
x€3NE[o,un]

The claim of the theorem follows. O
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5 | COALESCENCE OF SEMI-INFINITE POLYMERS

In this section, we will define the semi-infinite polymer measures and prove Theorems 2.1 and
2.3 about their coalescence. The proof will use a duality between forward and backward polymer
measures, which we describe in Subsection 5.2.

5.1 | Busemann functions and semi-infinite polymers

Following [18, Theorem 4.1], for any fixed p € (0, u), P-almost surely, the limits
mmw=§%0%aw—myﬁ0, (5.1)

exist for any x, y € 72 and satisfy

— _BP _BP
Yz 1_ e BP(z,z+e;) +e BP(z,z+e,)

and
BP(x,y) + B°(y,z) = B°(x, 2),

forall x,y,z € Z2. Furthermore, forany z € 72,17 = =412 ~ Ga=l(u — p),Jb = B(F=22) ~
Ga~!(p), and if we fix any vertex v € Z2, then the weights Y, If_kel ,Jﬁ_kez, ZEV— Zio, k > 0,are
. . . . 2
mutually independent and thus define a stationary polymer with northeast boundary on v — Zy.
The partition function and quenched polymer measure will be denoted by Z{J”})\I E Q‘_”’};I E Similarly,

if we define

1
e—BP(z—e,,2) + e—BP(z—e,,2) ’

?5: z€ 7%,

P . Ga—1 2 2 : P 1P P
then Y, ~ Ga='(u) for all z € Z=, and for any vertex v € Z* the weights YZ’IU+ke1’JU+keZ
v+ 27?2

oo k> 1, are mutually independent and defined a stationary polymer with southwest
boundary on v + Zio‘ The partition function and quenched polymer measure will be denoted
by Z&3%, 35" Thus, for any v € 72, 35" has the same distribution as the generic Q. we
introduced in Section 3 and used in Section 4. (This distributional equality is a special feature of
the inverse-gamma polymer.)

The £[p]-directed (forward) semi-infinite polymer measure starting at z, denoted by IT%, is a
Markov chain on Z? with transition probabilities

, Z €

0
TP (X, x + ) = ——— x+62p =Y, e Blxxte)
Ix+el + ‘Ix+ez
, (5.2)
TP x +ey) = ——— x+elp =Y, e Blxre)
Ix+el + ‘Ix+ez
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The &[p]-directed backward semi-infinite polymer measure starting at z, denoted by ﬁf, isa
Markov chain on Z? with transition probabilities

P P
N o —BP(x— ~ A —BP(x—
F(x,x —e) = . x - :Yf;e BP(x—e1.X)  and #(x,x —e,) = . x i :Y§e BP(x—ey.x) |
I +J I, +J%

(5.3)
The next proposition relates the semi-infinite polymers to the stationary ones. For u € 7% and
VEU+ Z2>0 let Hﬁ,v be the distribution of the Markov chain that starts at u, has transition prob-
abilities 7°(x,x +¢;), i €{1,2}, if x € [[u,v — e; — e,]|, and when it gets to v — Z_y¢;, i €1{1,2},
it takes e; steps to get to v and end there. Similarly, let ﬁﬁ’u be the distribution of the Markov
chain that starts at v, has transition probabilities 7°(x, x —¢;), i € {1,2}, if x € [[u + e; + e,, V],
and when it gets to u + Z.y¢;, i € {1, 2}, it takes —e; steps to get to u and end there.
Define, similarly to X, ,,, the set X, ,, of down-left paths starting at v and ending at u. For x, €
X, v» respectively, € X, ,, let x, € X, ,,, respectively, € X, ,,, be the path that traverses x, in the
reverse direction.

Proposition 5.1. We have P-almost surely, for anyu € 7?> and v € u + Zio, forany x, € X, .,

NE ~ - ~0,SW
I, ,(x) = Q5 (x) and T (%) =Q5," (x.).

Proof. We prove the second claim, the first one being similar. Let # = |[v — u|; and index the path
X, so that x, = u and x, = v. We will consider the case where x; = e; and the proof in the other
case is identical. Let k > 1 be such that x;, = u + ke, and x;,; = u + ke; + e,. Then

-1 -1
TP (% ) — > _ VP —BP(x;,;
1}, x) = [[ 7Gx = [] V5, 07 00
i=k i=k

-1 k -1
_ ,—BP(xy,0) vP _ ,—BP(u,) P VP
=€ ‘ H Yx£+1 =€ ];_[Iu+ie1 H Yxi+1 :
i=k i=1 i=k
Adding the above over all paths x, € X, , gives

1 = o BE0ZeSY
Consequently,

k P =1 Fp
~p _ _ Hizl Iu+ie1 Hi=k Yxi+1 _ Xp.SW
Hv,u(x-) - Vp,SW - Qu’u (x-)'
u,v O

5.2 | Coupling the forward and backward semi-infinite polymers

We now couple the polymer measures {IT; : z € 7z} following the construction in [25,
appendix A]. To this end, introduce a collection of independent and identically distributed
Uniform[0, 1] random variables {6,},,2 that are also independent of the random environment
{Y, : z € Z?}. Let P denote the distribution of 6.
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Define a directed random graph g° on Z?, according to the following rule

o

J
. x+ey
(] if Gx < W,
0 _ x+ep " x+ey
9°(x) = Ip
. +e
e, ifg, > —"4 .
2 X °  +J°

X+€1 X+€2

From ¢°, we can construct a semi-infinite path X defined by

Xg’z =z and X77 =XP% 4 gP(XDP). (5.4)

n+1

It is clear from the construction that for P-almost every Y., the distribution of X©* under P
is exactly IT;. Namely, we have P-almost surely, for any z € Z? and any finite up-right path x,
starting at z,

P{XP? = x,} = TTh{x.}. (5.5)

‘We next couple the backward semi-infinite polymer measures together with the forward ones.
To this end, define another (dual) random graph g° by

7P (x) = ! %fgp(x —e —ey)=e,
—e, ifgP(x—e —ey)=e,.

Define the down-left semi-infinite paths X according to
X0?=z and XU =XpF 43P0 (5.6)

By construction, for P-almost every Y, the distribution of X?7 under P is that of a Markov chain
on 72 with steps in {—e;, —e,} and transition probabilities

0
Jx—el eBP(x—e;—ey,x—ey) e~ BP(x—ep.x)
Ifcj—ez +J§—e2 - eBP(x—e;—ey,x—e;) 4 oBP(x—ej—ey,x—ep) - e—BP(x—e3,x) 4 o—Bf(x—e1.x)
eBF(x—ez,x)

— — P
= =7n"(X, X —e
eBP(x—e1.x) 4 oBP(x—e;,%) x, )

to go from x to x — e; and, similarly,

IP

X—e,

°_ +J°

x—e, X—e,

=7tP(x,x — e,)

to go from x to x — e,.

Remark 5.2. Note that the graph ¢° and its coupled paths {X** : z € Z?} are constructed to form
a forest that covers all of Z2. By [25, Theorem A.2], this forest is in fact a spanning tree, with
probability 1 under P. The paths {X*** — (e; +e,)/2 : z € 7?} form the dual forest that spans the
dual lattice Z> — (e; + e,)/2. Again, by [25, Theorem A.2], this dual forest is also a spanning forest
P-almost surely.
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FIGURE 13 The sampled polymers starting (|6N?/3|,0) and (0, |SN?/3]) (gray dotted lines) coalesce
outside [[0, vy]. Equivalently, some dual point x* = x — (1/2,1/2) outside of [0, vx[]] — (1/2,1/2) sends a dual
polymer X¢* — (1/2,1/2) (black dotted line) into the rectangle [[(0,0), (|SN?/3|, [SN?/3])].

For z € 7% let X** € X, be the random path that follows X?* from z until the first time it
tiits the axes Z ye;, i € {1, 2}, and then goes to ~O taking only —e; or only —e, steps. For A C Zio let
Qg , be the distribution under P of the paths {X »2 . z € A}. By Proposition 5.1, this is a coupling of

the measures {Q° ’SW : v € A}and by their construction, the paths {X©* : z € A}are Q] ,-almost
surely ordered.

5.3 | Proofs of Theorems 2.1, 2.3, and 2.7, and Corollary 2.5

We note that the probability HZ b (T) is the same as the probability under P that the coalescence
point of the coupled paths X©*“ and X* b belongs to A.

Proof of Theorem 2.1. As shown in Figure 13, the duality mentioned in Remark 5.2 implies that the
sampled polymer paths coalesce outside of the rectangle [[0, vy ]| if and only if there exists some x
on the northeast boundary of [0, vy ]| such that the polymer X% satisfies |z, | < SN?/3.

By this equivalence, the expectation in Theorem 2.1 is equal to the expectation in Theorem 4.4,

P Z2\[oonT | — | A = 2/3
E H[5N2/3J€1,[5N2/3J€2 (r N )] =E QO,BNE[[O,UN]] U {|70,x| < 5N }
x€3NE[0,0]

Finally, for the exit time expectation on the right-hand side, the upper bound follows from The-
orem 4.4. The lower bound follows from (4.38) and (4.3) in Theorem 4.2 because the probability
of a union of events is bounded below by the maximum of the probabilities of the individual
events. |

Proof of Theorems 2.3 and 2.7. As shown in Figure 14, if the two sampled forward polymers starting
at (|rN?/3|,0) and (0, [rN?/3|) coalesce inside [0, vy ]|, then by duality, this happens if and only
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T’N2/3

FIGURE 14 None of the backward polymers (black dotted lines) will enter the gray square because they are
shielded away from it by the coalescing forward polymers (gray dotted lines).

for each x € 9NE[[0, vy ]| the polymer X7 satisfies |z, | > rN*/3. Then, we have

P ool & &° = 2/3
H[rN2/3J€1,[rN2/3Jez<F N ) - 0,0NE[[0,ux 1] n {lfo,x| 2rN } . (5-7)
x€0NE[0,u]

The expectation and the tail probabilities of the right-hand side can be lower bounded using The-
orem 4.3. And they are upper bounded by Theorem 4.1 because the probability of an intersection
of events is bounded above by the minimum of the probabilities of the individual events. O

Proofof Corollary 2.5. To prove the first inequality we will lower bound its complement. By duality,
it suffices to show that for some small q depending only on ¢,

P z2\[oon1 Y| — | AP = 2/3
[E[h{o’wmje1 <r N )] =EQ g U L <T <N/
x€3NE[0,un]

> P <t <rN?/3 ]
i [E[QO,UN—quZ/3eZ{1 STSIN }

>1—eCr, (5.8)

The last inequality (5.8) follows from an argument similar to the proof of Lemma 4.12. Here,
instead of perturbing the directional parameter, we simply perturb our end point from vy to
vy — qrN?/3e,. Then, as shown in Figure 15, if we fix g sufficiently small, then the —&[p] directed
ray starting at vy, — qrN?/3e, will hit the e, -axis within [[arN?/3, brN?/3]|, for some 0 < a < b < 1.
This again just follows from Taylor’s theorem and we omit the details. Then the rest of the
argument is exactly the same as in Lemma 4.12.

To prove the second inequality in the claim of the corollary we start with the following calcu-
lation, where the first equality comes from duality and the same calculation from (4.38) gives us
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OUN

(0,0) &—=8—0—=
arN?2/3. prN2/3

FIGURE 15 Anillustration for the inequality (5.8). Starting from the point vy, — qrN*/3e,, the
—&[p)-directed ray will hit the e, -axis between [[arN?/3, brN?3]| for some 0 < a < b < 1, provided that q is fixed
sufficiently small.

the inequality when we switch from }} max,esneop, - 10} max,gpooyy -

P 72\[o,onT )| — el AP = 2/3
E|H sy (r N )] = £ Q] jnepoun U 0<%, <oN3
x€3NE[0,05]

A\%
A

max ng{l <7< 5N2/3}]

| x€dNE[[0,u ]

WV
I

[ 0 2/3
ma 1<7t<S6N .
_x$|[0,1))(N]] Q. fl1<7 }]

The last expectation can be lower bounded by C§. The proof is very similar to that of the lower
bound in (4.3). More precisely, by (5.8), we can fix two constants r, and N, (depending on ¢) such
that, for N > N,

Elo TNy > 2. (59)

0,0y —qroN%/3e,+e;
Note that using the endpoint vy — qr,N?/3e, + e, instead of vy — qr,N*/3e, does not change the
proof of this lower bound.

Now, (5.9) replaces the input (4.64), and we form our partition {p;} in the range [1,r,] instead
of [—ry, ry]. Then, the rest of the proof is the same as the lower bound proof in (4.3). O

6 | TOTAL VARIATION DISTANCE BOUNDS

Proof of Theorem 2.8. The claim follows from the fact that if U and V' are two random variables
with distributions u and v, respectively, and if P is any coupling of the two random variables, then

dv(u,v) S PU # V). (6.1)
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2/3¢; 23
Consider the paths xPNTe e {1,2}, defined in Subsection 5.2. Then, Xy (X? ONTery 4

2/3
X(X? ON °2) implies the two paths did not coalesce inside [0, vy ]|. Hence, if P is the probability
measure from Subsection 5.2, then

0,6N2/3¢; ) < p,5N2/3ez> } o < ZZ\[[O,UN]]>
p {)(N <X, £ Xy (XF SHE g oo (T .

Now the upper bound claimed in the theorem follows directly from Theorem 2.1. O

Proof of Theorem 2.9. We will first look at u only in the north boundary of [0, vy ], which we
denote as V[0, vy ]|, and we will show that

o — ) _ TP _ :
uea%v : |H[rN2/3Je1 Ay =u) HLrN2/3Je2(XN =u)| is close to 1.
YN

A similar argument can be applied to the east boundary to show that sum is also close to 1. And
combining the two calculations for the north and east boundaries would finish the proof.
From Proposition 5.1 and Theorem 4.1,

_r2N1/3 — 3

|p<1_I':L7r1\r2/3Jez()(N €V [o,ux) > 1—e N > >1—e ",
—cr2N1/3 3
P<HTrN2/3Jel(XN e oV [o,uy]) <e™ N > >1—e ",

To finish the proof, on the intersection of the two events above, we have

o _ 1P _
Y L Ky =0 =T (K =)
uedN[o,uy]l
P _ TP _
g uedl\%v 1 <HLVN2/3J€1(XN = HLrN2/3Jez(XN B u))
YN

=117 N _1° N
= H[er/ajeZ(XN € o7[[0,vx]D HLrN2/3Je1(XN e " [0,vn1D
>1—2e""N", O

7 | TRANSVERSAL FLUCTUATION LOWER BOUND

In this section, we prove Theorem 2.11, but omit some of the details because the whole proof is
similar to the proof of the upper bound in Theorem 4.2.

First, for i € {1, 2}, let us define {mid; < 6N 2/3} to be the collection of paths between —vy and
vy that crosses the segment between —SN?/3e; and SN?/3e;. As

{mid < N?/3} c {mid, < 6N*/*}u{mid, < 6N?/3},
by a union bound and the symmetry between i = 1 and 2 it suffices to prove that

E[Q_y, ., mid; < 5N2/3}] < Cllog8]'s.
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We prove this by showing that
[P’(Q_UN’UN{midl <ON?/3» e—llogSIWENl“) < C|log 8]16. (7.1)

Let r = |log 8| and fix « sufficiently small (now depending only on u) as in the proof of Theo-
rem 4.2. The next calculation follows the same steps as (4.45), except that we now set p = u/2 and
consider the dark region D as a single point vy.

left side of (7.1)

= P(logZ L —logz_, , {mid, < N*/3} < |log 6|2\/3N1/3>

—UND,

< P(logZ_UN’UN{midl <rN** -logz_, , {mid, <8N/} < |1og5|2\/5N1/3)

<Pl max [lo Z_ +logZ ]
<|k|<[rN2/3J 84—y ke, 8L (k,1),05

—  max log Z_ +logZ ]<2 log §|2v/8N1/3
|j|<L6N2/3J[ 8Z _uy ke, T108Z( 1) 0, |log 6>/s

Z, . Z
=pP[ max |log—2"L 4]log (Do
<IN [ 2oy 00) Zeyoy

Z_, Z:
—  max llog NI + log ;’1)’UN] <2|10g5|2\/gN1/3)

1<j<[8N?3] Z_t3,(0,0) ey.0n
Z ok Z,
<P max [log=—2"L t]og oy | 3| log 8|*V/6N/3 (7.2)
|k|<[rN?/3] Z—UN,(O,O) Zez,vN

Z_ 1, Z i 1

+P max log — 0 4 log(J’—)’UN > |log 8]>V6N1/3 ). (7.3)
1<j<[86N?/3) Z—UN,(O,O) Zez,vN
Next, let us define
Uy Z(i-l,l)va TN — Z-UN:(i,l)

D7 Zgney @O " Z_, -1y
and a two-sided multiplicative walk {M} },, [ _|arn2/3 41, |arn2/3)7 DY Setting M) = 1 and

M) /M =T °N/TN

(n,00/ " (n,1)"
Then, the two probabilities can be rewritten as
(7.2)+(7.3) = P( max logM/, <3|10g5|2\/§N1/3>
ne[[—arN2/3+1,arN?/3]

(7.4)

+IP>( max logM;>|10g5|2\/EN1/3>.
nef[1,6N2/3]
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Note how the right-hand side is similar to (4.48) + (4.49), except for having M ;l instead of M,,,
and the region D is reduced to the single vertex vy . Next, we give a sketch of how to carry over
the estimate from the proof of Theorem 4.2 to the random walk in this proof. The essential step
is to upper and lower bound the walk M/, by two other walks with independent and identically
distributed steps. This was done for M, previously in (4.59). After that, the bound on the two
probabilities above comes from the same estimates as in the proof of Theorem 4.2.

First, let us summarize how the desired random walk bound was obtained in the proof of The-
orem 4.2. Recall 1 and u, defined in (4.40). Lemma 4.13 showed that with probability at least
1—eC foreacha,b € [—|arN?3| + 1, |arN?/3]],

b

1 nNE ANE

EH @i,1) < (11) 2HI( SO
i=a i=a

where I, G 1) ~ Ga~!(+). Furthermore, as stated below (4.61), there is a coupling such that the

random variables

72.NE ;ANE . . . .
{I(l D ,I(J N i<0,j> 1} are independent. (7.5)
By symmetry (or rotating the picture 180°), the exact same argument can be applied to T G 0) ,
where now these edge weights are calculated to the point —vy — (e; + e,) instead of to vy + (e; +
e,). We get that with probability at least 1 — e=C"", for each a, b € [—|arN?/3| + 1, |arN?/3]],

b b
1 nSW _ N A,SW
2 HI(i,O) HI(I 0 X Hl(z 0’

where I G 0) ~ Ga~!(+) are edge weights that are calculated to —vy — (e; + e,) and with a bound-
ary placed on the south-west edges of the quadrant —vy — (e; + e,) + Zgo. As above, the random

variables

{ ASW 11,SW

@0) (o) i<0,j= 0} are independent. (7.6)

Note how the parameters switched sides, as compared to (7.5).
Next, define two two-sided multiplicative random walks M ¥, M~ with M =1land

+ + A,SW ;;n,NE
M, /Mn I(n 0) /I(n,l)

_ _ 7,SW ,A,NE
M, /M, =101

(n,0)/ " (n,1)
We get
1M_SM 2M forn>1 and lMJrsM’<2M_forn<0
2 n 2 n n n

These bounds play the role of (4.59). With this, go back to (7.4) and follow the same argument as
the one we used to bound (4.48) + (4.49), but with M,,, M2, and MY, replaced by M/, M, and M},
respectively. We should point out that an essential fact that is used in the step analogous to (4.62)
is the independence of the walks {M; : n > 1} and {M;" : n < 0}, which follows from (7.5) and
(7.6). We omit the rest of the details.
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APPENDIX A: TECHNICAL COMPLEMENTS

A.1 | Moderate deviation of the bulk free energy

We present here two estimates that we use in the proof of (4.1). The first tail bound can be derived
for the inverse-gamma polymer by combining [4, Theorem 1.7], which utilizes integrable proba-
bility methods, with [19, Theorem 2.2]. For the O’Connell-Yor polymer, the bound was established
in [27] as Proposition 2.1 without the use of integrable probability. A proof of the bound for the
inverse-gamma polymer, without the use of integrable probability, will appear in [15]. This result
can be found in Theorem 4.3.1 of the Ph.D. thesis [36].

Proposition A.1. Fixe € (0, u/2). There exist positive constants C, N, depending on ¢ such that for
each N > N, t > 1, and each p € [¢, u — €], we have

g (IOg Zy, — Avy) > NV 3) < e~Cmin{/2 N3},

The next tail bound is [6, Proposition 3.8]. The analogous bound for the O’Connell-Yor polymer
appears as [27, Proposition 3.4].

Proposition A.2. Let ¢ € (0, u/2). There exist positive constants C, N, depending on € such that for
each N > Ny, t > 1 and and each p € [g, u — €], we have

P <log Zopy —Moy) < _tNl/3> < e~ Cmin{?/2 N}

A2 | Proof of Propositions 4.7 and 4.8
Lete € (0, u/2) and fix p € [, u — €]. We start with a few derivative calculations.

d Y,(p +2) _ %W —p) + W1 (0¥ — p) (A1)
dz ¥ (o +2)+ ¥ (u—p —2)|2=0 (W,(p) + ¥, (1 — p))? ’ '
da Y (u—p—2) _ _lpz(P)qﬁ(ﬂ —p) + ¥, (p)¥, (1 — p)
dz ¥ (p+2z) + ¥ (u—p — 2)|2=0 (¥1(p) + ¥y (u — p))?
d* Y, (p+2) _ 2% a(p) — Yo — p)) N Y5(p)
dz> W (p+2) + ¥ (u—p —2)lz=0 (¥1(p) + ¥, (u — p))? ¥i(p) + ¥ (u—p)
2(¥5(p) — ¥, (1 — p))? Yi(u —p) +¥3(0)
+ ¥, (p) T 5 )
(T +¥(u—p))* (o) + ¥ (1 —p))
az ¥ (u—p—2) _ 2% = p)(Ws(p) — Par(k — p)) Y3(u—p)
dz2 ¥ (o +2) + ¥ (u— p — 2) |z=0 (¥1(p) + ¥, (u — p))? ¥y (p) + ¥y (u—p)
2(¥(0) —¥(u—p))*  Wi(u—p)+¥s(0) >
W (u— - :
tHe )< W@+ B, - PP Wy(p)+ V(- p)P
d (o +2) Yi(u—p—2)
dz <‘P1<p T T i R v B 7 Z)> -
_ (Wo(u = p) = Yo (e) (W (0)¥1 (1 = p) + W1 (p)W5 (1t — p)) (A2)

(P1(p) + ¥ (u — p))?
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d? W(p +z) Yi(u—p—12)
—2< L Yo(u—p—2)+ L Po(p +2)
dz2 \¥,(p+2) + ¥ (u—p—2) Yip+z)+¥(u—p—2) 2=0

_ 2 (), (1 — p) — WL (p)¥o (1 — p))(¥1(p) — W1 (1 — p))
(P1(p) + ¥y (u — p))?
+ Y (0)¥ (1 — p) + Wo(p)W3(u — p) — ¥ ()%, (1 — p) — W1 (0) ¥, (1 — p)
Yi(p) + ¥ (u—p)
2(¥5(0) — ¥ —p))* ¥k —p)+¥s(p) )
¥1(p) + ¥ (u — p))? ¥1(p) + ¥, (u — p))? '

+ (8,00 (1 — ) + B0, (1t — p))(
Because of the bijection in (2.3), there exists a z such that

Né[p +z] = vy — [sSN?3|e; + [sN?3|e,. (A3)

¥, (p+2)
¥y (p+2)+¥; (u—p—2)
nuity, it is also strictly negative on a neighborhood of 0. This and the mean value theorem imply

that

From (A.1), we see that the derivative of at z = 0 is strictly negative. By conti-

z € [c;sN™Y/3,¢c,sN~1/3] (A.4)
for some positive constant c;, ¢, depending on .

The quantity appearing on the left side of Propositions 4.7 and 4.8 is essentially the following
(we ignore the integer floor function),

) [‘I’l(f) - z\fﬂ:@?— Py e - Si_wf(/: i)p —y e+
N [‘I’l(p) Ifl‘l(’fzﬂ - p)%w —AF ‘Pl(pq)ﬁi/fl’:(z)— p)%(p)]

e [(‘Pl(P - Zfﬂ’lj— 2 B fﬁzu - p)]

) [‘Pl(p J:P SP:PT(; i)p -z) lpl(plijil;:(z)_ p)] .

In the above, we used (A.3) to write [SN?/3| = (vy — N&[p +2]) - e; = (NE[p + 2] —vy) - €,.
By performing Taylor expansions in z and using the computations presented earlier in this
section, we observe a number of cancellations, ultimately turning the above expression into

N i)W~ p) + ¥ (@)W, (1 — p)

24 N-0O>).
2 W) + ¥ (u—p) i =)

This and (A.4) imply the claimed bounds in Propositions 4.7 and 4.8, provided that a sufficiently
small value of ¢ is chosen.

A.3 | Nonrandom properties
The following monotonicity property of the ratios of partition functions is in [9, Lemma A.2].
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Lemma A.3. Letx,y,z € Z> besuch thatx -e; <y-e, x-e, >y - e, and x,y < z, then

Z Z Z V4
X,z < Y.z and X,z > Y.z (A.S)
Zx,z—el Zy,z—el Zx,z—ez Zy,z—ez

The above lemma implies the following results about the monotonicity between the ratio of
partition functions and exit times.

LemmaA.4. Letz € Zio and letk,l € Z, be such that | < k. Then

ZO Z(T ) ZO z(T ) ZO Z(T ) ZO z(T )
< and >
ZOz ey (T ) ZOz ey (T ) ZOz e) (T ) ZOz e (T )
Zoyz('f?l) _ Zlel,z Z()Yz(f>k) _ Zkel,z .
Proof. Note that Zore D~ Zmre: d Zore P~ Zreoar” Then Lemma A.3 gives us the
inequality
Zlel,z Zkel,z
< .
Zlel,z—el Zkel,z—el
The other inequality with e, follows from a similar argument. O

The next lemma is an immediate consequence of Lemma A 4. It suggests that shifting the end-
point to the right or down increases the likelihood of the polymer taking more e; steps at the
beginning.

Lemma A.5. Foranyk,l,m € Z,,and x € Zio such that x + le; — me, € Zio,

Qo A7 2 k} < Qo x41e;—me, {T > Kk}

Proof. Note that the proof of Lemma A .4 also gives

Zox Zy (T 2 k) Zox Zy (T > k)
< and > .
ZO,x—el ZOx —e (T k) ZO,X—82 ZO,x—eZ(TO,x Z k)

Rearrange to get

Zy x(T > k) ZO,x+el (T > k)

>k} = — <
QO,x{T } Z()’x

Z = QO,x+e1{T > k} (A6)
0,x+e;

and
Qo it >k} > Qo,x+ez{f > k}. (A7)

Applying the two inequalities (A.6) and (A.7) repeatedly gives us the statement of our lemma. []

Fixu € 7%, we will define a polymer with a general down-right boundary with the base at u. Let
Y, = {y;}ic be a bi-infinite downright path going through u. We use the convention that y, = u
and y;-e; <y;-e ifi < j
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Next, let us place positive edge weights {SYi—lyyi} along Y, and we will define the following
function H. Let H,,,, = 1. For each x,, = y,, for some m > 0, define

{Syn_l,yn ify, —yu1 =€

m
Hu»xo = H Yn—1-Yn where YYn 1Yn I/S if _ = —¢
n=1 Vn—1-Yn Yn = Yn—1 = 2

For each x, = y_,, for some m > 0, define

—-m+1 .
H, = % 1/8 ify,—y,._1=eq
Y where Y = Yn-Yn-1 n=Yn-1=6€
Uu,x, VioVn— y v ]
0 nsYn—1 1 S ¢
n=0 YnsYn—-1 1 yn yn—l e2~

Recall Y. = U,(y, + Zio) and Y~ =U,(y, + Zio). For each y € Y, and v € V., define the
set of paths

={x.€X,, 1 x; €Y}
This set is empty if both y + ¢;, i € {1,2}, areon Y. Forv € y; , define the partition function

ly—vly

= 2 ZHuyHY

yeyux EX

where {Y,} are the bulk weights for z € Y. For v € Y, let Zi » = H,,. The corresponding

quenched path measure will be denoted as Qi‘{,. Note that these partition functions satisfy the
following induction: for w € Y,

= Zy4

u,w— el uw eZ)Y (A.8)

Given a polymer model defined on Y,. We fix another bi-infinite down-right path Z, Cc Y.
and define the following nested polymer model rooted at v. It has the same bulk weights, and on
the new boundary Z, = {z,}, the weights are given by

71

u,zy

o ifz,—z, ,=e,
Uz _q
Zy_1,2 Y,
! " Zuvl;n—l if —
Zy—“ 1 Zy, —Zy_q = —6,.

u,zy

We will denote this nested polymer measure by QZ”’(y“)

Lemma A.6. Fixu,v € Z2 and two down-right bi-infinite paths ¥, and Z, with Z, C yf. Then
forw e Z>0

200 Zans

(D, u,Ww

7o = 22 (A.9)
A
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Consequently, for each w € Zfo andi € 11,2},

) Zu:(V)
Zu,w+ei Zv,w+ei
S = . (A.10)
Z u ZZU ’(yu)

u,w v,w

Proof. When w € Z, the equality (A.9) comes straight from the definitions. Then it follows for
w € Z; because the two sides satisfy the same induction (A.8). O

Lemma A.7. Fix u,v € Z2 and two down-right bi-infinite paths Y, and Z, with Z, C yf. Let
i€{l,2}and z € Z, be such that z + e, is inside Z_°. Then, for eachw € Z7°.

Quy,‘{v{path goes through [z, z + ¢;]|} = iz;(y”){path goes through [z, z + ¢;]}.

Proof. We prove the case with i = 2, the other case being symmetric. Then

z0u
13712 “Lyre,w ZuTz Tzrez
Quij{path goes through the edge [[z,z + e, ]|} = — - 20 _ Twy —~
Zu’w u,w
Zus
2y, (V)
Z v u’ Z
L —— by Lemma A.6
ZZU,()?u)
v,w
_ 120 g
= Q, 1y~ “{path goes through the edge [[z,z + ¢, ][}.
See the top panel in Figure Al for an illustration. O

Next, we restrict attention to stationary polymers with southwest and antidiagonal bound-
aries. To simplify the notation, we will denote the respective partition functions by Z, , and ngf’.
The corresponding polymer measures are denoted by Q,, . and ngf‘. For the antidiagonal bound-
aries, the bi-infinite paths are given by S, = u + Sy ), where S, ¢y is given in (4.10). For the
nested polymers, we will always assume the outer polymer has an antidiagonal boundary, and the
nested partition functions with antidiagonal and southwest boundaries are denoted, respectively,
by Zf)f‘,)’dia and Zl()”) . The corresponding polymer measures are denoted by Ql()”) and Qf)“) iz

The following two lemmas relate the exit times of two polymer processes with different starting
points. They are illustrated on the bottom of Figure Al.

Lemma A.8. Fix two base points (0,0) and (m, —n) with m,n > 0. Take u with u < (0,0) and u <
(m,—n). Let Z(()"‘? and Z((:;) e be the partition functions of the polymers with southwest boundaries,
rooted at (0,0) and (m, —ri), réspectively, nested inside a polymer rooted at u and having antidiagonal
boundary S,,. Then for v € ((0,0) + 72 ) N ((m, —n) + 72 ),

QWr<mp=Q"™_ {r<-n}.

(m,—n),v

IPUOD PUR SWLB | 8U) 39S " [202/90/6T] U0 ARIqITauluO AS|IM * UeIN JO AisieAuN - eyby-nossey selid Ag GS62T SWII/ZTTT OT/I0pAL0d A8 1w ARe.g1|BUIUO"20SYIeWpUO|//:Sany Woij pepeoumod ‘T ‘1202 ‘0S.L69%T

fa|m

5UBD| 7 SUOWILLOD BAIERID 3 (el dde ) Aq peuenob ae s O ‘88N Jo SajnJ 10} ARiq1T aulluo A8|IMm uo



COALESCENCE OF SEMI-INFINITE POLYMERS 53 of 58
A
ow
z
Ormm0
v
Oeooeoane: >
u
v
> .
> . .o U
>
> .
T : (r,r)
: s :
> .
{rrttdd
>
» (07 0) :
(0,0) '
(m’ —’I’L)
U @t

FIGURE A1l Top: Illustration of Lemma A.7 in the special case when Y, and Z, are southwest boundaries.
Bottom: Illustration of Lemmas A.8 and A.9. Note that any directed path between u and v goes through a gray
edge/arrow if and only if it goes through a black edge/arrow.

Proof. This lemma follows from Lemma A.7 as we have the equalities

(“){f < m}
= Ql‘ffg{{path goes through edges {[[a,a +e,]] : 0<a-e; <manda-e, =0}V
{path goes through edges {[[a,a +¢;]] : 0<a-e; <v-e,anda-e; =0}}
= ngg {path goes through edges {[[b,b +¢;]] : 0<b-e; <v-e,and b -e, = m}}
=Q"  {r<-nk.

(m,—n),v

Recall the exit time from the antidiagonal boundary, defined above (4.11).

Lemma A.9. Fix two base points (0,0) and (r,r) withr € Z..,. Takeu € =72 . Let Z(") and Z((f)r)dla
be the partition functions of the polymers with southwest and antldlagonal boundarles, rooted at
(0,0) and (r,r), respectively, nested inside a polymer rooted at u and having antidiagonal boundary

S,. Then forv € (r,r) + Z>0,

(u){‘[ >} = Q(u)sdia{.[dia >rh

(r,r),v
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Proof. This lemma again follows from Lemma A.7 as we have the equalities

QWiz > 2r}

= ngg {path goes through edges {[[a,a + ¢,]] : 2r < a-e; <v-e;and a-e, = 0}}
= leg {{path goes through edges {[[(b, 2r — b),(b,2r —b) +e;]] : 2r < b <v-e U
{path goes through edges {[[(b,2r — b), (b,2r —b) +e,]] : 2r < b <v-e;}}}

= Qe > 0
A.4 | Radon-Nikodym derivative calculation
Givena > 0,N € Z,,, and p > 0, let PP denote the probability distribution on the product space
Q = RI9N*”] under which the coordinates X /(w) = w; are independent and identically distributed
Ga~!(p) random variables.
Proposition A.10. Fix u > 0 and ¢ € (0, u/2). There exists a positive constant C that only depends
on ¢ and u and such that the following holds. Take any a > 0, b € R, and N € Z., and any p €
[e, u — ). Take |b| < %EN 1/3 and let f denote the Radon-Nikodym derivative

de+bN_1/3
dpr

Then
EPF’ [fZ] < eCabz‘

Proof. Let us denote A = p + bN~!/3. From a direct computation, we obtain

2

1
11—
E [f]=/ I — | P(dw)
i=1 1 1 _("_i
T Tt

F(p)Z 1 © 1 1 [aN?/3]
= e xdx
<1“(/1)2 L(p) Jo x?A=p+l >

3 laN?)
— < 1—‘(9)1-‘(2/1 P) > . (A.ll)

I(2)?
We continue by taking the logarithm of (A.11),
log(A.11) = [aN??|(logT(p) + log (21 — p) — 2log T(1)).

Note that p = A — bN~'/3 and 24 — p = 1 + bN~1/3, We can thus assume that b > 0, the other
case being symmetric. Next, note that if we Taylor expand

logT'(p) + logT'(24 — p) — 2log I'(A), (A12)

then both the zeroth and the first derivative terms cancel out.
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The assumption 0 < b < é—l‘aN 1/3 implies that
O<£<p</1<2/l—p</,t—§</,¢.

In addition, log I'(+) is a smooth function on R, . Thus, the second derivative term and the remain-
der from the expansion can be upper bounded using a constant C’ depending only on ¢ and u and
we get

(A.12) < C'b*>N~23 4+ C'p*N~L.

Again, by the assumption on b, C'b>N~=2/3 + C'b3N~! < (1 4+ ¢/4)C’b>N—2/3. The claim follows
withC = (1 +¢/4)C". ]

A.5 | Sub-exponential random variables
Let {X;} be a sequence of independent and identically distributed sub-exponential random
variables with parameters K, > 0 and 4, > 0. This means

E[e?®1—EX1D] < eKo?*  forall A € [0, 4,]. (A13)

Define S, = 0 and S} = X + - + X, — kE[X,] for k > 1. The following theorem captures the
right tail behavior of the running maximum.

Theorem A.11. Assume (A.13). Then

P<max Sy > t\/ﬁ) < {e_IZMKO) ift < 220Kov/n,

1
o<ksn eV gy > 220K,\/1.

Proof. As S is a mean zero random walk, e*5k is a nonnegative sub-martingale for A > 0. By
Doob’s maximal inequality,

[e/lsn] [E[e/l(Xl—[E[Xl])]n
<

E
[P’<max sk>t\/2> =[P><max e’lskze’“\/z> < =

e"KoA?=2t\/n ,
0<k<n 0<k<n eM/n eAy/n

=<

where in the last inequality we applied (A.13), for which we now assume 1 € [0,4,]. On this

interval, the exponent h(1) = nK 1> — At\/ﬁ is minimized at 1, = min{A,, ﬁ} and
0
12 .
= ift <24,Ky\/n,
h(A,) = 4K ) 0 0\/_
nKgA2 — Aot\/n < =340t\/n ift > 24K/

The proof is complete. O

Next, we verify that log gamma and log inverse gamma random variables are sub-exponential.
Recall that if X ~ Ga(a), then E[logX] = ¥ (), where ¥, is the digamma function, that is,

¥, (ar) = (logT(a))'.
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Proposition A.12. Fixe € (0, u/2). There exist positive constants K, A, depending on € such that
foreach a € [e, u — ¢] and X ~ Ga(a), we have

E[e?108X =% < Kol forall A € [—2g, Ay)-

Proof. First, note that E[X*] = % provided that o + 4 > 0. This last condition can be
guaranteed for all a > ¢ by taking A, small enough (depending on ¢). Then, by Taylor’s theorem,

log E[e*108X~Po()] = Jog(E[X*]e~*"0(®)) = log I'(a + A) — log (@) — AW, (ax)
/12
= III1(05)? +0(2%) < KogA?,

provided 4, is taken sufficiently small depending on ¢. The constant K, can be chosen to not
depend on « € [¢, u — €] because ¥, is a smooth function on R, O

A.6 | Random walk estimates
Let {X;};c7_, be an independent and identically distributed sequence of random variables with

E[X;]=u, Var[X;]=1 and E[|X;—ul’] =c; < .

Define S, = Zi.;l X, for k > 1. We have the following proposition that bounds the probability that
the running maximum of a random walk is small.
Proposition A.13. There exists a positive constant C such that for any 1 > 0, we have

2
um(lré%sk < z> < Clesl + )(|ul + 1/VN). (A.14)

This result follows directly from the following two results from [29].

Lemma A.14 [29] Lemma 5. There exists an absolute constant C such that for any l > 0

P S <l)-pP S <0) <Clesl+¢? 1/V/N). Al5
<1r<nkagl<V k<> <1r<r}i>j<v K < ) (esl + (Il +1/VN) (A.15)

Lemma A.15 [29] Lemma 7. There exists an absolute constant C such that

p( max S, < o) < C(lul +1/VN). (A.16)
1<k<N
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