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NON-EXISTENCE OF NON-TRIVIAL BI-INFINITE GEODESICS

IN GEOMETRIC LAST PASSAGE PERCOLATION

by Sean GROATHOUSE, Christopher JANJIGIAN & Firas RASSOUL-AGHA (*)

Abstract. — We show non-existence of non-trivial bi-infinite geodesics in the solvable last-passage percolation model
with i.i.d. geometric weights. This gives the first example of a model with discrete weights where non-existence of non-
trivial bi-infinite geodesics has been proven. Our proofs rely on the structure of the increment-stationary versions of the
model, following the approach recently introduced by Balázs, Busani, and Seppäläinen. Most of our results work for a
general weights distribution and we identify the two properties of the stationary distributions which would need to be
shown in order to generalize the main result to a non-solvable setting.

1. Introduction

This paper considers directed last-passage percolation (LPP), which is a prototypical example of a lattice

interface growth model in 1+1 dimensions. Such lattice growth models have played a central role in the

development of modern probability over the last fifty years, with 1+1 dimensional LPP rising in importance

over recent decades as a member of the Kardar-Parisi-Zhang (KPZ) universality class. See the recent surveys

[3, 14, 15, 28, 42, 43].

Last-passage percolation, along with closely related models like first-passage percolation, directed poly-

mers, and certain stochastic Hamilton-Jacobi equations, have interpretations as a kind of directed analogue

of a metric. For this point of view, see for example the discussion in [18, 19] and also [5]. This connection

is exact in the case of first-passage percolation, which genuinely describes a random metric on the lattice.

In these interpretations, it is often possible to interpret the solution in terms of random paths, which are

variously called geodesics, random polymers, or characteristics, among others. The structure of these random

paths has been a major focus of research in the field.

This project considers a particular subset of questions related to bi-infinite geodesics, which are bi-infinite

paths with the property that the restriction of the path to any finite subpath is a geodesic between its

endpoints. The study of such paths traces back at least to a question Furstenburg posed to Kesten on first-

passage percolation [37, p. 258], where the existence of such paths is equivalent to the existence of non-trivial

ground states in the ferromagnetic Ising model with random impurities [3, p. 105]. It is generally believed

that in models of the type we consider, non-trivial bi-infinite geodesics should not exist, for reasons we will

discuss shortly. Much of the mathematical progress toward proving this conjecture traces back to the seminal

ICM note of Newman [41], which instigated a fruitful line of research on the structure of semi-infinite and

bi-infinite geodesics in first-passage percolation [31, 32, 39]. These ideas motivated subsequent work on first

[1, 16, 17, 29, 30] and last passage percolation [12, 13, 26, 27, 36], as well as related models [4, 6, 7, 34].
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One of the main predictions of the KPZ class concerns the structure of fluctuations of analogues of

geodesics, and in particular their characteristic 2{3 scaling exponent in 1+1 dimensions. At an ACM work-

shop in 2015 [3, Section 4.5.1], Newman gave a heuristic argument that in dimensions for which this transver-

sal fluctuation exponent is greater than 1{2, non-trivial bi-infinite geodesics should not exist. Two different

implementations of this heuristic were recently carried out in the last-passage percolation model with i.i.d. ex-

ponential weights by Basu, Hoffman, and Sly [? ] and Balázs, Busani, and Seppäläinen [8]. The former imple-

mentation uses integrable methods heavily, while the latter relies on the structure of the increment-stationary

distributions for the model. Both approaches rely in essential ways on the exact solvability of the exponen-

tial last-passage percolation model. A general version of Newman’s argument under strong conditions on the

passage time was recently implemented by Alexander in [2]. Perhaps the strongest unconditional result in

this direction is the recent [11].

The present paper abstracts the approach of [8]. We consider a novel implementation of the argument

to the last-passage percolation model with geometric weights, giving an example of a model with discrete

weights for which non-trivial bi-infinite geodesics do not exist. More broadly, we re-cast the approach of

[8] without reference to particular weight distributions and identify two properties of increment-stationary

distributions, recorded as Assumptions 4.1 and 5.2 below, which would need to be proven in order to realize

this program for non-integrable models. After introducing each of these assumptions, we discuss the types

of hypotheses on the last-passage percolation model which would need to be proven in order to verify these

conditions. It is noteworthy that it is known from [27, 34] that the increment stationary models we discuss

in these assumptions have been shown to exist generally.

Our main result, Theorem 5.3, shows that under our abstract hypotheses, non-trivial bi-infinite geodesics

do not exist. We verify our conditions in the geometric model using exact solvability. Along the way, we

also prove some novel results about geometric last-passage percolation in order to verify our hypotheses.

In particular, we prove a new, sharp bound for exit times in increment-stationary geometric last-passage

percolation following a strategy recently introduced in [21, 22]. This is recorded as Theorem B.1 below.

2. Setting and the main result

Let Ω “ R
Z

2

and equip it with the product topology and its Borel σ-algebra F . A generic element in Ω

is denoted by ω and is sometimes referred to as an environment. Let pωxqxPZ2 be the coordinates of ω. ωx

is referred to as the weight at x. We assume the following throughout the paper: we are given a probability

measure P on pΩ, Fq such that

pωxqxPZ2 are i.i.d. under P, Dǫ ą 0 : Er|ω0|2`ǫs ă 8, and Varpω0q ą 0.(2.1)

Denote by T “ tTx : x P Z
2u the natural group of shift operators on Ω, which satisfy pTyωqx “ ωx`y for

x, y P Z
2. Given sites x, y P Z

2 with x ď y (coordinatewise), an up-right path from x to y is a sequence of

lattice vertices with increments in the set te1, e2u, the canonical basis of R2. The collection of up-right paths

from x to y is denoted by Πy
x. The passage time (or the weight) of an up-right path π P Πy

x is the sum of

the weights of the vertices of the path:
ř

vPπ ωv. For x ď y in Z
2, the (bulk) last-passage time from x to y is

defined to be

Gx,ypωq “ max
πPΠ

y
x

ÿ

vPπ

ωv.(2.2)

In particular, Gx,xpωq “ ωx. As is customary in probability theory we often omit the ω from the argument

of Gx,y.

A path π P Πy
x which realizes the maximum in (2.2) is called a geodesic. This terminology is by analogy with

the related model of first-passage percolation where Gx,y defines a random pseudo-metric on Z
2. Geodesics

are unique when Ppω0 ď tq is continuous in t, but when this distribution function is not continuous, multiple

geodesics can exit.

Our main interest in the present paper is in the structure of bi-infinite geodesics, which we now define.
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Definition 2.1. — A bi-infinite up-right path π´8:8 “ pπnqnPZ is said to be a bi-infinite geodesic if for
every m ă n in Z, the segment πm:n is a geodesic between πm and πn.

For each x P Z
2 and k P t1, 2u, the path x ` Zek “ px ` jek : j P Zq is a trivial bi-infinite geodesic. This

is because there is only one up-right path between any two sites on such a path. Bi-infinite geodesics which

are not of this form are said to be non-trivial. Our main theorem says that non-trivial bi-infinite geodesics

do not exist when the weights are geometric random variables.

Theorem 2.2. — Assume ω0 is a Geomprq random variable for some r P p0, 1q. Then with P-probability
one there are no non-trivial bi-infinite geodesics.

Our main result, Theorem 2.2, follows from Theorem 5.3, which applies to a general weight distribution.

It requires two assumptions, which are then verified (in the appendix) to hold when ω0 is geometrically

distributed. These are the only two places where solvability is used. We include the following comments on

our use of solvability:

a) The independence property in Theorem A.2(c) and the explicit knowledge of marginal distributions in

Theorem A.2(d) are used in the proof of the tail bound in Theorem B.1, which verifies our Assumption 4.1.

These methods seem unlikely to generalize, as they rely on a certain structure of Radon-Nikodym derivatives

of the marginal distributions which is satisfied for solvable poylmer and percolation models, but not general

distributions. See [21–23]. Using these methods, the bound we prove is sharp, with cubic exponential decay.

This is stronger than is necessary for the rest of our arguments: Assumption 4.1 only asks for a polynomial

bound with exponent strictly greater than two.

b) The independence property in Theorem A.2(b) is used when verifying Assumption 5.2. This is an

assumption concerning certain random walks which, in a general setting, would be built out of using the

Busemann process constructed in [27, 34]. In the setting with geometric weights, this independence allows us

to turn the probability of an intersection in (5.5) to a product of probabilities. Moreover, it is used to deduce

that the random walks in (5.2) have independent increments. Our key random walk estimate, Lemma C.1,

assumes that the random walk increments are independent for this reason. For a general weight distribution,

we expect that the increments of the associated random walks in question are mixing, but not independent.

A version of Lemma C.1 can be expected to hold for such random variables, subject to some extra moment

hypotheses.

Organization of the paper: Section 3 introduces boundary models. In Section 4 we derive geodesic

fluctuation bounds under Assumption 4.1. Section 5 has the proof of the nonexistence of bi-infinte geodesics,

under Assumptions 4.1 and 5.2. Appendix A.1 recalls results that provide the boundary weights for the

boundary models needed for the proofs. Sections 3-5 and Appendix A.1 are for general weights and can be

read independently. The rest of the appendixes deal with the case of geometric weights and can each be

read independently. Theorem B.1 in Section B verifies that Assumption 4.1 holds in the case of geometric

weights. Lemma C.2 uses the extra independence structure in Theorem A.2 and the random walk estimates

in Lemma C.1 to verify that Assumption 5.2 holds in the case of geometric weights.

2.1. Notation

N denotes the natural numbers t1, 2, . . . u, Z is the set of integers t0, ˘1, ˘2, . . . , u, and R is the set of real

numbers. For a P R, Rěa “ ra, 8q, Rąa “ pa, 8q, Zěa “ ra, 8q X Z, and Ząa “ pa, 8q X Z. Rďa, Răa, Zďa,

and Zăa are defined analogously. For a, b P R with a ď b we write rra, bss to denote the integers that are in

ra, bs and we abbreviate rrnss “ rr1, nss. For points u, v P R
2, u ď v and v ě u mean u1 ď v1 and u2 ď v2. For

such u and v, let ru, vs “ tx P R
2 : u ď x ď vu and rru, vss “ tx P Z

2 : u ď x ď vu.

We denote the canonical basis vectors of R2 by e1 “ p1, 0q and e2 “ p0, 1q. Set 0 “ p0, 0q. An up-right

path πm:n “ pπm, πm`1, . . . , πnq is a collection of vertices πi P Z
2 which satisfies πi ´ πi´1 P te1, e2u for

i P rrm ` 1, nss. For x ď y, the set of up-right paths which start at x and end at y is denoted by Πy
x.
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Let U “ re2, e1s “ tte1 ` p1 ´ tqe2 : 0 ď t ď 1u. Its relative interior is denoted by ri U “ pe2, e1q “
tte1 ` p1 ´ tqe2 : 0 ă t ă 1u. We will use the notation a _ b “ maxpa, bq and a ^ b “ minpa, bq.

For r P p0, 1q, a Geomprq random variable X satisfies PpX “ nq “ rnp1 ´ rq for n P Zě0. For p P r0, 1s, a

Berppq random variable X satisfies PpX “ 1q “ 1 ´ PpX “ 0q “ p.

3. Models with boundary

The main player in the proof of Theorem 2.2 is a coupling of the bulk passage times and a collection of

passage times in models with boundary conditions. Given weights ω P Ω and numbers tIx, Jx : x P Z
2u,

referred to as boundary weights, the boundary passage time GSW
x,y pω, I, Jq from x to y, with x ď y, is the

maximum weight of up-right paths from x to y, where each path collects 0 weight at the site x, I weights

at each vertex on the horizontal boundary x ` Zě0e1, J weights at each vertex on the vertical boundary

x`Zě0e2, and bulk weights ω at each vertex in the bulk x`N
2. See Figure 3.1. Rigorously, for x “ px1, x2q P

Z
2 and k P N we set GSW

x,x “ 0,

GSW
x,x`ke1

“
kÿ

i“1

Ix`ie1
, and GSW

x,x`ke2
“

kÿ

i“1

Jx`ie2
.(3.1)

Then for y P x ` N
2 we let

GSW
x,y “ max

1ďkďy1´x1

! kÿ

i“1

Ix`ie1
` Gx`ke1`e2,y

)ł
max

1ďℓďy2´x2

! ℓÿ

j“1

Jx`je2
` Gx`e1`ℓe2,y

)
.(3.2)

Note that GSW
x,y is a function of tIx`ie1

, Ix`je2
, ωz : i, j P N, z P x ` N

2u. Hence the superscript SW which

stands for southwest as this is where the ω-weights are switched to I and J .

x Ix`e1
. . . Ix`5e1

Jx`e2

...

Jx`5e2

Figure 3.1. An illustration of paths in the model with boundary conditions. The boundary is contained

between the dashed lines, the geodesic is solid, and the exit point of the geodesic from the boundary is

circled.

As in the bulk model, a geodesic in the model with boundary conditions is an up-right path that achieves

the maximum in (3.1-3.2). Recall that geodesics are not necessarily unique if the weights do not have a

continuous distribution.

Each geodesic path must exit the boundary at some point. See the circled vertex in Figure 3.1 for an

illustration of such an exit point. We denote by ExitSW
x,y pω, I, Jq the set of locations of exit points of the
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geodesics from x to y, relative to the starting point x. That is, with the convention that we index exit points

from the vertical boundary with negative numbers,

ExitSW
x,y “

!
k P rr1, y1 ´ x1ss :

kÿ

i“1

Ix`ie1
` Gx`ke1`e2,y “ GSW

x,y

)

ď!
´ℓ : ℓ P rr1, y2 ´ x2ss and

ℓÿ

j“1

Jx`je2
` Gx`ℓe2`e1,y “ GSW

x,y

)
.

The furthest exit point in the e1 direction is then given by

ZSW,e1

x,y “ max ExitSW
x,y

and the furthest exit point in the e2 direction is given by

ZSW,e2

x,y “ min ExitSW
x,y .

Note that if Ix`ke1
ď Īx`ke2

for integers 1 ď k ď py ´ xq ¨ e1, then ZSW,e1

x,y pω, I, Jq ď ZSW,e1

x,y pω, Ī, Jq, with a

similar statement if the J-weights are increased.

The boundary weights that we will use in this paper are the random variables tIξ
x, Jξ

y : x, y P Z
2u, supplied

by Theorem A.1 for each fixed ξ P ri U . We then use the notation

Gξ
x,ypωq “ GSW

x,y pω, Iξpωq, Jξpωqq.(3.3)

Exitξ
x,y and Zξ,ek

x,y are defined similarly.

When the starting point is the origin 0 we will omit it from the index and abbreviate quantities of the

form A0,x by writing Ax or Apxq. We will also sometimes write Apm, nq “ Ame1`ne2
.

The significance of the particular choice of boundary weights is that while the bulk passage times are

subadditive:

Gx,y ´ ωy ` Gy,z ´ ωz ď Gx,z ´ ωz, @x ď y ď z,(3.4)

the boundary passage times are additive:

Gξ
x,y ` Gξ

y,z “ Gξ
x,z.(3.5)

In particular, for any x “ pm, nq P Z
2
ě0

ErGξ
0,xs “ ErGξ

0,e1
sm ` ErGξ

0,e2
sn “ ErIξ

e1
sm ` ErJξ

e2
sn.

The above leads to a variational characterization of the limiting shape of the bulk model. Indeed, [40,

Theorem 2.3] and a standard coarse-graining argument (see, for example, [33]) imply that if Er|ω0|2`εs ă 8
for some ε ą 0, then for P-almost every ω,

lim
nÑ8

n´1 max
xPZ2

ě0

|x|1“n

|G0,x ´ γpxq| “ 0,(3.6)

where

γpxq “ γpx1, x2q “ inf
ξPri U

 
ErIξ

e1
sx1 ` ErJξ

e2
sx2

(
for x P R

2
ě0.(3.7)

This expression for γ is an immediate consequence of the construction in [34, Theorem 4.7], which defines our

Iξ and Jξ (see (4.3) and Lemma 4.12 there), and the variational characterization of a homogeneous concave

function in terms of its superdifferential.

Another property of the pIξ, Jξq process is that it is stationary and, as a consequence,

tG
ξ
z`x,z`y : y ě x in Z

2u has the same distribution as tGξ
x,y : y ě x in Z

2u @z P Z
2.(3.8)

This explains why the last-passage percolation model with these boundary weights is called the stationary

model or the stationary LPP.

The significance of specializing to the case where the weights are geometric random variables, i.e. ω0 „
Geomprq for some r P p0, 1q, is that because of the memoryless property of the geometric distribution, many
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explicit computations are possible. For this reason, this case is said to be solvable. For example, for any x ď y

in Z
2 and any ξ P ri U ,

 
ωz, G

ξ

x,y`pn`1qei
´ G

ξ
x,y`nei

: n P Zě0, i P t1, 2u, z ´ x P N
2
(

are independent(3.9)

and, marginally, G
ξ
x,y`e1

´ Gξ
x,y „ Geomppq and G

ξ
x,y`e2

´ Gξ
x,y „ Geompr{pq, with p “ ppξq given by

ppξq “ ppξ1, ξ2q “ rpξ1 ` ξ2q ` pr ` 1q
?

rξ1ξ2

ξ1 ` rξ2 ` 2
?

rξ1ξ2

P pr, 1q for ξ P R
2
ą0.(3.10)

These are some of the properties contained in Theorem A.2.

For a fixed r P p0, 1q, (3.10) gives a bijection from ri U to pr, 1q with the inverse function given by

ξppq “
ˆ

rp1 ´ pq2

p2pr ` 1q ´ 4pr ` rpr ` 1q ,
pp ´ rq2

p2pr ` 1q ´ 4pr ` rpr ` 1q

˙
P ri U .(3.11)

Switching from ξ to p in the variational formula (3.7) and then using the explicit distributions allows to

solve (3.7) explictly and get

γpxq “ γpx1, x2q “ inf
pPpr,1q

Mppxq “ r

1 ´ r
px1 ` x2q ` 2

?
r

1 ´ r

?
x1x2 ,(3.12)

where

Mppxq “ Mppx1, x2q “ px1

1 ´ p
`

r
p
x2

1 ´ r
p

“ px1

1 ´ p
` rx2

p ´ r
.(3.13)

4. Geodesic Fluctuation Bounds

Theorem A.1 produces random variables tIξ
x, Jξ

y : x, y P Z
2, ξ P ri Uu and the passage times that use these

variables as boundary weights, which we denote by Gξ
x,ypωq “ GSW

x,y pω, Iξpωq, Jξpωqq.
In this section, we give bounds on the size of the fluctuations of the point-to-point geodesics under the

following assumption on the tails of Z
ξ,ek

0,x , when |x|1 is large and x{|x|1 is close to ξ. For δ P p0, 1q, define

the cone

Sδ “ tx P R
2
ą0 : x ¨ e1 ě δx ¨ e2 and x ¨ e2 ě δx ¨ e1u.

Assumption 4.1. — There exist a ν ą 2 and a δ0 P p0, 1q such that for any δ P p0, δ0q and κ ě 0, there
exist positive finite constants C0pδq, N0pδ, κq, and s0pδ, κq such that

P
 

|Zξ,e1pm, nq| _ |Zξ,e2pm, nq| ě spm ` nq2{3
(

ď C0s´ν ,(4.1)

for all pm, nq P Sδ X Z
2
ěN0

, s ě s0, and ξ P ri U such that ξ1 P pδ, 1 ´ δq and |ξ1 ´ m
m`n

| ď κpm ` nq´1{3.

By Theorem B.1, this assumption is satisfied for any ν ą 2 when ω0 is geometrically distributed. This

assumption is verified in the case of exponential weights in [8, Corollary 4.3], with a sharp bound appearing

in [22, Corollary 3.2].

We begin with some preliminary observations about the structure of last-passage percolation. Given points

x ď y in Z
2 and weights ω, define the boundary weights

Irxs
y pωq “ Gx,ypωq ´ Gx,y´e1

pωq, when x ď y ´ e1, and

J rxs
y pωq “ Gx,ypωq ´ Gx,y´e2

pωq, when x ď y ´ e2.
(4.2)

Then for z P y ` Z
2
ě0, let

Grxs
y,zpωq “ GSW

y,z pω, Irxspωq, J rxspωqq and Zrxs,e2

y,z pωq “ ZSW,e2

y,z pω, Irxspωq, J rxspωqq.

The following is immediate from the definitions. See, for example, [? , Lemma A.1].
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Lemma 4.2. — Let x ď y ď z in Z
2. Fix a configuration of weights ω P Ω. Then Gx,zpωq “ Gx,ypωq `

G
rxs
y,zpωq. Furthermore, if an upright path is a geodesic of Gx,zpωq, then its restriction to y `Z

2
ě0 is part of a

geodesic of G
rxs
y,zpωq. Likewise, if an upright path is part of a geodesic of G

rxs
y,zpωq, then it can be extended to

a geodesic of Gx,zpωq.

The next lemma is a direct consequence of the one above.

Lemma 4.3. — Let ℓ, m be positive integers. Let x ě y be in Z
2. Take i P t1, 2u. Fix a configuration of

weights ω P Ω. Then ZSW,ei
x,y pωq “ ℓ ` m if and only if Z

rxs,ei

x`ℓe1,ypωq “ m. Similarly, ZSW,ei
x,y pωq “ ´ℓ ´ m if

and only if Z
rxs,ei

x`ℓe2,ypωq “ ´m.

The above definitions and lemmas are deterministic statements and work for every fixed choice of the

environment ω. Therefore, by considering passage times with boundary weights Iξ and Jξ and recalling

(3.5), we see that both lemmas hold if we replace Gx,z, Gx,y, G
rxs
y,z, ZSW,ei

x,y , and Z
rxs,ei

x`ℓei,y, i P t1, 2u, with,

respectively, Gξ
x,z, Gξ

x,y, Gξ
y,z, Zξ,ei

x,y , and Z
ξ,ei

x`ℓei,y, i P t1, 2u.

Corollary 4.4. — Suppose Assumption 4.1 holds. Then for any δ P p0, δ0q, A ą 0, and κ ě 0 there
exist positive finite constants C1pδ, δ0, ν, Aq, N1pδ, δ0, κq ě 1, and s1pδ, δ0, κq such that

(4.3) PtZξ,e2pm, n ´ tspm ` nq2{3uq ă 0u ď C1s´ν

and

(4.4) PtZξ,e1pm, n ` tspm ` nq2{3uq ą 0u ď C1s´ν

for all pm, nq P Sδ XZ
2
ěN1

, s ě s1, ξ P ri U such that ξ1 P pδ, 1 ´ δq and |ξ1 ´ m
m`n

| ď κpm ` nq´1{3, and with
n ´ tspm ` nq2{3u ě 1, in the case of (4.3), and s ď Apm ` nq1{3, in the case of (4.4).

Proof. — Fix δ and κ as in the claim. Recall the constants N0 and s0 in Assumption 4.1. Take pm, nq P
Sδ XZ

2
ěN0

and s ě maxp2s0, 21{3N
´2{3
0 q such that n´tspm ` nq2{3u ě 1. Take ξ P ri U such that ξ1 P pδ, 1´δq

and |ξ1 ´ m
m`n

| ď κpm ` nq´1{3. Apply shift-invariance, Lemma 4.3, and (4.1) to obtain

P
 
Z

ξ,e2

p0,0q,pm,n´tspm`nq2{3uq ă 0
(

“ P
 
Z

ξ,e2

p0,tspm`nq2{3uq,pm,nq ă 0
(

“ P
 
Z

ξ,e2

p0,0q,pm,nq ă ´tspm ` nq2{3u
(

ď P
 
Z

ξ,e2

p0,0q,pm,nq ă ´spm ` nq2{3{2
(

ď 2νC0s´ν .

For (4.4), let N̄0 “ N0pδ{2, κ ` 1q and

s̄0 “ max
`
s0pδ{2, κ ` 1q, 2p1 ` δqδ´1N̄

´2{3
0 , p1 ` δq´1δN̄

1{3
0

˘
.

Take pm, nq P Sδ X Z
2
ěN̄0

and s ě s̄0. Let d “ tspm ` nq2{3u, rn “ n ` d and rm “ m `
X

dm
n

\
. Then

δ

2
ď δn ` δspm ` nq2{3 ´ 1 ´ δ

n ` spm ` nq2{3
ď rm

rn ď 1

δ
ď 2

δ
.

Take ξ P ri U such that ξ1 P pδ, 1 ´ δq and |ξ1 ´ m
m`n

| ď κpm ` nq´1{3. Then

ˇ̌
ξ1 ´ rm

rm ` rn
ˇ̌

ď
ˇ̌
ξ1 ´ m

m ` n

ˇ̌
` md ´ ntdm{nu

pm ` nq2
ď κpm ` nq´1{3 ` pm ` nq´1 ď pκ ` 1qpm ` nq´1{3.

Furthermore, if we take s ď Apm ` nq1{3, then we get

rm ` rn
m ` n

ď 1 ` pδ´1 ` 1qd
m ` n

ď 1 ` pδ´1 ` 1qspm ` nq´1{3 ď 1 ` pδ´1 ` 1qA.
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Now, similar to the above computation, we have

P
 
Zξ,e1 pm, n ` tspm ` nq2{3uq ą 0

(
“ P

!
Zξ,e1 prm, rnq ą

Xdm

n

\)

ď P
 
Zξ,e1 prm, rnq ą 1

2
δspm ` nq2{3

(

ď P
 
Zξ,e1 prm, rnq ą 1

2
δ
`
1 ` pδ´1 ` 1qA

˘´2{3
sprm ` rnq2{3

(

ď p2{δqν
`
1 ` pδ´1 ` 1qA

˘2ν{3
C0pδ{2qs´ν . �

For pm, nq P N
2, α P p0, 1q, and s ą 0, define

Cpm,nq
α,s “ rrptαmu, tαnuq ´ spm ` nq2{3e2, ptαmu, tαnuq ` spm ` nq2{3e2ss.

C
pm,nq
α,s is the symmetric vertical line segment centered at ptαmu, tαnuq with length 2spm ` nq2{3. For x P

R
2
`zt0u, let

ζpxq “ x

|x|1
P U .

Let πpm,nq,e1 and πpm,nq,e2 denote, respectively, the rightmost and the upmost geodesics of Gpm, nq.

πpm,nq,e2

πpm,nq,e1 tαmu

C
pm,nq
α,s

p0, 0q

pm, nq

Figure 4.1. An illustration of the high probability event in Lemma 4.5. The upmost and rightmost

geodesics from p0, 0q to pm, nq will intersect the vertical line segment C
pm,nq
α,s .

Lemma 4.5. — Suppose Assumption 4.1 holds. For 0 ă δ ă δ0 and 0 ă ε ă 1
2
, there exist finite positive

constants C2pδ, δ0, ν, εq, N2pδ, δ0q ě 1, and s2pδ, δ0q such that the following holds: for all pm, nq P Sδ XZ
2
ěN2

,
α P pε, 1 ´ εq, and s P

“
s2, εδ

3pδ`1q pm ` nq1{3
‰
,

P

!
pπpm,nq,e1 X Cpm,nq

α,s “ ∅q Y pπpm,nq,e2 X Cpm,nq
α,s “ ∅q

)
ď C2s´ν .(4.5)

Proof. — Fix δ, ε as in the claim. Take

N2 “ max
!

ε´1N1pδ{3, δ0, 1q, p3 ´ δqδ´1ε´1
`
N1pδ{3, δ0, 1q ` 1

˘
, 3p3 ´ δqδ´2ε´1,

2p1 ´ δ{3qε´1, p2 ´ 2δ{3q3{2p1 ` 3{δq1{2ε´1,
1

2

`
2δ´1p3 ´ δq

˘3{2
, p1 ´ εq´1,

6

5
ε´1N0pδ{3, 1q, ε´1,

1

2
p3ε´1q3{2

`
1 ´ εδ

3pδ ` 1q
˘´3

)
.

(4.6)

Take

s2 “ max
 
2, 8δ´2{3s1pδ{3, δ0, 1q, 2s0pδ{3, 1q

(
.
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Take pm, nq P Sδ X Z
2
ěN2

and

s P
“
s2,

εδ

3pδ ` 1q pm ` nq1{3
‰
.

This ensures that n ´ spm ` nq2{3 ě p1 ´ ε{3qn ą 0. Let ξ‹ “ ζpm, n ´ spm ` nq2{3q and ξ‹ “ ζpm, n ` spm `
nq2{3q. Let π‹ denote the upmost geodesic of Gξ‹ pm, nq and π‹ be the rightmost geodesic of Gξ‹ pm, nq.

Theorem A.1 gives a coupling of the weights tωx, Iξ‹
x , Jξ‹

x , Iξ‹
x , Jξ‹

x : x P Z
2u that is stationary and such

that almost surely, for all x P Z
2,

(4.7) ωx ď Iξ‹

x ď Iξ‹
x and ωx ď Jξ‹

x ď Jξ‹

x .

Take α P pε, 1 ´ εq and define ro “ ptαmu, tαpn ´ spm ` nq2{3quq. By Lemma 4.2, the point where π‹ crosses

the southwest boundary of the rectangle rro, pm, nqs is the same as the exit point of the upmost geodesic of

G
ξ‹

ro,pm,nq from the same boundary. Furthermore, we clearly have

tαnu ` 2spm ` nq2{3 ě tαpn ´ spm ` nq2{3qu ` 2spm ` nq2{3,

and the fact that m ` n ě 1 and s ě 1 implies p2 ´ αqspm ` nq2{3 ě 1 ` ε ě 1, which implies

tαnu ´ 2spm ` nq2{3 ď tαpn ´ spm ` nq2{3qu.

Therefore,
 
π‹ X C

pm,nq
α,2s “ ∅

(
Ă

 
π‹ X rro, ro ` 2spm ` nq2{3e2s “ ∅

(
Ă

 
Z

ξ‹,e2

ro,pm,nq R r´2spm ` nq2{3, ´1s
(
.

Consequently,

Ppπ‹ X C
pm,nq
α,2s “ ∅q ď PpZξ‹,e2

ro,pm,nq R rr´2spm ` nq2{3, ´1ssq

“ PpZξ‹,e2

ro,pm,nq ą 0q ` PpZξ‹,e2

ro,pm,nq ă ´2spm ` nq2{3q.(4.8)

To bound the first of these two probabilities, let

rm “ m ´ tαmu, rn “ tξ‹
2 rm{ξ‹

1u, and rs “ n ´ tαpn ´ spn ` mq2{3qu ´ rn
prm ` rnq2{3

.

We next check that we can apply Corollary 4.4 with these parameters.

Note that

ξ‹
1 “ m

m ` n ´ spm ` nq2{3
ě m

m ` n
ě δ

δ ` 1
ě δ

3

and

ξ‹
1 ď m

m ` n ´ εδ
3pδ`1q ¨ pm ` nq

“ m

m ` n
¨ δ ` 1

δ ` 1 ´ εδ{3
ď 1

1 ` 5δ{6
ď 1 ´ δ

3
.

Next, we use the choice of N2 in (4.6) repeatedly. First, we have

rm ě p1 ´ αqm ě εN2 ě N1pδ{3, δ0, 1q
and

rn ě ξ‹
2 rm{ξ‹

1 ´ 1 ě δ{3

1 ´ δ{3
¨ εN2 ´ 1 ě N1pδ{3, δ0, 1q.

We also have
rm
rn ě rm

ξ‹
2 rm{ξ‹

1

ě δ{3

1 ´ δ{3
ě δ

3

and
rm
rn ď rm

ξ‹
2 rm{ξ‹

1 ´ 1
ď 1

δ
3´δ

´ 1
εN2

ď 3

δ
.

In other words, prm, rnq P Sδ{3. Furthermore,

ˇ̌
ˇξ‹

1 ´ rm
rm ` rn

ˇ̌
ˇ “

ˇ̌
ˇrn ´ rmξ‹

2

ξ‹
1

ˇ̌
ˇ prm ` rnq´1ξ‹

1 ď prm ` rnq´1.
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Lastly, we derive bounds on rs. An upper bound is given by

rs “ n ´ tαpn ´ spn ` mq2{3qu ´ rn
prm ` rnq2{3

ď n
`
rm ` ξ‹

2 rm{ξ‹
1 ´ 1

˘2{3
ď m{δ

`
rm{p1 ´ δ{3q ´ 1

˘2{3

ď ε´1p1 ´ αqm{δ
`
rm{p1 ´ δ{3q ´ 1

˘2{3
ď

`
2p1 ´ δ{3q

˘2{3
δ´1ε´1 rm1{3 ď Aprm ` rnq1{3,

where A is the constant in front of rm1{3 in the middle of the second line. We similarly have the lower bound

rs ě n ´ αn ` αspn ` mq2{3 ´ ξ‹
2pm ´ αm ` 1q{ξ‹

1`
pm ´ αm ` 1q{ξ‹

1

˘2{3
“ p1 ´ αqpn ´ ξ‹

2m{ξ‹
1q ` αspn ` mq2{3 ´ ξ‹

2{ξ‹
1`

pm ´ αm ` 1q{ξ‹
1

˘2{3

“ spm ` nq2{3 ´ ξ‹
2{ξ‹

1`
pm ´ αm ` 1q{ξ‹

1

˘2{3
ě spm ` nq2{3 ´ p3 ´ δq{δ

`
3δ´1pp1 ´ εqm ` 1q

˘2{3
ě spm ` nq2{3

2
`
6δ´1p1 ´ εqm

˘2{3
ě δ2{3s{8 ě s1pδ{3, δ0, 1q.

In the last inequality we used s ě s2 and the choice of s2.

Now, apply Corollary 4.4 to get

PpZξ‹,e2

ro,pm,nq ą 0q “ PpZξ‹,e2prm, rn ` trsprm ` rnq2{3uq ą 0q ď C1pδ{3, δ0, ε, Aqrs´ν

ď C1pδ{3, δ0, ε, Aqpδ2{3{8q´νs´ν .

To bound the second probability in (4.8) start by using Lemma 4.3 to write

P
`
Z

ξ‹,e2

ro,pm,nq ă ´2spm ` nq2{3
˘

ď P
`
Z

ξ‹,e2

ro,pm,nq ă ´2tspm ` nq2{3u
˘

“ P
`
Z

ξ‹,e2

ro`tspm`nq2{3ue2,pm,nq ă ´tspm ` nq2{3u
˘

“ P
`
Zξ‹,e2pm1, n1q ă ´tspm ` nq2{3u

˘
,

where

m1 “ m ´ tαmu and n1 “ n ´ tαpn ´ spn ` mq2{3qu ´ tspm ` nq2{3u.

Now we check that we can use Assumption 4.1. We have

m1 ě εN2 ě N0pδ{3, 1q

and

n1 ě p1 ´ αq
`
n ´ spm ` nq2{3

˘
ě p1 ´ αqp1 ´ ε{3qn ě 5p1 ´ αqn{6 ě 5εN2{6 ě N0pδ{3, 1q.

Also,

δ

3
ď δ

1 ` 1{3 ` ε´1{N2

ď p1 ´ αqm
p1 ´ αqn ` εδ

3pδ`1q pn ` mq ` 1
ď m1

n1 ď p1 ´ αqm ` 1

5p1 ´ αqn{6
ď 6

5δ
` 6

5εN2

ď 3

δ
.

We already checked that ξ‹
1 P pδ{3, 1 ´ δ{3q, and we have

ˇ̌
ˇξ‹

1 ´ m1

m1 ` n1

ˇ̌
ˇ ď

ˇ̌
spm ` nq2{3pm ´ tαmuq ´ mtspn ` mq2{3u ` ntαmu ´ mtαpn ´ spn ` mq2{3qu

ˇ̌

p1 ´ αq
`
1 ´ εδ

3pδ`1q
˘2pm ` nq2

ď spm ` nq2{3 ` 2m

p1 ´ αq
`
1 ´ εδ

3pδ`1q
˘2pm ` nq2

ď
εδ

3pδ`1q ` 2

p1 ´ αq
`
1 ´ εδ

3pδ`1q
˘2pm ` nq

ď 3

ε
`
1 ´ εδ

3pδ`1q
˘2p2N2q2{3

¨ pm ` nq´1{3 ď pm1 ` n1q´1{3.

We can now use (4.1) to write

P
`
Zξ‹,e2pm1, n1q ă ´tspm ` nq2{3u

˘
ď P

`
Zξ‹,e2 pm1, n1q ă ´tsupm1 ` n1q2{3

˘

ď C0pδ{3qtsu´ν ď 2νC0s´ν .
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Using the above bounds in (4.8), there exists a finite constant Cpδ, δ0, ν, εq ą 0 such that

Ppπ‹ X C
pm,nq
α,2s “ ∅q ď Cs´ν .(4.9)

Next, write

P
 
Zξ‹,e1 pm, nq ą 0

(
“ P

!
Zξ‹,e1

`
m, n ´ tspm ` nq2{3u ` tspm ` nq2{3u

˘
ą 0

)

“ P

!
Zξ‹,e1 pm2, n2 ` ts2pm2 ` n2q2{3u

˘
ą 0

)
,

where

m2 “ m, n2 “ n ´ tspm ` nq2{3u, and s2 “ spm ` nq2{3

pm2 ` n2q2{3
.

Similarly to the above, we can check that the conditions of Corollary 4.4 are satisfied, with δ{3 in place of δ

and with κ “ 1, provided we choose N2 large enough. Therefore, (4.4) gives the upper bound

P
 
Zξ‹,e1 pm, nq ą 0

(
ď Cs´ν ,(4.10)

where C is a (possibly different larger) finite positive constant depending only on δ, δ0, ν, and ε.

An identical reasoning gives the bounds

Ppπ‹ X C
pm,nq
α,2s “ ∅q ď Cs´ν and P

 
Zξ‹,e2 pm, nq ă 0

(
ď Cs´ν .(4.11)

Next, we argue that Zξ‹,e2 pm, nq ă 0 implies that πpm,nq,e2 never goes strictly above π‹. To argue by

contradiction, suppose there existed a positive integer k and x P Z
2
ě0 such that π‹

k “ π
pm,nq,e2

k “ x, π‹
k`1 “

x`e1, and π
pm,nq,e2

k`1 “ x`e2. Since Zξ‹,e2 pm, nq ă 0, the upmost geodesic π‹ goes from 0 to e2 and therefore

k ě 1 and x ` e1 lies in the bulk N
2. Consequently, π‹

k`1:m`n is a geodesic for Gx`e1,pm,nq. Since π
pm,nq,e2

k:m`n

is the upmost geodesic of Gx,pm,nq, it must be that the passage time of π
pm,nq,e2

k`1:m`n is at least as large as the

passage time of π‹
k`1:m`n and the former path never goes strictly below the latter one. Now, the bounds in

(4.7) say that the edge weights on the boundary Ne2 are at least as large as the bulk weights there. Therefore,

the passage time of π‹
k`1:m`n (which only uses bulk weights) is no larger than the passage time of π

pm,nq,e2

k`1:m`n,

even when the latter uses boundary weights on Ne2 (which is possible if x is on that boundary). But this

means that replacing π‹
k`1:m`n by π

pm,nq,e2

k`1:m`n in π‹ gives a geodesic for Gξ‹ pm, nq that at some point goes

strictly above π‹. This contradicts the definition of π‹ as the upmost geodesic. Consequently, πpm,nq,e2 can

never go strictly above π‹.

Similarly, if Zξ‹,e1 pm, nq ą 0, then πpm,nq,e1 never goes strictly right of π‹. Consequently, if we have both

Zξ‹,e2 pm, nq ă 0 and Zξ‹,e1pm, nq ą 0, then all the geodesics of Gpm, nq are sandwiched between π‹ and π‹.

If, furthermore, π‹ and π‹ both intersect C
pm,nq
α,2s , then both πpm,nq,ek , k P t1, 2u, are forced to intersect it as

well. We have thus shown that
!

pπpm,nq,e1 X Cpm,nq
α,s “ ∅q Y pπpm,nq,e2 X Cpm,nq

α,s “ ∅q
)

Ă
!

Zξ‹,e1 pm, nq ą 0
)

Y
!

Zξ‹,e2pm, nq ă 0
)

Y
!

π‹ X C
pm,nq
α,2s “ ∅

)
Y
!

π‹ X C
pm,nq
α,2s “ ∅

)
.

This, together with (4.9-4.11) complete the proof of the lemma. �

5. Non-existence of bi-infinite geodesics

We begin by proving non-existence of non-trivial axis-directed bi-infinite geodesics, which is essentially an

immediate consequence of the uniqueness of axis-directed semi-infinite geodesics.

Lemma 5.1. — With probability one, for each x P Z
2
ě0 and ℓ P t1, 2u, the only semi-infinite geodesic

starting at x satisfying limkÑ8 k´1xk ¨ e3´ℓ “ 0 is the trivial geodesic tx ` keℓu8
k“0.



12 Sean GROATHOUSE, Christopher JANJIGIAN & Firas RASSOUL-AGHA

Proof. — The proof of this result is essentially the same as that of [36, Lemma A.6], where there is an

additional assumption that the weight distribution is continuous. We include the proof for completeness.

It suffices to prove the result for semi-infinite geodesics starting at the origin which are e1-directed. Fix a

strictly decreasing sequence of directions ξi P ri U such that ξi Œ e1 and γ is differentiable at ξi for each i.

By Lemma 4.1(b) in [26], each Bξi given by Theorem A.1 produces an upmost semi-infinite geodesic xi
0:8

that starts at the origin and follows the minimal increments of Bξi , taking an e2 increment in case of a tie.

By [26, Theorem 4.3], for each i, the limit points of xi
n{n, as n Ñ 8, lie on the same (possibly degenerate)

linear segment of γ that contains ξi.

Due to the uniqueness of the upmost geodesic between any pair of points x ď y, any e1-directed semi-

infinite geodesics starting from the origin must stay weakly to the right of all of the geodesics xi
0:8.

The result now follows if we show that for any m P Zě0 and any i large enough, xi
0:m “ rr0, me1ss. We

prove this by induction. This claim is trivial for m “ 0. Suppose the claim is true for some m P Zě0.

Lemma 5.1 in [26] says that Bξi pme1, me1 ` e2q Ñ 8 as i Ñ 8. This implies that for i large enough

Bξi pme1, me1 ` e2q ą ωme1
“ Bξi pme1, pm ` 1qe1q, which implies that xi

m`1 “ pm ` 1qe1. �

Next, we turn to interior-directed bi-infinite geodesics. Recall that the passage times Gξ
x,y that use the

boundary weights tI
ξ
x`ke1

, J
ξ
x`ke2

: k P Nu on the southwest boundary of x ` Z
2
` give a stationary LPP

process satisfying (3.5). We will now need to consider the stationary LPP process that corresponds to putting

appropriate weights on the northeast boundary. To this end, define the reflected weights pω “ ppωxqxPZ2 with

pωx “ ω´x. Define the boundary weights

pIξ
xpωq “ I

ξ
´xppωq and pJξ

xpωq “ J
ξ
´xppωq.(5.1)

p0, 0q p1, 0q

J
ξ
´e2

pJη
e1´e2

J
ξ
e2

pJη
e1

J
ξ
2e2

pJη
e1`e2

...
...

...
...

Figure 5.1. The edges involved in Sξ,η
n .

Given ξ, η P ri U let

Sξ,η
n “

$
’’’&
’’’%

řn
j“1pJξ

je2
´ pJη

e1`pj´1qe2

q, n P Zě1,

0, n “ 0,

´ř0
j“n`1pJξ

je2
´ pJη

e1`pj´1qe2

q, n P Zď´1.

(5.2)

Given ξ‹, ξ‹, η‹, η‹ P ri U , we can use Theorem A.1 to couple the weights

tωx, Iξ‹

x , Jξ‹

x , Iξ‹
x , Jξ‹

x , Iη‹

x , Jη‹

x , Iη‹
x , Jη‹

x : x P Z
2u.(5.3)

This produces a coupling of tωx, Jξ‹
x , Jξ‹

x , pJη‹
x , pJη‹

x : x P Z
2u and of tωx, Iξ‹

x , Iξ‹
x , pIη‹

x , pIη‹
x : x P Z

2u.

Assumption 5.2. — There exist an a0 P p1{3, 2{3q and a δ0 P p0, 1q such that for any δ P p0, δ0q, there
exist positive finite constants C3pδq and N3pδq such that for all N ě N3, and all η‹, η‹, ξ‹, ξ‹ P ri U with
e1-coordinate in pδ, 1 ´ δq and such that

´N´a0{2 ď ξ‹ ¨ e1 ´ η‹ ¨ e1 ă 0 and ´ N´a0{2 ď η‹ ¨ e1 ´ ξ‹ ¨ e1 ă 0,(5.4)



NO BI-INFINITE GEODESICS IN GEOMETRIC LPP 13

we have

P

!
sup

0ăkďN2{3

S
ξ‹,η‹

k ď 0 and sup
´N2{3`1ďkă0

S
ξ‹,η‹
k ď 0

)
ď C3N´a0 .(5.5)

By Lemma C.2, this assumption is satisfied for any a0 P p1{3, 2{3q when ω0 is geometrically distributed.

This assumption is verified in the exponential model in [8, Lemma C.1] with a0 “ 2{5.

Theorem 2.2 now follows from Theorem B.1, Lemma C.2, and the following, more general result.

Theorem 5.3. — Suppose Assumptions 4.1 and 5.2 hold with

a0 ă 2pν ´ 1q
3ν

.(5.6)

Then with P-probability one there are no non-trivial bi-infinite geodesics.

Remark 5.4. — By exchanging the roles of the two axes, one sees that the above theorem also holds if

Assumption 5.2 holds with I‚
je1

-increments instead of J ‚
je2

. We expect that if the assumption holds with one

set of increments, then it holds with the other set as well.

Given δ P p0, 1q and a positive integer N , define the southwest boundary,

(5.7) BN,δ “ pt´Nu ˆ rr´N, ´δNssq Y prr´N, ´δNss ˆ t´Nuq,

and the northeast boundary,

(5.8) pBN,δ “ ptNu ˆ rrδN, Nssq Y prrδN, Nss ˆ tNuq.

By Lemma 5.1 a nontrivial bi-infinite geodesic must eventually take an e1 step. Then by the shift-invariance

of P, to prove Theorem 5.3 it suffices to show that almost surely there are no nontrivial bi-infinite geodesics

that take the edge p0, e1q. Thus, this theorem follows from Lemma 5.1 and the next result.

For u ď v in Z
2 define the event

Uu,v “ tat least one geodesic of Gu,v goes through both 0 and e1u .(5.9)

Theorem 5.5. — Suppose Assumptions 4.1 and 5.2 hold with (5.6) satisfied. Let

a1 “ min
´

a0,
`1

3
´ a0

2

˘
ν
¯

P p1{3, 2{3q.(5.10)

For each δ P p0, δ0q there exist positive finite constants N4pδ, δ0, ν, a0q and C4pδ, δ0, ν, a0q such that for all
N ě N4

P

´ ď

uPBN,δ,vPpBN,δ

Uu,v
¯

ď C4N´pa1´1{3q.

The reason behind the relation (5.6) is that if ν is close to 2, then this affects the bound (4.1) and, as a

consequence, we do not have good control over the geodesic fluctuations in (4.5). Then, when using (5.5) in

the argument against the existence of bi-infinite geodesics, we need to allow for a larger interval in (5.4),

which means using a smaller a0. That said, it should be the case that if the i.i.d. environment has finite

exponential moments, then Assumption 4.1 holds for all ν ą 2 and Assumption 5.2 holds for a0 P p1{3, 2{3q.
The rest of the section builds up towards the proof of the above theorem. Define the vertical segment

I “ t0u ˆ rr´N2{3, N2{3ss.(5.11)

For N ě 1, 1 ď s ď δ
4
N1{3, and o P Z

2
ą0 Y Z

2
ă0, define the directions

ζpoq “ o

o1 ` o2

, ζ‹poq “ ζpoq ` p´sN´1{3, sN´1{3q ,

and ζ‹poq “ ζpoq ` psN´1{3, ´sN´1{3q .

(5.12)
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Z
ζ‹poq,e1

o,x

ą dN2{3

Z
ζ‹poq,e2

o,x

ą dN2{3o

x

Figure 5.2. An illustration of the high probability event in Lemma 5.6. The upmost geodesic of G
ζ‹poq
o,x

exits at least dN2{3 to the right of o. The rightmost geodesic of G
ζ‹poq
o,x exits at least dN2{3 above o.

Lemma 5.6. — Suppose Assumption 4.1 holds. For any δ P p0, δ0q there exist finite positive constants
C5pδ, δ0, νq, N5pδ, δ0q ě 8δ´3, and s5pδ, δ0q such that for all N ě N5, if

(5.13) 1 ď d ď δ

64
N1{3 and maxps5, 8dq ď s ď δ

4
N1{3,

then for all x P I, and o P BN,δ,

PpZζ‹poq,e2

o,x ď dN2{3q ď C5s´ν(5.14)

PpZζ‹poq,e1

o,x ě ´dN2{3q ď C5s´ν .(5.15)

Proof. — The condition that N ě 8{δ3 guarantees that ´δN ` 1 ď ´N2{3, which implies that ´tδNu ď
´tN2{3u and hence BN,δ is entirely below I. We prove (5.14) and the second bound follows analogously. Let

o “ ´paN, bNq where a _ b “ 1 and a ^ b P rδ, 1s. Abbreviate ξ‹ “ ζ‹poq. The upmost geodesic from o to

tN2{3ue2 must stay above any geodesic from o to x P I. This, Lemma 4.3, and shift-invariance give

(5.16)
P

!
Zξ‹,e2

o,x ď dN2{3
)

ď P

!
Z

ξ‹,e2

o,tN2{3ue2

ď tdN2{3u
)

“ P

!
Z

ξ‹,e2

o`tdN2{3ue1,tN2{3ue2

ă 0
)

“ P

!
Z

ξ‹,e2

o,tN2{3ue2´tdN2{3ue1

ă 0
)

“ P

!
Zξ‹,e2paN ´ tdN2{3u, bN ` tN2{3uq ă 0

)
.

Next, we check that we can apply Corollary 4.4 with

m “ aN ´ tdN2{3u, n “
Ymξ‹ ¨ e2

ξ‹ ¨ e1

]
“
Y b ` pa ` bqsN´1{3

a ´ pa ` bqsN´1{3
¨ m

]
, and s1 “ n ´ bN ´ tN2{3u

pm ` nq2{3
,

if we take N large enough and s as in (5.13). Here are the details. Take

N5 “ max
`
8δ´3 ` 1, 64pN1pδ{4, δ0, 1q ` 1q{p63δ2q

˘

and

s5 “ max
`
4, 8{p3δq, 211{3s1pδ{4, δ0, 1q{p3δq, 4{p1 ` δq, 210{3s1pδ{4, δ0, 1q{δ2{3

˘
.

Take N ě N5 and d and s as in (5.13). Then m ě 63δN{64 ě N1, n ě bm{a ´ 1 ě 63δ2N{64 ´ 1 ě N1, and

δ

4
ď a ´ pa ` bqδ{4

b ` pa ` bqδ{4
ď m

n
ď m

bm{a ´ 1
ď a

b ´ 64a{p63δN5q ď 2

δ
.

Also

pn ` mq1{3 ě s1 ě pa ` bq2s ´ bd ´ dpa ` bqδ{4 ´ 2

a2{3

´
1 ` b`pa`bqδ{4

a´pa`bqδ{4

¯2{3
ě s{2 ´ 2d

`
1 ` 2`δ

δ

˘2{3
ě δ2{3s

210{3
ě s1 .
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And

δ

4
ď 1

1 ` 1{δ
´ δ

4
ď 1

1 ` o2{o1

´ δ

4
ď ξ‹ ¨ e1 ď 1

1 ` o2{o1

ď 1

1 ` δ
ď 1 ´ δ

2
.(5.17)

And lastly,
ˇ̌
ˇξ‹ ¨ e1 ´ m

m ` n

ˇ̌
ˇ “

ˇ̌
ˇn ´ mξ‹ ¨ e2

ξ‹ ¨ e1

ˇ̌
ˇ pm ` nq´1ξ‹ ¨ e1 ď pm ` nq´1.

Thus, (4.3) gives

P

!
Zξ‹,e2

o,x ď dN2{3
)

ď P

!
Zξ‹,e2 pm, n ´ s1pm ` nq2{3q ă 0

)
ď Cs´ν

for some positive finite constant Cpδ, δ0, νq. �

To control coarse graining on the scale N2{3, we use the parameters d1 for the southwest boundary and

d2 for the northeast boundary of the square rr´N, Nss2. Let d “ pd1, d2q. For o P BN,δ define

Io,d “
!

u P BN,δ : |u ´ o|1 ď d1N2{3 ´ 1

2

)
.

Because Io,d is a connected portion of the boundary of a square, it contains a unique point oc such that

oc ď u coordinate-wise for each point u P Io,d.

For s ď δ
4
N1{3, define the directions

ξ‹ “ ζ‹pocq and ξ‹ “ ζ‹pocq(5.18)

as in (5.12). Use Theorem A.1 to couple the weights tωx, Iξ‹
x , Jξ‹

x , Iξ‹
x , Jξ‹

x : x P Z
2u so that (4.7) holds almost

surely and for all x P Z
2. Define the event

Ao,d “
!

Z
ξ‹,e1

oc,´tN2{3ue2

ă ´d1N2{3 and Z
ξ‹,e2

oc,tN2{3ue2

ą d1N2{3
)

.(5.19)

Recall the boundary weights defined in (4.2).

Lemma 5.7. — Suppose Assumption 4.1 holds. Then for any δ P p0, δ0q, N ě N5pδ, δ0q, o P BN,δ, and
pd1, sq satisfying (5.13),

(5.20) PpAc
o,dq ď 2C5pδ, δ0, νqs´ν .

On the event Ao,d, the following inequalities hold for all x P I and u P Io,d:

(5.21) J
ξ‹
x`e2

ď J
rus
x`e2

ď J
ξ‹

x`e2
.

Proof. — Lemma 5.6 implies (5.20). We prove the second inequality of (5.21) and the first inequality follows

similarly. Let rGx,y be the LPP process on the quadrant oc ` Z
2
ě0 with weights rωoc

“ 0, rωoc`je2
“ J

ξ‹

oc`je2

for each j ě 1, and rωoc`x “ ωoc`x whenever x ¨ e1 ą 0.

First consider the case that u “ oc ` je2 for some j ě 0. On the event Ao,d, we have that the rightmost

geodesic of G
ξ‹

oc,´tN2{3ue2

exits the boundary above oc ` d1N2{3e2. Therefore, for any x P p´tN2{3u `Zě0qe2,

every geodesic of Gξ‹
oc,x must exit the boundary above oc ` d1N2{3e2, i.e.,

Zξ‹,e1

oc,x ă ´d1N2{3.

Thus, every geodesic of Gξ‹
oc,x includes u and u ` e2. Since the weights used by rG and Gξ‹

are the same away

from the horizontal boundary, and on that boundary the weights used by the former are smaller than the

ones used by the latter, we get that

G
ξ‹

oc,x`e2
´ Gξ‹

oc,x “ rGu,x`e2
´ rGu,x.

By [8, Lemma B.1], rGu,x`e2
´ rGu,x ě Gu,x`e2

´ Gu,x. Putting these together gives J
ξ‹

x`e2
ě J

rus
x`e2

.

If instead u “ oc ` ie1 for some i ě 1, then as before Gξ‹
oc,x “ rGoc,x. Furthermore, since rGu,x does not use

the vertical weights above oc, then rGu,x “ Gu,x. By [8, Lemma B.2],

Goc`e1,x`e2
´ Goc`e1,x ď Goc,x`e2

´ Goc,x.



16 Sean GROATHOUSE, Christopher JANJIGIAN & Firas RASSOUL-AGHA

Inductively, this gives Goc,x`e2
´Goc,x ě Gu,x`e2

´Gu,x and applying [8, Lemma B.1] for the first inequality

we get

G
ξ‹

oc,x`e2
´ Gξ‹

oc,x “ rGoc,x`e2
´ rGoc,x ě Goc,x`e2

´ Goc,x ě Gu,x`e2
´ Gu,x. �

Now we do an analogous construction for the stationary process with a northeast boundary. Recall the

northeast boundary (5.8). We continue to drop the δ from the notation. Recall also the weights (5.1). For

x “ px1, x2q and y “ py1, y2q in Z
2 set pGξ

x,y “ 0 if x ­ď y, while if x ď y then let

pGξ
y,x “ max

1ďkďy1´x1

!
Gx,y´ke1´e2

`
kÿ

i“1

pIξ
y´ie1

`
)ł

max
1ďℓďy2´x2

!
Gx,y´e1´ℓe2

`
ℓÿ

j“1

pJξ
y´je2

)
,(5.22)

with the convention that max∅ “ 0. In particular, pGξ
x,x “ 0. Then

pGξ
y,xpωq “ G

ξ
´x,´yppωq.

The additivity (3.5) becomes

pGξ
z,y ` pGξ

y,x “ pGξ
z,x,(5.23)

for x ď y ď z in Z
2. The quantities yExit

ξ

y,x and pZξ,´ek
y,x are defined analogously to Exitξ

y,x and Zξ,ek
y,x . Precisely,

yExit
ξ

y,x “
!

k P rr1, y1 ´ x1ss :
kÿ

i“1

pIξ
y´ie1

` Gx,y´ke1´e2
“ pGξ

y,x

)

ď!
´ℓ : ℓ P rr1, y2 ´ x2ss and

ℓÿ

j“1

pJξ
y´je2

` Gx,y´ℓe2´e1
“ pGξ

y,x

)
,

pZξ,´e1

y,x “ max yExit
ξ

y,x, and pZξ,´e2

y,x “ min yExit
ξ

y,x.

For po P pBN,δ let

pIpo,d “
!

v P pBN,δ : |v ´ po|1 ď d2N2{3 ´ 1

2

)

and let poc be the unique point of pIpo,d such that poc ě v for each point v P pIpo,d. For 1 ď s ď δ
4
N1{3 define

η‹ “ ζ‹ ppocq and η‹ “ ζ‹ ppocq(5.24)

as in (5.12). Couple the weights tωx, Iη‹
x , Jη‹

x , Iη‹
x , Jη‹

x u using Theorem A.1. This produces a coupling of

tωx, pIη‹
x , pJη‹

x , pIη‹
x , pJη‹

x u such that

ωx ď pIη‹

x ď pIη‹
x and ωx ď pJη‹

x ď pJη‹

x ,

the analogue of (4.7), holds almost surely and for all x P Z
2.

Define the increment variables analogously to (4.2):

pIrys
x “ Gx,y ´ Gx`e1,y, when x ` e1 ď y, and

pJ rys
x “ Gx,y ´ Gx`e2,y, when x ` e2 ď y.

Define the event

Bpo,d “
!
pZη‹,´e1

poc,tN2{3ue2`e1

ă ´d2N2{3, pZη‹,´e2

poc,´tN2{3ue2`e1

ą d2N2{3
)

(5.25)

The next result follows from Lemma 5.7.

Lemma 5.8. — Suppose Assumption 4.1 holds. Then for any δ P p0, δ0q, N ě N5pδ, δ0q, po P pBN,δ, and
pd2, sq satisfying (5.13),

(5.26) PpBc
po,dq ď 2C5pδ, δ0, νqs´ν .

On the event Bpo,d, the following inequalities hold for all x P I and v P pIpo,d:

(5.27) pJη‹
x`e1`e2

ď pJ rvs
x`e1`e2

ď pJη‹

x`e1`e2
.
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Let o P BN,δ, po P pBN,δ and consider the LPP process from points u P Io,d to the interval I and the reverse

LPP process from points v P pIpo,d to the shifted interval e1 ` I. Recall (5.18) and (5.24). Use Theorem A.1

again to couple the weights in (5.3) and thus produce a coupling of the weights

tωx, Jξ‹

x , Jξ‹
x , pJη‹

x , pJη‹
x : x P Z

2u.

Recall the random walks Sξ‹,η‹
and Sξ‹,η‹ , as defined in (5.2). Define also

Su,v
n “

$
’’’&
’’’%

řn
j“1pJ rus

je2
´ pJ rvs

e1`pj´1qe2

q, n ě 1,

0, n “ 0,

´ř0

j“n`1pJ rus
je2

´ pJ rvs
e1`pj´1qe2

q, n ď ´1.

The following is immediate from (5.21) and (5.27).

Lemma 5.9. — On the event Ao,d X Bpo,d, for all u P Io,d and v P pIpo,d,

Sξ‹,η‹

n ď Su,v
n ď Sξ‹,η‹

n for n P rr0, N2{3ss and

Sξ‹,η‹
n ď Su,v

n ď Sξ‹,η‹

n for n P rr´N2{3 ` 1, 0ss.
(5.28)

Recall the event Uu,v defined in (5.9).

Lemma 5.10. — Suppose Assumptions 4.1 and 5.2 hold with (5.6) satisfied. For any δ P p0, δ0q there
exist finite positive constants C6pδ, δ0, ν, a0q and N6pδ, δ0q ě 8δ´3 such that for all N ě N6 and o P BN,δ, if
po “ ´o P pBN,δ, d1 “ 1, d2 “ N

1

3
´ a0

2 {18, and s “ 8d2, then

(5.29) P

´ ď

uPIo,d,vPpIpo,d

Uu,v

¯
ď C6N´a1 ,

where a1 is defined in (5.10).

Proof. — Let o P BN,δ, po “ ´o, u P Io,d, and v P pIpo,d. The walk Su,v determines where the geodesics of

Gu,v leave the vertical axis, since

Gu,v “ max
u2ďnďv2

!
Gu,p0,nq ` pGv,p1,nq

)

“ max
u2ďnďv2

!“
Gu,p0,nq ´ Gu,p0,0q

‰
` Gu,p0,0q ` pGv,p1,0q ´

”
pGv,p1,0q ´ pGv,p1,nq

ı)

“ max
u2ďnďv2

!
Gu,p0,0q ` pGv,p1,0q ` Su,v

n

)
.

Therefore, a geodesic of Gu,v takes the edge pje2, e1 ` je2q if and only if j P rru2, v2ss is such that S
u,v
j “

maxu2ďnďv2
Su,v

n . Consequently,

Uu,v Ă
!

sup
0ăkďN2{3

S
u,v
k ď 0

)
X
!

sup
´N2{3`1ďkă0

S
u,v
k ď 0

)
.

This and (5.28) imply that on the event Ao,d X Bpo,d

ď

uPIo,d,vPpIpo,d

Uu,v Ă
!

sup
0ăkďN2{3

S
ξ‹,η‹

k ď 0
)

X
!

sup
´N2{3`1ďkă0

S
ξ‹,η‹
k ď 0

)
,

where ξ‹, ξ‹, η‹, η‹ were defined in (5.18) and (5.24). As a result, we have

P

´ ď

uPIo,d,vPpIpo,d

Uu,v
¯

ď P

´!
sup

0ăkďN2{3

S
ξ‹,η‹

k ď 0
)

X
!

sup
´N2{3`1ďkă0

S
ξ‹,η‹
k ď 0

)¯
` PpAc

o,d Y Bc
po,dq.(5.30)

Take N ě N3pδq _ N5pδ, δ0q and such that s ě s5pδ, δ0q, d ď δN1{3{64, and hence s ď δN1{3{4. Since

o “ ´po
|oc ` poc|1 ď |oc ´ o|1 ` |poc ´ po|1 ď pd1N2{3 ` d2N2{3q{2 ď d2N2{3
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and thus

|ζpocq ´ ζppocq|1 ď
ˇ̌
ˇ oc

|oc|1
` poc

|poc|1

ˇ̌
ˇ
1

ď |oc ` poc|1
|oc|1

`
ˇ̌
|oc|1 ´ |poc|1

ˇ̌

|oc|1
ď 2|oc ` poc|1

|oc|1
ď 2d2N´1{3.

Therefore

´N´a0{2 “ ´2d2N´1{3 ´ 2sN´1{3 ď ξ‹ ¨ e1 ´ η‹ ¨ e1 ď 2d2N´1{3 ´ 2sN´1{3 ă 0

and similarly

´N´a0{2 ď η‹ ¨ e1 ´ ξ‹ ¨ e1 ă 0.

Furthermore, the inequalities in (5.17) verify that the e1-coordinates of ξ‹, ξ‹, η‹, η‹ are all in pδ{4, 1 ´ δ{4q.
We can now apply (5.5), (5.20), and (5.26), which together with (5.30) give

P

´ ď

uPIo,d,vPpIpo,d

Uu,v
¯

ď C3pδqN´a0 ` 4C5pδ, δ0, νqs´ν ď C6N´a1 . �

Just as above, for o P BN,δ, let po “ ´o and set

pFpo,d “
!

v P pBN,δ : |po ´ v|1 ą d2N2{3 ´ 1

2

)
.

Lemma 5.11. — Suppose Assumption 4.1 holds. For any a P p0, 2{3q and δ P p0, δ0q, there exist positive
finite constants C7pδ, δ0, νq and N7pδ, δ0, aq ě 8δ´3 such that for any N ě N7 and o P BN,δ, if d1 “ 1 and
d2 “ N

1

3
´ a

2 {18, then

P

´ ď

uPIo,d,vP pFpo,d

Uu,v
¯

ď C7N´p 1

3
´ a

2
qν .(5.31)

Proof. — Define the boundaries

B pFpo,d “
!

v P pFpo,d : Du P pIpo,d such that |v ´ u|1 “ 1
)

and

BIo,d “
 
v P Io,d : Du P BN,δzIo,d such that |v ´ u|1 “ 1

(
.

Their cardinalities are either 1 or 2, since it may happen that pIpo,d contains an endpoint such as pN, tδN uq.
Additionally, 1 ď |B pFpo,d| ď |BIo,d| ď 2 because d1 ă d2, so pIpo,d would include an endpoint of the boundary

whenever Io,d does. Label the points in BIo,d as h1 and h2 and label those of B pFpo,d as f1 and f2 so that

h1
1 ě o1 ě h2

1, h1
2 ď o2 ď h2

2, f1
1 ď po1 ď f2

1 , and f1
2 ě po2 ě f2

2 .

Traveling clockwise around the boundary of the square rr´N, Nss2 starting at p0, Nq, the points that exist

come in this order: f1, po, f2, h1, o, h2.

We will show that if some geodesic from u P Io,d to v P pFpo,d uses the edge p0, e1q then, for some i P t1, 2u,

πu,v,ei , the ei-most geodesic of Ghi,fi , deviates by at least δd2N2{3{16 from the straight line segment from

hi to f i. To this end, define

Pu,v,ei
m “ πu,v,ei X

 
x P Z

2 : x1 “ m
(

.

This is the intersection of the ei-most geodesic of Gu,v with the vertical line x1 “ m. For t ą 0 let

D
u,v
m,t “

2ď

i“1

!
inf

p“pp1,p2qPP
u,v,ei
m

ˇ̌
ˇu2 ` v2 ´ u2

v1 ´ u1

pm ´ u1q ´ p2

ˇ̌
ˇ ą t

)
(5.32)

be the event that at the vertical line x1 “ m, some geodesic from u to v deviates from the straight line

segment from u to v by more than t.

For u P Io,d and v P pFpo,d, let eu “ u ´ o and ev “ v ´ po. Then pFpo,d is the union of two disjoint pieces

pF1
po,d “

!
v P pFpo,d : ev

1 ď 0 ď ev
2

)
and pF2

po,d “
!

v P pFpo,d : ev
2 ď 0 ď ev

1

)
,
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separated by pIpo,d, one of which can be empty. pF1
po,d is to the left and above pIpo,d, and if it is not empty, then

it is separated from pIpo,d by the point f1. pF2
po,d is to the right and below pIpo,d, and if it is not empty, then it

is separated from pIpo,d by the point f2.

Take N ě max
`?

8, p1 ` δq{δ2, N2pδ, δ0q{p2δq
˘

and large enough so that

2d1

δ
ď δd2

16
, d2 ě 16s2pδ, δ0q, and

d2

16
ď δ

4p1 ` δq ¨ δp4Nq1{3

3p1 ` δq .

If u P Io,d and v P pF1
po,d, then

|eu|1 ď d1N2{3 ´ 1

2
, |ev|1 ą d2N2{3 ´ 1

2
ě d2N2{3

4
, and ev

1 ď 0 ď ev
2.

Using this, together with vi ´ ui “ poi ` ev
i ´ poi ` eu

i q “ ´2oi ` ev
i ´ eu

i , ´N ď oi ď ´δN , and δ ď
pv2 ´ u2q{pv1 ´ u1q ď 1{δ, we get

u2 ` v2 ´ u2

v1 ´ u1

p´u1q “ o2ev
1 ´ o1ev

2

v1 ´ u1

´ o2eu
1 ´ o1eu

2

v1 ´ u1

` eu
2 ` v2 ´ u2

v1 ´ u1

p´eu
1 q

ě δN |ev|1
2N

´
´ N

2Nδ
` 1 ` δ´1

¯
|eu|1

ě 1

8
δd2N2{3 ´ 2δ´1d1N2{3 ě 1

16
δd2N2{3.(5.33)

Similarly, for u P Io,d and v P pF2
po,d, we have

u2 ` v2 ´ u2

v1 ´ u1

p1 ´ u1q “ o2ev
1 ´ o1ev

2

v1 ´ u1

´ o2eu
1 ´ o1eu

2

v1 ´ u1

` eu
2 ` v2 ´ u2

v1 ´ u1

p1 ´ eu
1 q

ď ´δN |ev|1
2N

`
ˆ

N

2Nδ
` 1 ` δ´1

˙
|eu|1 ` δ´1

ď ´1

8
δd2N2{3 ` 2δ´1d1N2{3 ď ´ 1

16
δd2N2{3.(5.34)

Now suppose that for some u P Io,d and v P pFpo,d some geodesic of Gu,v goes through the edge p0, e1q. We

have these two cases:

(i) If v P pF1
po,d, then the rightmost geodesic πh1,f1,e1 stays to the right of all the geodesics from u to v.

Consequently, this geodesic crosses the axis Re2 at or below 0. Then (5.33) with u “ h1 and v “ f1 shows

that πh1,f1,e1 avoids the vertical interval of radius 1
16

δd2N2{3, centered around the point on the line segment

from h1 to f1 with e1-coordinate x1 “ 0.

(ii) If v P pF2
po,d, then the upmost geodesic πh2,f2,e2 stays above all the geodesics from u to v and therefore

crosses Re2 at or above 0. Then (5.34) with u “ h2 and v “ f2 shows that πh2,f2,e2 avoids the vertical

interval of radius 1
16

δd2N2{3, centered around the point on the line segment from h2 to f2 with e1-coordinate

x1 “ 0.

We can now apply Lemma 4.5 with ε “ δ
4p1`δq because we took N large enough so that f i ´ hi P

Sδ X ZěN2pδ,δ0q,

s “ d2N2{3

16|f i ´ hi|2{3
1

P
”
s2pδ, δ0q, εδ

3pδ ` 1q |fi ´ hi|1{3
1

ı

and

α “

$
&
%

´h1

1

f1

1
´h1

1

P
“

δ
1`δ

, 1
1`δ

‰
Ă pε, 1 ´ εq in case (i),

1´h2

1

f2

1
´h2

1

P
“

δ
1`δ

, 1
1`δ

` 1
2δN

‰
Ă pε, 1 ´ εq in case (ii).
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Combining these results, we conclude that

P

´ ď

uPIo,d,vP pFpo,d

Uu,v
¯

ď P

´
D

h1,f1

0,δd2N2{3{16
Y D

h2,f2

1,δd2N2{3{16

¯

ď 2C2pδ, δ0, ν, εqs´ν ď C2

` d2

16 ¨ 22{3

˘´ν “ C7N´p 1

3
´ a

2
qν .

The lemma is proved. �

Using a union bound and Lemmas 5.10 and 5.11 we get the following.

Lemma 5.12. — Suppose Assumptions 4.1 and 5.2 hold with (5.6) satisfied. For any δ P p0, δ0q there exist
positive finite constants C8pδ, δ0, ν, a0q and N8pδ, δ0, a0q ě 8δ´3 such that for all N ě N8 and o P BN,δ, if
d1 “ 1 and d2 “ N

1

3
´ a0

2 {18, then

P

´ ď

uPIo,d,vPpBN,δ

Uu,v
¯

ď C8N´a1 .

where a1 is given in (5.10).

We are now ready to prove Theorem 5.5.

Proof of Theorem 5.5. — Take d1 “ 1 and d2 “ N
1

3
´ a0

2 {18. Let

ON “ BN,δ X
ˆ!´

´N ` id1ptN2{3u ´ 1q, ´N
¯)

iPZě0

ď!´
´N, ´N ` jd1ptN2{3u ´ 1q

¯)
jPZě0

˙
.

Then we can decompose
ď

uPBN,δ,vPpBN,δ

Uu,v Ă
ď

oPON

ď

uPIo,d,vPpBN,δ

Uu,v.

Since |ON | ď Cd´1
1 N1´2{3 “ CN1{3, for some positive finite constant C, a union bound and Lemma 5.12

give

P

´ ď

uPBN,δ,vPpBN,δ

Uu,v
¯

ď
ÿ

oPON

P

´ ď

uPIo,d,vPpBN,δ

Uu,v
¯

ď C4N´pa1´1{3q.

The theorem is proved. �

Appendix A. Stationary boundary

A.1. General weight distribution

The next theorem provides the boundary weights Iξ
x and Jξ

x that are used throughout our proofs. It follows

directly from Theorem 4.7 of [34]. Note that when the weights are geometric, random variables, Theorem

A.2 below gives an alternate construction of these boundary weights, with some additional independence

properties. The purpose of the theorem in this section is to give a construction that works for a general

weight distribution. If the reader is only interested in the geometric weights setting, then Theorem A.1 can

be bypassed and Theorem A.2 can be used instead.

Recall the shape function γ defined in (3.7). The subadditivity (3.4) and the limit (3.6) imply that γ is

a convex positively homogeneous function on R
2
ě0. As such, we can define the right-gradient γpξ`q via the

limits

e1 ¨ ∇γpξ`q “ lim
εŒ0

γpξ ` εe1q ´ γpξq
ε

and e2 ¨ ∇γpξ`q “ lim
εŒ0

γpξq ´ γpξ ´ εe2q
ε

.

Let U0 be a countable dense subset of ri U . Let H0 “
 

´∇γpξ`q : ξ P U0

(
. Let pΩ “ Ω ˆR

Z
2ˆt1,2uˆH0 and

equip it with the product topology and the Borel σ-algebra pG. Let pT “ p pTxqxPZ2 be the natural group of

shifts on pΩ. For A Ă Z
2 let Aď “ tx P Z

2 : Dy P A with x ď yu and Aą “ Z
2zAď.
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Theorem A.1. — Assume (2.1). There exist a pT -invariant probability measure pP on ppΩ, pGq and random
variables px, ξ, pωq P Z

2 ˆ ri U ˆ pΩ ÞÑ pIξ
x, Jξ

xq P R
2 such that the following properties hold.

(a) P is the restriction of pP onto Ω.

(b) For any A Ă Z
2, the process tωx, Iξ

x, Jξ
x : x P A, ξ P ri Uu is independent of tωx : x P Aąu.

(c) For each ξ P ri U and x P Z
2, Iξ

x and Jξ
x are integrable and pErpIξ

x, Jξ
xqs “ ∇γpξ`q.

(d) There exists an event pΩ0 such that pPppΩ0q “ 1 and the following all hold for pω P pΩ0:
(d.1) For each x, y P Z

2 and ξ P ri U , Iξ
xppTypωq “ I

ξ
x`yppωq and Jξ

xppTypωq “ J
ξ
x`yppωq.

(d.2) For each x P Z
2 and ξ, ζ P ri U with ξ1 ď ζ1 we have ωx “ Iξ

x ^ Jξ
x ,

ωx ď Iζ
x ď Iξ

x, and ωx ď Jξ
x ď Jζ

x .

(d.3) For ξ P ri U , x “ px1, x2q P Z
2, and k P N set Gξ

x,x “ 0,

G
ξ
x,x`ke1

“
kÿ

i“1

I
ξ
x`ie1

and G
ξ
x,x`ke2

“
kÿ

i“1

J
ξ
x`ie2

.(A.1)

For y P x ` N
2 let

G
ξ

x,y “ max
1ďkďy1´x1

! kÿ

i“1

I
ξ
x`ie1

` Gx`ke1`e2,y

)ł
max

1ďℓďy2´x2

! ℓÿ

j“1

J
ξ
x`je2

` Gx`e1`ℓe2,y

)
.(A.2)

Then for all x ď y ď z in Z
2 and ξ P ri U we have

Gξ
x,y ` Gξ

y,z “ Gξ
x,z.(A.3)

In particular, for any ξ P ri U and x P Z
2

I
ξ
x`e1

` J
ξ
x`e1`e2

“ J
ξ
x`e2

` I
ξ
x`e1`e2

.(A.4)

(e) For each u ě v in Z
2
ě0

tpGξ
u,v`x ´ Gξ

u,v : x P Z
2
ě0, ξ P ri Uu d“ tpGξ

u,u`x : x P Z
2
ě0, ξ P ri Uu.

Proof. — Taking β “ 8 in Theorem 4.7 of [34] we get a process B8,hpξq`px, y, pωq, x, y P Z
2, pω P pΩ, and

ξ P ri U . For pω P pΩ let ω P pΩ be such that ωx “ pω´x, for all x P Z
2. Set Iξ

xppωq “ B8,hpξq`p´x, ´x ` e1, ωq
and Jξ

xppωq “ B8,hpξq`p´x, ´x ` e2, ωq.
Properties (a-c) follow from [34, Theorem 4.7(a-c)]. (d.1) comes from [34, (4.4)] and (d.2) comes from [34,

(4.7-4.8)].

It is immediate from the cocycle property (4.4) and the recovery property (4.7) in [34, Theorem 4.7] that

for any x ď y in Z
2, we have pP-almost surely, for any ξ P ri U , Gξ

x,ypωq “ B8,hpξq`p´y, ´x, ωq. Then the

additivity (A.3) (and (A.4)) is exactly the cocycle property [34, (4.4)].

Next, note that (A.3) implies G
ξ
u,v`x ´ Gξ

u,v “ G
ξ
v,v`x. Then property (e) follows from the pT -invariance

of pP and the shift-covariance property in part (d.1). �

A.2. Geometric weights

When the weights are geometric the process in Theorem A.1 has some independence features and explicit

one-dimensional marginals. Recall the bijection (3.11). Let Ω “ Ω ˆ R
Z

2ˆt1,2u ˆ R
Z

2ˆt1,2u and equip it with

the product topology and the Borel σ-algebra G. Let pωpωq, I1
xpωq, J1

xpωq, I2
xpωq, J2

xpωqq, x P Z
2, denote the

coordinate projections of an element ω P Ω. Let T “ pT xqxPZ2 be the natural group of shifts on Ω.

Theorem A.2. — Fix 0 ă r ă 1 and let the bulk weights tωx : x P Z
2u be i.i.d. Geomprq random

variables. Then (2.1) is satisfied and for each r ă q1 ă q2 ă 1 there exist a T -invariant probability measure
Pq1,q2

on pΩ, Gq such that the following properties hold.

(a) The properties in Theorem A.1(a-e) all hold:
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(a.i) P is the restriction of Pq1,q2
onto Ω.

(a.ii) For any A Ă Z
2, the process tωx, I1

x, J1
x , I2

x, J2
x : x P Au is independent of tωx : x P Aąu.

(a.iii) For each ℓ P t1, 2u and x P Z
2, Iℓ

x and Jℓ
x are integrable and

pErpIℓ
x, Jℓ

xqs “ ∇γpξpqℓqq “
´ qℓ

1 ´ qℓ

,
r

qℓ ´ r

¯
.(A.5)

(a.iv) There exists an event Ω0 such that Pq1,q2
pΩ0q “ 1 and the following all hold for ω P Ω0:

(a.iv.1) For each x, y P Z
2 and ℓ P t1, 2u, Iℓ

xpT yωq “ Iℓ
x`ypωq and Jℓ

xpT yωq “ Jℓ
x`ypωq.

(a.iv.2) For each x P Z
2 and ℓ P t1, 2u we have ωx “ Iℓ

x ^ Jℓ
x,

ωx ď I2
x ď I1

x, and ωx ď J1
x ď J2

x .

(a.iv.3) For ℓ P t1, 2u, if we define Gℓ
x,y as in (A.1-A.2), with ξ replaced by ℓ, then for all x ď y ď z

in Z
2 we have

Gℓ
x,y ` Gℓ

y,z “ Gℓ
x,z.(A.6)

In particular, for any x P Z
2

Iℓ
x`e1

` Jℓ
x`e1`e2

“ Jℓ
x`e2

` Iℓ
x`e1`e2

.(A.7)

(a.v) For each u ě v in Z
2
ě0

 
pGℓ

u,v`x ´ Gℓ
u,v : x P Z

2
ě0, ℓ P t1, 2u

(
d“
 

pGℓ
u,u`x : x P Z

2
ě0, ℓ P t1, 2u

(
.

In addition, we have the following independence properties.

(b) The vertical increments tJ1
u`je2

: j ď 0u and tJ2
u`je2

: j ě 1u are mutually independent. Similarly,
the horizontal increments tI2

u`ie1
: i ď 0u and tI1

u`ie1
: i ě 1u are mutually independent.

(c) For each ℓ P t1, 2u, the increment variables tIℓ
u`ie1

, Jℓ
u`je2

: i, j ě 1u are mutually independent. Also
the increment variables tIℓ

u´ie1
, Jℓ

u´je2
: i ě 0, j ě 0u are mutually independent.

(d) For each i ě 1, j ě 1, and ℓ P t1, 2u, the increments have marginal distributions: Iℓ
u`ie1

„ Geompqℓq
and Jℓ

u`je2
„ Geompr{qℓq.

Remark A.3. — The edge weights needed to define the stationary boundary models we used in Sections 4

and 5 came from the process produced by Theorem A.1. Theorem A.2 can be used just the same to produce

these edge weights, since by Theorem A.2(a), the process tωx, I1
x, J1

x , I2
x, J2

x : x P Z
2u, under Pq1,q2

, satisfies

all the properties of the process tωx, I
ξpq1q
x , J

ξpq1q
x , I

ξpq2q
x , J

ξpq2q
x : x P Z

2u, under pP. The advantage of using

the process from Theorem A.2 is that in the case of geometric weights, one has the additional independence

properties in Theorem A.2(b-d). These properties are used to verify that Assumptions 4.1 and 5.2 hold

when the weights are geometric random variables. In the rest of this appendix (specifically, in Corollary A.4,

Theorem B.1, and Lemma C.2 below), although we continue using the notation from Theorem A.1, we mean

to use the process from Theorem A.2. We also remark that the proof of Theorem 5.6 in [? ] implies that the

two processes actually have the same distribution, but we do not need this fact.

Corollary A.4. — Fix 0 ă r ă 1 and let the bulk weights tωx : x P Z
2u be i.i.d. Geomprq random

variables. Let ξ‹, ξ‹, η‹, η‹ P ri U be such that ξ‹ ¨ e1 ă ξ‹ ¨ e1 and η‹ ¨ e1 ą η‹ ¨ e1. The processes
 
Sξ‹,η‹

m :

m P rr´N2{3, ´1ss
(

and
 
Sξ‹,η‹

n : n P rr1, N2{3ss
(
, as defined in (5.2), are independent.

Proof. — Examining the construction in the proof of the previous theorem one sees that the processes

tJξ‹
x , Jξ‹

x uxPI and t pJη‹
x`e1

, pJη‹

x`e1
uxPI can be constructed simultaneously. Then the independence of tωx : x P

Zě1 ˆZu and tωx : x P Zď0 ˆZu implies that the joint distribution of the two process (that are now defined

on a larger, product space) is in fact a product measure and the two processes are independent.

Next, Theorem A.2 says that tJ
ξ‹

je2
ujď0 is independent of tJ

ξ‹
je2

ujě1 and that t pJη‹
e1`pj´1qe2

ujď0 is indepen-

dent of t pJη‹

e1`pj´1qe2

ujě1. The claim follows from these independence properties. �
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The proof of Theorem A.2 follows closely that of [8, Theorem 3.1]. It is based on a few results from queuing

theory. The queuing-theoretic interpretation is not important for this paper; however, it gives some intuition

behind the algebra that follows. To this end, consider a queue or service station with a single server and

unbounded room for customers waiting to be served. Index the bi-infinite sequence of customers by j. The

server serves one customer at a time. Once the service of customer j is complete, they leave the queue and

customer j ` 1 enters service if they were already waiting in the queue. If the queue is empty after the

departure of customer j, then the server remains idle until customer j ` 1 arrives. Let s “ psjqjPZ denote the

service process, i.e. sj is the time it takes to service customer j. Let a “ pajqjPZ be the inter-arrival process,

i.e. aj is the time elapsed between the arrivals of customers j ´ 1 and j. Assume that

lim
nÑ´8

0ÿ

i“n

psi ´ ai`1q “ ´8.(A.8)

Let G “ pGjqjPZ be a sequence of customer arrival times such that aj “ Gj ´ Gj´1. Define the sequence
rG “ p rGjqjPZ by

rGj “ sup
kďj

!
Gk `

jÿ

i“k

si

)
.(A.9)

Condition (A.8) guaranties that the supremum is achieved and that rGj is a finite real number. The recurrence

relation

rGj “ p rGj´1 ` sjq _ pGj ` sjq(A.10)

provides a natural interpretation of rGj as the time customer j leaves the service station.

It is noteworthy that (A.9) is not the only solution to (A.10). For example, the sequence that is identically

equal to 8 is another solution. However, adapting the proof of [35, Lemma 4.3] to the current setting shows

that under the assumptions that psjq is i.i.d., pajq is ergodic and independent of psjq, and the mean of aj is

strictly larger than the mean of sj , (A.9) is the unique stationary almost surely finite solution to (A.10).

Define the inter-departure process d “ pdjqjPZ “ Dpa, sq by dj “ rGj ´ rGj´1. Define the sojourn process

t “ ptjqjPZ “ Spa, sq by tj “ rGj ´ Gj . Define the dual service times š “ pšjqjPZ “ Rpa, sq by šj “ aj ^ tj´1.

These definitions do not depend on the particular sequence G which was selected.

Note that

tj ` aj “ rGj ´ Gj´1 “ tj´1 ` dj .(A.11)

Also, (A.10) implies

sj ď dj for all j P Z.(A.12)

Subtracting Gj from both sides in (A.9) and expanding Gk ´ Gj “ ´řj
i“k`1 ai shows that

the sojourn times tj are non-increasing functions of the inter-arrival times aj .(A.13)

The following is Lemma A.1 from [8].

Lemma A.5. — The following holds for any a, b, s for which all the involved departure times are defined:

DpDpb, aq, sq “ DpDpb, Rpa, sqq, Dpa, sqq.

For horizontal edge weight I, vertical edge weight J , and vertex weight ω, define

I 1 “ ω ` pI ´ Jq`, J 1 “ ω ` pI ´ Jq´, and ω1 “ I ^ J.

The next lemma can be proved for example using Laplace transforms. It is essentially a consequence of the

memoryless property of the Geometric distribution.

Lemma A.6. — Fix 0 ă r ă 1 and r ď q ď 1. Let ω „ Geomprq, I „ Geompqq, and J „ Geom
´

r
q

¯
be

independent. Then the following hold.

(a) I ´ J and I ^ J are independent.
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(b) The distribution of pI ´ Jq` is the same as that of the product of a Ber
`

q´r
qp1´rq

˘
and an independent

Geompqq random variables.

(c) The triple pI 1, J 1, ω1q has the same distribution as pI, J, ωq.

Take 0 ă σ ă α1 ă α2 in p0, 1q. Let bi be an i.i.d. sequence of Geompαiq random variables for i P t1, 2u
and let s be an i.i.d. sequence of Geompσq random variables, which are all mutually independent. Define

the arrival sequences pa1, a2q “ pb1, Dpb2, b1qq. Define dk “ Dpak, sq, tk “ Spak, sq, and šk “ Rpak, sq for

k P t1, 2u.

Lemma A.7. — The following statements are true.

(a) Marginally, a2 is a sequence of i.i.d. Geompα2q random variables.

(b) For each k P t1, 2u and m P Z, the random variables tdk
j ujďm, tk

m, and tšk
j ujďm are mutually

independent. Their marginal distributions are dk
j „ Geompαkq, tk

m „ Geom
`

σ
αk

˘
, and šk

j „ Geompσq.
(c) For each k P t1, 2u, the sequences dk and šk are mutually independent. Their marginal distributions

are dk
j „ Geompαkq and šk

j „ Geompσq.
(d) pd1, d2q d“ pa1, a2q.
(e) For each m P Z, the random variables ta2

i uiďm and ta1
j ujěm`1 are mutually independent.

The proof of the first three claims follows from Lemma B.2 of [? ] by replacing the exponential version

of the induction with the geometric version in Lemma A.6. The proof of the last two claims follows from

Lemma A.2 of [8] with the same replacements. Note that (A.12) and (A.13) imply

a1
j ď a2

j and t1
j ě t2

j for all j P Z.(A.14)

Proof of Theorem A.2. — Fix u P Z
2. We start by constructing a joint LPP process pL1

x, L2
xqxPu`Zě0ˆZ.

In the bulk, we have the i.i.d. Geomprq weights tωx : x1 ą u1u. For ℓ P t1, 2u, let Yℓ “ tY ℓ
j ujPZ be a sequence

of i.i.d. Geompr{qℓq random variables such that tY1, Y2, ωu are mutually independent. Note that q1 ă q2

implies that (A.8) holds almost surely with s “ Y1 and a “ Y2. For ℓ P t1, 2u, define Jℓ “ tJℓ
u`je2

ujPZ by

pJ1, J2q “ pY1, DpY2, Y1qq. By Lemma A.7(a), marginally tJℓ
u`je2

ujPZ are i.i.d. Geompr{qℓq.
For ℓ P t1, 2u, define the LPP values on this vertical axis by

Lℓ
u “ 0 and Lℓ

u`je2
´ Lℓ

u`pj´1qe2
“ Jℓ

u`je2
for j P Z.(A.15)

Note that this means Lℓ
u`je2

is negative for j ă 0. Now, we define the LPP values for x P u ` Zą0 ˆ Z:

Lℓ
x “ sup

j:jďx2´u2

 
Lℓ

u`je2
` Gu`e1`je2,x

(
, Iℓ

x “ Lℓ
x ´ Lℓ

x´e1
, and Jℓ

x “ Lℓ
x ´ Lℓ

x´e2
.(A.16)

The supremum is achieved at a finite j because the boundary variables Jℓ stochastically dominate the bulk

weights ω, as we show next. Note that one has

Iℓ
x ^ Jℓ

x “ ωx for all x P u ` Zą0 ˆ Z and ℓ P t1, 2u.(A.17)

For k ě 0 and ℓ P t1, 2u let Jℓ,k “ tJ
ℓ,k
j ujPZ “ tJℓ

u`ke1`je2
ujPZ and sk “ tsk

j ujPZ “ tωu`ke1`je2
ujPZ.

Then Jℓ,0 is the original boundary sequence on the vertical axis. In the notation of Lemma A.7, with σ “ r,

α1 “ q1, and α2 “ q2, setting bℓ “ Yℓ gives pa1, a2q “ pJq1 , Jq2 q. Then, for any ℓ P t1, 2u, (A.8) is satisfied,

Gℓ
j “ Lℓ

u`je2
, j P Z, is a sequence of arrival times, and rGℓ

j “ Lℓ
u`e1`je2

, j P Z, is the corresponding sequence

of departure times. Consequently, Jℓ,1 “ DpJℓ,0, s1q. Lemma A.7(d) then implies pJ1,1, J2,1q d“ pJ1, J2q.
Repeating this inductively gives that Jℓ,k`1 “ DpJℓ,k, sk`1q and pJ1,k, J2,kq d“ pJ1, J2q for all k ě 0. This

and the first inequality in (A.14) imply

J1
x ď J2

x for all x P u ` Z` ˆ Z.(A.18)

Furthermore, Lemma A.7(e) implies that for any x P u ` Zě0 ˆ Z,
 
J2

x`je2
: j ď 0

(
and

 
J1

x`je2
: j ě 1

(
are mutually independent.(A.19)
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The definition (A.16) satisfies a semi-group property: For each k ě 0, the values Lℓ
x for x such that

x1 ą u1 ` k ` 1 satisfy

Lℓ
x “ sup

j:jďx2´u2

 
Lℓ

u`ke1`je2
` Gu`pk`1qe1`je2,x

(
.(A.20)

This and the distributional equality pJ1,k, J2,kq d“ pJ1, J2q imply that for any z P Zě0 ˆ Z,
 
I1

z`x`e1
, I2

z`x`e1
, J1

z`x, J2
z`x : x P u ` Zě0 ˆ Z

( d“
 
I1

x`e1
, I2

x`e1
, J1

x , J2
x : x P u ` Zě0 ˆ Z

(
.(A.21)

The index on the I increments requires x ` e1 because the increments are not defined on the boundary,

where x1 “ u1.

Next, we claim that for ℓ P t1, 2u, and for any u P Z
2,

 
Iℓ

u`ie1
, Jℓ

u`je2
: i, j P Zą0

(
are mutually independent with marginal distributions

Iℓ
u`ie1

„ Geompqℓq and Jℓ
u`je2

„ Geompr{qℓq.
(A.22)

We have already shown that Jℓ are i.i.d. Geompr{qℓq random variables. Also notice that tIℓ
u`ie1

: i ě 1u
are a function of only tJℓ

u`je2
, ωu`ie1`je2

: i ě 1, j ď 0u which are independent of tJℓ
u`je2

: j ě 1u. What

remains to prove is that the horizontal increments are i.i.d. and to determine their maginal distribution. For

this, we prove the following claim inductively in n ě 1:
 
Iℓ

u`ie1
, Jℓ

u`ne1`je2
: 1 ď i ď n, j ď 0

(
are mutually independent with

marginal distributions Iℓ
u`ie1

„ Geompqℓq and Jℓ
u`ne1`je2

„ Geompr{qℓq.
(A.23)

This and the fact that Iℓ
u`pn`1qe1

is a function of tJℓ
u`ne1`je2

, ωu`pn`1,jq : j ď 0u imply the mutual inde-

pendence of the horizontal increments.

We now prove (A.22). For the base case n “ 1, consider inter-arrival times taj “ Jℓ
u`je2

: j ď 0u and

service times tsj “ ωu`e1`je2
: j ď 0u. The inter-departure times are tdj “ Jℓ

u`e1`je2
: j ď 0u. The sojourn

time is t0 “ Iℓ
u`e1

. Lemma A.7(b) then gives the above claim for n “ 1.

For the inductive step, assume the claim holds for a fixed n ě 1. Then use inter-arrival times taj “
Jℓ

u`ne1`je2
: j ď 0u and service times tsj “ ωu`pn`1qe1`je2

: j ď 0u which are independent of tIℓ
u`ie1

:

1 ď i ď nu by the inductive hypothesis. Then compute the corresponding inter-departure times tdj “
Ju`pn`1qe1`je2

: j ď 0u and the sojourn time tn “ Iℓ
u`pn`1qe1

. Lemma A.7(b) again gives the validity of the

claim for n ` 1, completing the proof of the claim (A.23).

Combining (A.11) with observation that Iℓ
x are sojourn times gives

Iℓ
x`e1

` Jℓ
x`e1`e2

“ Jℓ
x`e2

` Iℓ
x`e1`e2

for all x P u ` Zě0 ˆ Z and ℓ P t1, 2u.(A.24)

And with the second inequality in (A.14) we get

I1
x ě I2

x for all x P Zą0 ˆ Z.(A.25)

Lastly, observe that tLℓ
x : x P u`Z

2
ě0u are last passage times with boundary weights tIℓ

u`ie1
, Jℓ

u`je2
: i, j P

Zą0u and bulk weights ωx, x P u ` N
2. Indeed, if we denote by Gℓ

u,x the passage time from u to x P u ` N
2

with these boundary and bulk weights, then as in (3.2)

Gℓ
u,x “ max

1ďkďx1´u1

! kÿ

i“1

Iℓ
u`ie1

` Gu`ke1`e2,x

)ł
max

1ďmďx2´u2

! ℓÿ

j“1

Jℓ
u`je2

` Gu`e1`me2,x

)

“ max
1ďkďx1´u1

 
Lℓ

u`ke1
` Gu`ke1`e2,x

(ł
max

1ďmďx2´u2

 
Lℓ

u`me2
` Gu`e1`me2,x

(

“ sup
jď0

!
Lℓ

u`je2
` max

1ďkďx1´u1

rGu`e1`je2,u`ke1
` Gu`ke1`e2,xs

)ł
max

1ďmďx2´u2

 
Lℓ

u`me2
` Gu`e1`ℓe2,x

(

“ sup
j:jďx2´u2

 
Lℓ

u`je2
` Gu`e1`je2,x

(
“ Lℓ

x.

By (A.17), the weights ωx can be recovered from the edge weights Iℓ
x and Jℓ

x. Then, due to (A.21) we can

extend the process
 
ωx, I1

x`e1
, I2

x`e1
, J1

x , J2
x : x P u ` Zě0 ˆ Z

(
to a stationary process on the whole lattice.
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This produces a T -invariant probability measure Pq1,q2
on pΩ, Gq whose marginal on Ω is exactly P. We now

verify that all the claims in the theorem hold for this choice of measure.

Property (a.i) holds by construction and the independence property (a.ii) follows from the definition (A.16).

Recall that an ω P Ω has coordinate projections
 
ωx, I1

x, I2
x , J1

x , J2
x : x P Z

2
(
. Thus, the shift-covariance in

(a.iv.1) holds trivially. The recovery and monotonicity properties in (a.iv.2) follow from (A.17), (A.18), and

(A.25). The additivity property (A.7) is given in (A.24) and (A.6) follows from that. Then, as it was the

case for Theorem A.1(e), property (a.v) follows from (A.6) and the shift-invariance of Pq1,q2
.

Observe that pIℓ
x, Jℓ

xq has mean
`
qℓ{p1 ´ qℓq, r{pqℓ ´ rq

˘
. A direct computation using the explicit formulas

(3.11) and (3.12) shows that this is equal to ∇γpξpqℓqq. This completes the proof of part (a) of the theorem.

Part (b) follows from (A.19) and parts (c) and (d) from (A.22) and (A.23). �

Appendix B. Verifying Assumption 4.1 for the geometric LPP

This appendix is dedicated to the proof of an exponential tail bound for the location of exit points. It can

be read independently of the rest of the paper. We assume throughout the section that ω0 „ Geomprq for a

given r P p0, 1q.
For δ P p0, 1q recall the definition of the cone

Sδ “ tx P R
2
ą0 : x ¨ e1 ě δx ¨ e2 and x ¨ e2 ě δx ¨ e1u.

Theorem B.1. — Assume ω0 „ Geomprq for some r P p0, 1q. For any δ P p0, rq and κ ě 0 there exist
positive finite constants c0 “ c0pδ, rq, N0 “ N0pδ, r, κq, and s0 “ s0pδ, r, κq such that

P
 

|Zξ,e1pm, nq| _ |Zξ,e2 pm, nq| ě spm ` nq2{3
(

ď expt´c0s3u
for all pm, nq P Sδ X Z

2
ěN0

, s ě s0, and ξ P ri U such that ξ1 P pδ, 1 ´ δq and |ξ1 ´ m
m`n

| ď κpm ` nq´1{3.

For p, q P pr, 1q consider random variables tI
p
ie1

, I
q
ie1

, J
p
ie2

, J
q
ie2

: i, i P Nu that are mutually independent

and independent of the weights ω and such that the Ip variables are Geomppq, the Iq variables are Geompqq,
the Jp variables are Geompr{pq, and the Jq variables are Geompr{qq. Note that this parametrization in terms

of p and q does not agree with the parametrization of the I and J random variables elsewhere in the paper.

This abuse of notation is to simplify the formulas in this section; we will also abuse notation and continue

to write P and E for the probability and expectation on the larger probability space on which this collection

of random variables is defined.

We will write

Gp,q
x “ GSW

x pω, Ip, Jqq, Gp
x “ GSW

x pω, Ip, Jpq, and Gq
x “ GSW

x pω, Iq, Jqq.(B.1)

The quantities Exitp,q
x , Zp,q,ek

x , Exitp
x, Zp,ek

x , Exitq
x, and Zq,ek

x are defined similarly.

From (3.9) (which follows from Theorem A.2(c)) we see that tGp
x : x P Z

2
ě0u has the same distribution as

tG
ξppq
x : x P Z

2
ě0u. The same, of course, holds when p is replaced by q.

One of our major uses of the exact solvability of the model comes through an exact formula for a particular

log moment generating function of the increment stationary passage time.

Proposition B.2. — Let m, n P Z
2
ě0, and p, q P pr, 1q. Then

logE
”
exp

!
log

`q

p

˘
Gp,qpm, nq

)ı
“ m log

`1 ´ p

1 ´ q

˘
` n log

´1 ´ r
q

1 ´ r
p

¯
.

Proof. — Start by writing

logE
”
exp

!
log

`q

p

˘
Gp,qpm, nq

)ı
“ logE

” mź

i“1

pq{pqI
p

pi,0q elogpq{pqpGp,qpm,nq´Gp,qpm,0qq
ı

“ m log
`1 ´ p

1 ´ q

˘
` logE

” mź

i“1

`1 ´ q

1 ´ p
¨ pq{pqI

p

pi,0q
˘
elogpq{pqpGp,qpm,nq´Gp,qpm,0qq

ı
.(B.2)
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Next, note that Er 1´q
1´p

pq{pqI
p

ie1 s “ 1 and for any n P Zě0

E

”1 ´ q

1 ´ p
pq{pqI

p

ie1 1tI
p
ie1

“ nu
ı

“ qnp1 ´ qq.

This means that the product inside the expectation on the right-hand side in (B.2) is a Radon-Nikodym

derivative and using it to change the measure P switches the distribution of the boundary Ip weights to have

the same distribution as the Iq weights. Consequently, (B.2) is equal to

m log
`1 ´ p

1 ´ q

˘
` logE

”
elogpq{pqpGq pm,nq´Gqpm,0qq

ı

“ m log
`1 ´ p

1 ´ q

˘
` logE

”
elogpq{pqpGξpqqpm,nq´Gξpqqpm,0qq

ı

“ m log
`1 ´ p

1 ´ q

˘
` logE

”
elogpq{pqGξpqqp0,nq

ı
.

For the last equality we used the additivity (3.5) and the shift-invariance (3.8). Now, simply compute

m log
`1 ´ p

1 ´ q

˘
` logE

”
elogpq{pqGξpqqp0,nq

ı
“ m log

`1 ´ p

1 ´ q

˘
` logE

”
e

logpq{pqJ
q

p0,1q
ın

“ m log
`1 ´ p

1 ´ q

˘
` n log

´1 ´ r
q

1 ´ r
p

¯
. �

We prove Theorem B.1 after a series of calculus lemmas. The following lemma is immediate from the

definitions. Recall (3.10-3.13).

Lemma B.3. — Fix a, b ą 0. The function p ÞÑ Mppa, bq is continuous and strictly convex on pr, 1q,
decreasing on pr, ppa, bqs with range rγpa, bq, 8q, and increasing on rppa, bq, 1q with range rγpa, bq, 8q.

Consequently, for each λ P p1, 1{rq, there exists a unique pair pλ
´pa, bq P pr, ppa, bqq and pλ

`pa, bq P pppa, bq, 1q
such that pλ

`pa, bq “ λpλ
´pa, bq and Mpλ

´ pa, bq “ Mpλ
` pa, bq. Precisely, using a little bit of calculus, we get

that if a ‰ rb, then

pλ
´pa, bq “ rpλ ` 1qpa ´ bq `

a
r2pλ ` 1q2pa ´ bq2 ´ 4rλpra ´ bqpa ´ rbq

2λpa ´ rbq(B.3)

and if a “ rb, then

pλ
´pa, bq “ r ` 1

λ ` 1
.

This extends continuously to λ “ 1 and λ “ 1{r with p1
˘pa, bq “ ppa, bq, p

1{r
´ pa, bq “ r, and p

1{r
` pa, bq “ 1.

For ξ P R
2
ą0 and p, q P pr, 1q, define

Lp,qpξq “ Lp,qpξ1, ξ2q “ ξ1 log
`1 ´ p

1 ´ q

˘
` ξ2 log

´1 ´ r
q

1 ´ r
p

¯
.

Then for ξ P Rą0 and q P rr, 1q set

Lλ,qpξq “ inf
qăsă1{λ

Ls,λspξq(B.4)

when λ P r1, 1{qq and Lλ,qpξq “ 8 when λ ě 1{q. In the special case where q “ r we abbreviate Lλpξq “
Lλ,rpξq.

Lemma B.4. — Let ξ P Rą0, q P rr, 1q, and λ P p1, 1{qq. Then the infimum in (B.4) is uniquely achieved
at s “ maxtq, pλ

´pξqu.

Proof. — A direct computation gives

B
Bs

Ls,λspξq “ 1

s

`
Mλspξq ´ M spξq

˘
for s P pr, 1{λq.
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By Lemma B.3, this is a continuous strictly increasing function of s with range R. It is equal to zero at

s “ pλ
´pξq. If pλ

´pξq P pq, 1{λq, then the unique infinimum in (B.4) is attained at pλ
´pξq. If pλ

´pξq P pr, qs, then

Ls,λspξq strictly increases on pq, 1{λq and is thus minimized at s “ q. �

For k, ℓ, m, n P Z with m ą k and n ě ℓ let G
q

pk,ℓqpm, n|1, 0q be the last-passage time for paths which start

at pk, ℓq, immediately take an e1 step, and then go to pm, nq, while collecting the weights tI
q
k`je1 ,ℓ : j P Nu

on the south boundary. Precisely,

G
q

pk,ℓqpm, n|1, 0q “ max
1ďjďm´k

! jÿ

i“1

I
q
k`ie1 ,ℓ ` Gpk`jqe1`pℓ`1qe2,me1`ne2

)
.

When pk, ℓq “ 0 we omit it from the index.

Lemma B.5. — Let m, n P N, q P rr, 1q, and λ ě 1. Then

logE
“
elogpλqGqpm,n|1,0q‰ ď Lλ,qpm, nq.

Proof. — The case λ ě 1{q is trivial because the right-hand side is infinite. When λ “ 1 we have

Ls,spm, nq “ 0 for all s P pr, 1q and the claim is again trivial. Therefore, assume λ P p1, 1{qq.
Using

Gq,λqpm, nq ě Iq
e1

` Gqpm, n|1, 0q ě Gqpm, n|1, 0q
and Proposition B.2 we see that

logE
“
elogpλqGqpm,n|1,0q‰ ď logE

“
elogpλqGq,λq pm,nq‰ “ Lq,λqpm, nq.(B.5)

Geometric random variables are stochastically increasing in the parameter. Therefore, if q ď pλ
´pm, nq,

logE
“
elogpλqGqpm,n|1,0q‰ ď logE

“
elogpλqG

pλ
´ pm,nq|1,0q‰ ď Lpλ

´,λpλ
´ pm, nq

where the last inequality follows from applying (B.5) with pλ
´pm, nq in place of q.

We have thus shown that

logE
“
elogpλqGqpm,n|1,0q‰ ď Lmaxtq,pλ

´u,λ maxtq,pλ
´upm, nq “ Lλ,qpm, nq,

where the equality holds by Lemma B.4. �

Lemma B.6. — For all a, b ą 0, ε P p0, min
`
r, 1 ´ s, p1 ´ rq{2

˘
, s P pr, 1q, and λ P

“
maxppr ` εq{s, 1q, p1 ´

εq{s
‰

ˇ̌
ˇLs,λspa, bq ´ pλ ´ 1q

´ as

1 ´ s
` br

s ´ r

¯
´ 1

2
pλ ´ 1q2

´ as2

p1 ´ sq2
´ brp2s ´ rq

ps ´ rq2

¯ˇ̌
ˇ ď 2ε´3pa ` bqpλ ´ 1q3.

Proof. — Fix a, b, ε, and s as in the claim and perform a Taylor expansion of λ ÞÑ Ls,λspa, bq, defined on

pr{s, 1{sq, at λ “ 1. For the error term write

ˇ̌
ˇ B3

Bλ3
Ls,λspa, bq

ˇ̌
ˇ “

ˇ̌
ˇ 2brp3λ2s2 ´ 3λrs ` r2q

λ3pλs ´ rq3
` 2as3

p1 ´ λsq3

ˇ̌
ˇ

and use λ ě 1, λs ´ r ě ε, λs ď 1, r ď 1, s ď 1, and 1 ´ λs ě ε to bound the above by 8ε´3pa ` bq. �

Lemma B.7. — Fix δ P p0, rq. Let C0 “ C0pδ, rq be given by

C0 “ max
!

r ` 1,
pδ´1 ` 1qrp1 ` rq2δ ` 2r2 ` 2s

8p1 ´ rq2δ
` rpr ` 1qpδ´1 ` 1q

4p1 ´ rq
?

rδ
` rδ´1 ` 1

2p1 ´ rq
?

rδ

)
.

Then for any λ P p1, 1{rq and a, b ą 0 such that pa, bq P Sδ

pλ
´pa, bq ´ ppa, bq ě ´C0pλ ´ 1q.
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Proof. — Fix positive a and b with pa, bq P Sδ. Let

fpλq “ rpa ´ bq 1

λ
` 1

λ

a
r2pλ ` 1q2pa ´ bq2 ´ 4rλpra ´ bqpa ´ rbq .

Then

f 1pλq “ ´rpa ´ bq
λ2

` ´2r2pλ ` 1qpa ´ bq2 ` 4rλpra ´ bqpa ´ rbq
2λ2

a
r2pλ ` 1q2pa ´ bq2 ´ 4rλpra ´ bqpa ´ rbq

“
rp1 ´ tq

”
2
a

r2pλ ` 1q2pt ´ 1q2 ´ 4rλprt ´ 1qpt ´ rq ´ 2rpλ ` 1qp1 ´ tq
ı

` 4rλprt ´ 1qpt ´ rq
2λ2

a
r2pλ ` 1q2pt ´ 1q2 ´ 4rλprt ´ 1qpt ´ rq

¨ b

where t “ a{b. Let

gλptq “ 2
a

r2pλ ` 1q2pt ´ 1q2 ´ 4rλprt ´ 1qpt ´ rq ´ 2rpλ ` 1qp1 ´ tq.

Then

g1
λptq “ 2r

´rpλ ` 1q2pt ´ 1q ´ 2rλpt ´ rq ´ 2λprt ´ 1qa
r2pλ ` 1q2pt ´ 1q2 ´ 4rλprt ´ 1qpt ´ rq

` λ ` 1
¯

.

The quadratic equation in t inside the radical is minimized at

t “ pλ ` 1q2r ´ 2λpr2 ` 1q
pλ ´ 1q2r

“ 1 ´ 2λp1 ´ rq2

rpλ ´ 1q2
ď 1 ´ 2r´1p1 ´ rq2

rpr´1 ´ 1q2
“ ´1

Since this value for t is negative, the quadratic is smallest at t “ δ. With t “ δ, the quadratic as a function

of λ is minimized at

λ “ 2prδ ´ 1qpδ ´ rq
rpδ ´ 1q2

´ 1 “ 1 ´ 2p1 ´ rq2δ

rp1 ´ δq2
.

Since this is strictly below 1, the minimum over the interval r1, 1{rq is achieved at λ “ 1. The resulting

minimum is thus

4r2p1 ´ δq2 ´ 4rprδ ´ 1qpδ ´ rq “ 4δrp1 ´ rq2 ą 0.(B.6)

This yields

|g1
λptq| ď 2r

´rpr´1 ` 1q2δ´1 ` 2r ` 2r´1

a
4δrp1 ´ rq2

` r´1 ` 1
¯

“ p1 ` rq2δ´1 ` 2r2 ` 2

p1 ´ rq
?

δr
` 2p1 ` rq “ Cpδ, rq “ C

for all t P rδ, 1{δs and λ P p1, 1{rq.
Since gλprq “ 0 the Mean Value Theorem implies that gλptq “ g1

λpsqpt ´ rq for some s between t and r. In

particular, since δ ă r, s P rδ, 1{δs, and |gλprq| ď C|t ´ r|. Returning to f 1pλq we get

|f 1pλq| “
ˇ̌
ˇ rp1 ´ tqgλptq ` 4rλprt ´ 1qpt ´ rq

2λ2
a

r2pλ ` 1q2pt ´ 1q2 ´ 4rλprt ´ 1qpt ´ rq
¨ b

ˇ̌
ˇ

ď Crpδ´1 ` 1q ` 4prδ´1 ` 1q
2λ2

a
r2pλ ` 1q2pt ´ 1q2 ´ 4rλprt ´ 1qpt ´ rq

¨ |t ´ r|b

ď Crpδ´1 ` 1q ` 4prδ´1 ` 1q
4p1 ´ rq

?
δr

¨ |a ´ rb| ď 2C0|a ´ rb|,

where in the second-to-last inequality we used λ ě 1 and the lower bound (B.6) on the expression under the

radical.
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Now, if a ‰ rb, then

pλ
´pa, bq ´ ppa, bq “ pa ` rb ` 2

?
rabqprpa ´ bq ` fpλqq ´ 2pa ´ rbqprpa ` bq ` pr ` 1q

?
rabq

2pa ´ rbqpa ` rb ` 2
?

rabq

“ fpλq ´ fp1q
2pa ´ rbq .

By the Mean Value Theorem, fpλq “ fp1q ` f 1pcqpλ ´ 1q for some c P p1, λq. In particular, c P p1, 1{rq.
Therefore, |fpλq ´ fp1q| ď 2C0|a ´ rb|pλ ´ 1q and

pλ
´pa, bq ´ ppa, bq ě ´C0pλ ´ 1q.

If, on the other hand, a “ rb, then

pλ
´pa, bq ´ ppa, bq “ r ` 1

λ ` 1
´ rpa ` bq ` pr ` 1q

?
rab

a ` rb ` 2
?

rab

“ ´ pr ` 1qpλ ´ 1q
2pλ ` 1q ě ´pr ` 1qpλ ´ 1q ě ´C0pλ ´ 1q

and the claim holds again. �

Lemma B.8. — Let 0 ă δ ă 1. Let

C1 “ C1pδ, rq “ p1 ` δq2rp1 ´ rq
2δ2

?
rp1 ` ?

rq2
and C2 “ C2prq “ 2pr ` 1q2

rp1 ´ rq .

Then for all ξ, ζ P Sδ we have

|ppξq ´ ppζq| ď C1

ˇ̌
ˇ ξ1

|ξ|1
´ ζ1

|ζ|1

ˇ̌
ˇ.(B.7)

And for all ξ P R
2
ą0 and q P pr, 1q we have

ˇ̌
ˇ ξpqq ¨ e1 ´ ξ1

|ξ|1

ˇ̌
ˇ ď C2|q ´ ppξq|.(B.8)

Proof. — Note that pt, 1 ´ tq P Sδ if and only if t P p δ
1`δ

, 1
1`δ

q. For such t,

d

dt
ppt, 1 ´ tq “ ´ rp1 ´ rq

2
a

rtp1 ´ tq
´?

t `
a

rp1 ´ tq
¯2

ě ´ p1 ` δq2rp1 ´ rq
2δ2

?
rp1 ` ?

rq2
“ ´C1pδ, rq.

(B.7) follows from this bound and the fact that ppξq “ ppcξq for any ξ P R
2
ą0 and c ą 0.

For the second claim, differentiate ξpqq ¨ e1 to get

´ 2rp1 ´ rqp1 ´ qqpq ´ rq
`
pq2pr ` 1q ´ 4qr ` rpr ` 1q

˘2
ě ´ 2rp1 ´ rq3

`
pq2pr ` 1q ´ 4qr ` rpr ` 1q

˘2
ě ´2pr ` 1q2

rp1 ´ rq “ ´C2prq.

(B.8) follows from this bound and the fact that ξpppξ1{|ξ|1qq “ ξ1{|ξ|1 for all ξ P R
2
ą0. �

The following estimates are immediate from (3.10) and (3.12).

Lemma B.9. — For x P R
2
ě0,

r

1 ´ r
|x|1 ď γpxq ď r ` ?

r

1 ´ r
|x|1.

Lemma B.10. — For any δ P p0, 1q and x P Sδ we have

r ` p1 ´ rqδ
?

rδ

p1 ` ?
rq2

ď ppxq ď 1 ´ p1 ´ ?
rqδ

1 ` ?
r

.
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Proof. — Let t “ x2{x1. Then

ppxq “ rp1 ` tq ` pr ` 1q
?

rt

1 ` rt ` 2
?

rt
“ r ` p1 ´ rqprt `

?
rtq

1 ` rt ` 2
?

rt
ě r ` p1 ´ rqprδ `

?
rδq

p1 `
a

r{δq2
ě r ` p1 ´ rqδ

?
rδ

p1 ` ?
rq2

.

Similarly,

ppxq “ 1 ´ p1 ´ rqp1 `
?

rtq
p1 `

?
rtq2

ď 1 ´ p1 ´ rqp1 `
?

rδqδ
p
?

δ ` ?
rq2

ď 1 ´ p1 ´ rqδ
p1 ` ?

rq2
. �

We are now ready to prove Theorem B.1.

Proof of Theorem B.1. — Fix δ P p0, rq, κ ą 0, and ε P p0, δ
2p1`δ´1q q. Take integers pm, nq P Sδ and

k ď εpm ` nq and write

ppm ´ k, nq ´ ppm, nq “ rpm ` n ´ kq ` pr ` 1q
a

rnpm ´ kq
m ´ k ` rn ` 2

a
rnpm ´ kq

´ rpm ` nq ` pr ` 1q?
rmn

m ` rn ` 2
?

rmn

“ p1 ´ rq
`
rnk ` ?

rnprn ´ mqp?
m ´

?
m ´ kq ` k

?
rmn

˘

pm ´ k ` rn ` 2
a

rnpm ´ kqqpm ` rn ` 2
?

rmnq

“ rnk ` ?
rnprn ´ mqp?

m ´
?

m ´ kq ` k
?

rmn

pγpm ´ k, nq ` m ´ kqpm ` rn ` 2
?

rmnq .(B.9)

If m ´ rn ą 0, dropping the
?

m ´ k from the denominator and using rn ą 0, we have

pm ´ rnqp
?

m ´
?

m ´ kq “ kpm ´ rnq?
m `

?
m ´ k

ď k
?

m .

The same inequality holds trivially if m´rn ď 0. In the next computation use the above inequality to bound

the numerator of (B.9), then bound the denominator using the upper bound from Lemma B.9 and the facts

that 2
?

mn ď m ` n and pm, nq P Sδ:

ppm ´ k, nq ´ ppm, nq ě p1 ´ ?
rqrnk

2p1 ` ?
rqpm ` nq2

ě p1 ´ ?
rqrk

2p1 ` ?
rqpδ´1 ` 1qpm ` nq “ a0pδ, rqk

m ` n
.(B.10)

Next, take ξ P ri U with ξ1 P pδ, 1 ´ δq and such that |ξ1 ´ m
m`n

| ď κpm ` nq´1{3. Abbreviate q “ ppξq.
Note that ξ P Sδ and therefore Lemma B.8 implies that

|q ´ ppm, nq| ď C1κpm ` nq´1{3.(B.11)

Let s0 “ s0pδ, r, κq “ maxp1, 16C1κ{a0q. Let

ǫ “ ǫpδ, rq “ min
´ r

2
,

p1 ´ rqδ
?

rδ

p1 ` ?
rq2

,
p1 ´ ?

rq2δ2

2p1 ` ?
rq2

¯
.

Take η so that

0 ă η ă min
!

´ log r

ε
,

1

2ε
log

´
1 ` p1 ´ ?

rqδ
1 ` ?

r

¯
, 1 ,

a0

32p1 ` C0pδ{2, rqq ,

ε´1 log
´

1 ` ǫ?
2

¯
,

εδ2a2
0

100
`
4ǫ2 ` 4a0{5 ` 16ǫq

)
.

(B.12)

Let N0 “ ps0{εq3 and take pm, nq P Sδ X Z
2
ěN0

. Take s P rs0, εpm ` nq1{3s and set

λ “ exptηspm ` nq´1{3u ď eηε P p1, 1{rq.(B.13)

Then by Lemma B.10 and the choice of η

r ` ǫ ď r ` p1 ´ rqδ
?

rδ

p1 ` ?
rq2

ď q ď λq ď λ2q ď e2ηε
´

1 ´ p1 ´ ?
rqδ

1 ` ?
r

¯
ď 1 ´ p1 ´ ?

rq2δ2

4p1 ` ?
rq2

ď 1 ´ ǫ.(B.14)

Since ηspm ` nq´1{3 ď ηε ď 1 and ex ´ 1 ď 2x for x P r0, 1s,

λq ´ q ď λ ´ 1 ď 2ηs

pm ` nq1{3
.(B.15)
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The choices of ε and k and that pm, nq P Sδ imply that pm ´ k, nq P Sδ{2. Then Lemma B.7 implies

pλ
´pm ´ k, nq ´ ppm ´ k, nq ě ´C0pδ{2, rqpλ ´ 1q ě ´ 2C0ηs

pm ` nq1{3
.(B.16)

Take k “ rspm ` nq2{3s ´ 1 and abbreviate p˘ “ pλ
˘pm ´ k, nq and p “ ppm ´ k, nq. Note that

s0{2 ď 22{3s0 ´ 1 ď spm ` nq2{3 ´ 1 ď k ď spm ` nq2{3 ď εpm ` nq.(B.17)

Putting this, (B.10-B.12), and (B.15-B.17) together we get

p ´ q ě pλ
´ ´ q ě pλ

´ ´ λq ě pa0 ´ 2η ´ 2C0ηqs ´ C1κ

pm ` nq1{3
´ a0

m ` n

ě 7a0s

8pm ` nq1{3
´ a0s

22{3pm ` nq1{3

ě a0s

5pm ` nq1{3
ą 0.(B.18)

Thus, by Lemma B.4, Lλ,λqpm ´ k, nq “ Lpλ
´,pλ

` pm ´ k, nq. Also, Lemma B.10 and the choice of η in (B.12)

imply

r ` ǫ ď r ` p1 ´ rqδ
?

rδ

p1 ` ?
rq2

ď q ď pλ
´ ď λpλ

´ ď λp ď eηε
´

1 ´ p1 ´ ?
rqδ

2p1 ` ?
rq
¯

ď 1 ´ p1 ´ ?
rq2δ2

4p1 ` ?
rq2

ď 1 ´ ǫ.

In particular, p ´ r ě q ´ r ě ε and 1 ´ p ě 1 ´ λp ě ε. Using this, pm ´ k, nq P Sδ{2, pm, nq P Sδ, and the

identity apppa, bq ´ rq2 ´ rbp1 ´ ppa, bqq2 “ 0, we get

pm ´ kqppλ
´ ´ rqpq ´ rq ´ nrp1 ´ pλ

´qp1 ´ qq
ď pm ´ kqpp ´ rqpq ´ rq ´ nrp1 ´ pqp1 ´ qq
“ pm ´ kqpp ´ rq2 ` pm ´ kqpp ´ rqpq ´ pq ´ nrp1 ´ pq2 ´ nrp1 ´ pqpp ´ qq
“ ´pp ´ qqppm ´ kqpp ´ rq ` nrp1 ´ pqq
ď ´εδ2pp ´ qqpm ` nq{2.(B.19)

We have now collected all the necessary pieces to be able to bound the probability of interest. The first

line below uses the stochastic monotonicty of geometric random variables in their inverse mean parameter

and the monotonicity of the exit points in the boundary weights. The second line uses that, on the event

in the indicator function the value inside the exponent is 0. The third line drops the indicator function and

uses the Cauchy-Schwartz inequality. The fourth line uses independence and shift-invariance. Write

PtZq,e1pm, nq ą ku2 ď PtZλq,q,e1 pm, nq ą ku2

“ E

”
1tZλq,q,e1 pm, nq ą ku exp

! logpλq
2

`
Gλqpk, 0q ` G

λq

pk,0qpm, n|1, 0q ´ Gλq,qpm, nq
˘)ı2

ď E
“
exp

 
logpλq

`
Gλqpk, 0q ` G

λq

pk,0qpm, n|1, 0q
˘(‰

E
“
exp

 
´ logpλqGλq,qpm, nq

(‰

“ E
“
exp

 
logpλqGλqpk, 0q

(‰
E
“
exp

 
logpλqGλqpm ´ k, n|1, 0q

(‰
E
“
exp

 
´ logpλqGλq,qpm, nq

(‰
.

Bound the third expectation on the last line using Proposition B.2, the second expectation using Lemma

B.5, and compute the first expectation explicitly using the moment generating function of the Geometric
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distribution, to get:

2 logPtZq,e1pm, nq ą ku ď k log
´ 1 ´ λq

1 ´ λ2q

¯
` Lλ,λqpm ´ k, nq ` Lλq,qpm, nq

“ k log
´ 1 ´ λq

1 ´ λ2q

¯
` Lpλ

´,pλ
` pm ´ k, nq ´ Lq,λqpm, nq

“ k log
´ 1 ´ λq

1 ´ λ2q

¯
` Lpλ

´,pλ
` pm ´ k, nq ´ k log

´ 1 ´ q

1 ´ λq

¯

“ ´k log
´

1 ´ pλ ´ 1q2q

p1 ´ λqq2

¯
` Lpλ

´,pλ
` pm ´ k, nq ´ Lq,λqpm ´ k, nq.

Next, use (B.13), (B.14), and (B.12) to deduce

pλ ´ 1q2q

p1 ´ λqq2
ď ǫ´2peηε ´ 1q2 ď 1{2.

Use this, the fact that ´ logp1 ´ tq ď 2t for t P
“
0, 1

2

‰
, (B.14), (B.17), and (B.15) to continue with the bound

2 logPpZq,e1 pm, nq ą kq ď 2k
pλ ´ 1q2q

p1 ´ λqq2
` Lpλ

´,pλ
` pm ´ k, nq ´ Lq,λqpm ´ k, nq

ď 2ǫ´2kpλ ´ 1q2 ` Lpλ
´,pλ

` pm ´ k, nq ´ Lq,λqpm ´ k, nq

ď 4ǫ´2η2s3 ` Lpλ
´,p

`
λ pm ´ k, nq ´ Lq,λqpm ´ k, nq.(B.20)

Using Lemma B.6, (B.19), (B.18), and (B.15) we get

Lp´,p` pm ´ k, nq ´ Lq,λqpm ´ k, nq

ď pλ ´ 1q
´pm ´ kqp´

1 ´ p´
´ pm ´ kqq

1 ´ q
` nr

p´ ´ r
´ nr

q ´ r

¯

` 1

2
pλ ´ 1q2

´ pm ´ kqp2
´

p1 ´ p´q2
´ pm ´ kqq2

p1 ´ qq2
´ nrp2p´ ´ rq

pp´ ´ rq2
` nrp2q ´ rq

pq ´ rq2

¯

` 2ǫ´3pm ` nqpλ ´ 1q3

“ pλ ´ 1qpp´ ´ qq pm ´ kqpp´ ´ rqpq ´ rq ´ nrp1 ´ p´qp1 ´ qq
p1 ´ p´qp1 ´ qqpp´ ´ rqpq ´ rq

` 1

2
pλ ´ 1q2pp´ ´ qq

´ pm ´ kqpp´ ` q ´ 2p´qq
p1 ´ p´q2p1 ´ qq2

` nrp´p´r ` 2p´q ´ rqq
pp´ ´ rq2pq ´ rq2

¯

` 2ǫ´3pλ ´ 1q3pm ` nq

ď ´εδ2

2ǫ4
pλ ´ 1qpp´ ´ qqpp ´ qqpm ` nq ` ǫ´4pλ ´ 1q2pp´ ´ qqpm ` nq ` 2ǫ´3pλ ´ 1q3pm ` nq

ď ´
´εδ2a2

0η

50ǫ4
´ 4η2a0

5ǫ4
´ 16η3

ǫ3

¯
s3 ď ´

´εδ2a2
0η

50ǫ4
´ 4η2a0

5ǫ4
´ 16η2

ǫ3

¯
s3.

Setting c1 “ c1pδ, rq “ ǫ´4εδ2a2
0η{200 and using (B.20) and the choice of η in (B.12) we get

PtZq,e1 pm, nq ě spm ` nq2{3u ď e´c1s3

for s P rs0, εpm ` nq1{3s. When s ě pm ` nq1{3, the above probability is 0 and the bound holds trivially.

When s P rεpm ` nq1{3, pm ` nq1{3s we have

PtZq,e1 pm, nq ě spm ` nq2{3u ď PtZq,e1 pm, nq ě εpm ` nqu ď e´c1εpm`nq1{3 ď e´c1εs3

.

The claim of the theorem is thus proved for the case of Zq,e1 . The equivalent bound for vertical exit points

follows by symmetry. �
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Appendix C. Verifying Assumption 5.2 for the geometric LPP

We first prove a bound on the probability that an i.i.d. random walk with non-positive drift remains

non-positive for its first n steps, given some control over the step’s higher moments.

Lemma C.1. — Let tXi, i P Nu be i.i.d. random variables. Suppose µ “ ErX1s ď 0 and
a

VarpX1q ě ε

and Er|X1 ´ µ|ps ď D for some p ě 3 and ε, D P p0, 8q. Call Sk “
řk

i“1 Xi. There exists a finite C “
Cpp, D, εq ą 0 such that for all n P N,

P pS1 ď 0, S1 ď 0, . . . , Sn ď 0q ď C
`
n

´ p´2

2pp`1q _ |µ|
˘

and(C.1)

P pS1 ě 0, S2 ě 0, . . . , Sn ě 0q ď C?
n

.(C.2)

Proof. — Since µ ď 0 the probability in (C.2) is bounded above by the probability of tS1 ě µ, S2 ě
2µ, . . . , Sn ě nµu. The bound (C.2) then follows from Theorem 5.1.7 in [? ].

Let n P N be sufficiently large that tn “ n
´ p´2

2pp`1q ă ǫ and let νn “ pµ`tnq`. Note that νn´µ “ tn_|µ| ą 0.

Let Sk,n “ Sk ´ kνn. Then

P pS1 ď 0, S2 ď 0, . . . , Sn ď 0q ď P pS1,n ď 0, S2,n ď 0, . . . , Sn,n ď 0q.
For k P N define pk,n “ P pS1,n ď 0, S2,n ď 0, . . . , Sk´1,n ď 0, Sk,n ą 0q and τn “ inftk : Sk,n ą 0u. For

s P r0, 1s, set

pnpsq “
8ÿ

k“1

skpk,n

and observe that P pτn “ 8q “ 1 ´ pnp1q. By the Sparre-Andersen Theorem, Theorem XII.7.1 in [? ], for

s P r0, 1q,

log
1

1 ´ pnpsq “
8ÿ

k“1

sk

k
P pSk,n ą 0q.(C.3)

Denote by Φpxq and φpxq the cumulative distribution function and probability density function of a standard

Normal random variable. Recall that p ě 3. By the Berry-Esseen theorem [20, Theorem 3.4.9], for all x P R

and k P N,
ˇ̌
ˇP

!Sk,n ´ µk ` νnk

ε
?

k
ď x

)
´ Φpxq

ˇ̌
ˇ ď 3D3{p

ε3
?

k

Set mn “ ε
?

2π
2pνn´µq “ ε

?
2π

2ptn_|µ|q ą 0. Since φ is decreasing on r0, 8q with φp0q “ 1{
?

2π,

1 ´ Φ
´

pνn ´ µq
?

k

ε

¯
“ 1

2
´
ż pνn´µq

?
k

ε

0

φpxqdx ě 1

2
´ pνn ´ µq

?
k

ε
?

2π
“ 1

2
´

?
k

2mn

.

Then we have
8ÿ

k“1

1

k
P pSk,n ą 0q ě

ÿ

1ďkăm2
n

1

k
P pSk,n ą 0q ě

ÿ

1ďkăm2
n

1

k

´
1 ´ Φ

´
´pµ ´ νnq

?
k

ε

¯
´ 3D3{p

ε3
?

k

¯

ě
ÿ

1ďkăm2
n

1

2k
´ 1

2mn

ÿ

1ďkăm2
n

1?
k

´ 3D3{p

ε3

8ÿ

k“1

1

k3{2

ě log mn ´ 1 ´ 9D3{p

ε3
,

where the empty sum is, as usual, equal to 0. When mn ą 1, each of the three bounds in the last line comes

from integral comparison. The bounds are trivial when 0 ă mn ă 1. It then follows from (C.3) that

P pτn “ 8q ď 2e
9D3{p

ε3
`1

ε
?

2π
ptn _ |µ|q.



BIBLIOGRAPHY 35

On the other hand, by the Markov and Burkholder-Davis-Gundy [? , Theorem 4.2.12] inequalities followed

by integral comparison,

P pDk ě n : Sk,n ą 0q ď
8ÿ

k“n

P pSk,n ą 0q ď
8ÿ

k“n

P p|Sk ´ kµ|p ą |kpµ ´ νnq|pq

ď p2{eqp{2ppD

8ÿ

k“n

1

kp{2|µ ´ νn|p ď 2p2{eqp{2ppD

p ´ 2
n1´p{2ptn _ |µ|q´p.

Combining these results, we have

P pS1 ď 0, . . . , Sn ď 0q ď P pτn “ 8q ` P pDk ě n such that Sk,n ą 0q

ď 2e
9D3{p

ε3
`1

ε
?

2π
ptn _ |µ|q ` 2p2{eqp{2ppD

p ´ 2
n1´p{2ptn _ |µ|q´p.

Note that n1´p{2t´p
n “ tn and, if tn ď |µ|, then we have n1´p{2|µ|´p “ t1`p

n |µ|´p ď |µ|; in this case, we have

n1´p{2ptn _ |µ|q´p “ |µ| “ tn _ |µ|. On the other hand, if tn ě |µ|, then tn “ n1´p{2t´p
n ď n1´p{2|µ|´p and,

consequently, n1´p{2ptn _ |µ|q´p “ pn1´p{2t´p
n q ^ pn1´p{2|µ|´pq “ tn “ tn _ |µ|. Bound (C.1) follows. �

Lemma C.2. — If ω0 „ Geomprq, then Assumption 5.2 holds for any a0 P p1{3, 2{3q.

Proof. — Fix a0 P p1{3, 2{3q. The steps of the random walk S
ξ‹,η‹

k for k P rr0, N2{3ss are i.i.d. differences

of independent geometric random variables with parameters r{ppξ‹q and r{ppη‹q. Under the conditions of

Assumption 5.2 on ξ‹ and η‹, Lemma B.8 implies that

´C1r´1N´a0{2 ď µ “ ErSξ‹,η‹

1 s “ ppξ‹q
r

´ ppη‹q
r

ď 0.

Since ppξ‹q and ppη‹q are both above r, the variance of S
ξ‹,η‹

1 is bounded below by ε “ 2r{p1 ´ rq2. Since

ξ‹ ¨ e1 and η‹ ¨ e1 are assumed to be in pδ, 1 ´ δq, ppξ‹q and ppη‹q are bounded away from r, uniformly in

N , and thus for any p ě 1 there exists a finite constant D “ Dpδ, pq such that Er|Sξ‹,η‹

1 ´ µ|ps ď Dpδ, pq for

all N P N. Take p ě 3 large enough so that p´2
3pp`1q ą a0{2. The conditions of Lemma C.1 are satisfied. If we

take n “ tN2{3u, then (C.1) gives, for N large enough,

P
 
S

ξ‹,η‹

1 ď 0, S
ξ‹,η‹

2 ď 0, . . . , S
ξ‹,η‹

tN2{3u
ď 0

(
ď C

`
pC1r´1N´a0{2q _ ptN2{3uq´ p´2

2pp`1q
˘

ď CC1r´1N´a0{2.

Repeating this same argument for S
ξ‹,η‹
k , k P rr´N2{3, 0ss, yields

PpSξ‹,η‹
´1 ď 0, S

ξ‹,η‹
´2 ď 0, . . . , S

ξ‹,η‹
´N2{3

ď 0q ď CC1r´1N´a0{2.

Bound (5.5) follows from the independence proved in Corollary A.4. The lemma is proved. �
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