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ERGODICITY AND SYNCHRONIZATION OF

THE KARDAR-PARISI-ZHANG EQUATION

CHRISTOPHER JANJIGIAN, FIRAS RASSOUL-AGHA, AND TIMO SEPPÄLÄINEN

Abstract. The Kardar-Parisi-Zhang (KPZ) equation on the real line is well-known to admit Brow-
nian motion with a linear drift as a stationary distribution (modulo additive constants). We show
that these solutions are attractive, a result known as a one force–one solution (1F1S) principle
or synchronization: the solution to the KPZ equation started in the distant past from an initial
condition with a given slope will converge almost surely to a Brownian motion with that drift,
which shows in particular that these invariant measures are totally ergodic. Our proof constructs
the Busemann process for the equation, which gives the natural jointly stationary coupling of all of
these stationary solutions. Synchronization then holds simultaneously (on a single full probability
event) for all but an at most countable random set of asymptotic slopes. This set of exceptional
slopes of instability for which synchronization fails is either almost surely empty or almost surely
dense. Along the way, we prove a shape theorem which implies almost sure stochastic homogeniza-
tion of the KPZ equation, for which the Busemann process gives the process of correctors. We also
show that the forward and backward point-to-point and point-to-line continuum polymers converge
to semi-infinite continuum polymers whose transitions are Doob transforms via Busemann functions
of the transitions of the finite length polymers.
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1. Introduction

The Kardar-Parisi-Zhang (KPZ) equation

Bth “ 1
2Byyh` 1

2pByhq2 `W,(1.1)

driven by space-time white noise W , first appeared in the physics literature in 1986 [77] as a
prototypical model of the height interface h “ hpt, yq of a growing surface in 1+1 dimensions. It
was motivated by the expectation that a wide class of such models should exhibit universality,
meaning that certain properly re-scaled statistics converge to model-independent limits. Over the
intervening decades, analysis of the KPZ equation and related growth models has been an important
source of new ideas in mathematics and physics. Through many examples, the expectation of
universality has been borne out, with the class now understood to encompass a wide variety of
strongly interacting systems. See the recent surveys [29, 64, 89, 91].

The analysis of how one should re-scale the solution of (1.1) to see a non-trivial limit predates
the introduction of the model, tracing back at least to Forster, Nelson, and Stephen in 1977 [48]. As
part of a broader study of randomly forced models in fluid dynamics, they undertook a dynamical
renormalization group analysis of the closely related stochastic Burger’s equation

Btu “ 1
2Byyu` 1

2Bypu2q ` ByW.(1.2)

The connection between (1.1) and (1.2) comes by ignoring the distributional nature of W and
differentiating formally to see that if h solves (1.1), then u “ Byh should solve (1.2).

A basic observation in [48] is that one expects space-time white noise to be an invariant measure
for (1.2). This was proved rigorously in [15, Proposition B.2]. Correspondingly, Brownian motion
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(with drift) is invariant for the evolution of (1.1) modulo an additive constant. Viewing (1.1) as
describing the free energy of a directed polymer model, this leads to the prediction of approximate
local Brownianity. As observed in [68], in 1+1 dimensions this suggests the KPZ scaling relation
2χ “ ξ for the free energy fluctuation exponent χ and the transverse path fluctuation exponent ξ.
Combined with the KPZ scaling relation χ “ 2ξ´1, this leads to the prediction χ “ 1{3 and ξ “ 2{3
[77]. Under this scaling models in the class are expected to converge to universal limits described
by the renormalization fixed point of the KPZ universality class. This fixed point was recently
constructed in [41, 84]. The convergence of one-point statistics of the KPZ equation started from
the narrow wedge initial condition to the predicted Tracy-Widom limit was proven over a decade
ago in [4], with process-level convergence of the KPZ equation recently shown in [90, 100].

To reach these universal limits, one typically centers and normalizes the height of the interface
with model-dependent (i.e., non-universal) terms, analogous to the mean and variance in the clas-
sical central limit theorem. The values of these non-universal quantities are predicted by the KPZ
scaling theory [81, 99] which describes the centering and scaling as functions of the spatially-ergodic
and temporally (increment-) stationary and ergodic measures of the model. These predictions un-
derscore the importance of understanding the structure of stationary and ergodic distributions of
growth models in the KPZ class in general and of the KPZ equation itself in particular. These
topics are, in a sense to be described in more detail shortly, the main focus of the present paper.

1.1. Main contributions. With the above context in mind, we briefly summarize our main con-
tributions, before informally explaining their meaning in more detail and connecting our work to
the rest of the literature.

(i) We construct the Busemann process of the KPZ equation, which provides the natural
monotone and jointly stationary coupling of all the previously-known invariant measures
modulo additive constants, given by Brownian motions plus drift. We prove that the finite
dimensional marginals (in the drift parameter) of this coupling give the unique couplings of
Brownian motions with drift that are jointly stationary and ergodic under the KPZ solution
semi-group. In particular, this resolves the conjecture that Brownian motion with drift is
an ergodic (i.e. extremal) stationary distribution for KPZ.

(ii) We show that for a fixed value of the conserved quantity λ (asymptotic spatial slope at
˘8), synchronization by noise and a one force–one solution principle (1F1S) hold almost
surely among all initial conditions with appropriate asymptotic slopes, with the pullback
attractors provided by the Busemann process. We strengthen this to a quenched 1F1S
principle that considers all λ simultaneously in a typical realization of the driving white
noise. In this setting we establish that synchronization and 1F1S hold for all values λ at
which the Busemann process is continuous. We show that at the exceptional discontinuity
values λ, there are at least two pullback attractors. This random set of exceptional values is
either empty or a countable dense subset of R. As far as we are aware, this marks the first
time that such a 1F1S principle has been proven for a stochastic Hamilton-Jacobi equation
in a fully continuous and non-compact setting with rough forcing.

(iii) We prove an almost sure locally uniform free energy density limit, known as a shape theorem.
Almost sure stochastic homogenization of the KPZ equation follows as a corollary, with
effective Hamiltonian Hppq “ ´1{24 ` p2{2. The (centered) Busemann process furnishes
the associated stochastic process of correctors.

(iv) We show that for any ergodic stationary distribution P for the KPZ equation modulo
additive constants, there exists λ ą 0 so that P is the distribution of Brownian motion with
drift λ or else P is supported on equivalence classes of continuous functions such that

(1.3) lim
xÑ´8

fpxq
x

“ ´λ and lim
xÑ8

fpxq
x

“ λ.
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This implies a prediction implicit in the KPZ scaling theory [81] (and more explicit in [99])
that all spatially translation invariant and time ergodic stationary distributions of the KPZ
equation are Brownian motions with drift. It has also been conjectured that these are the
only ergodic stationary distributions of the KPZ equation; see, for example, [49, Remark
1.1]. Settling this conjecture is now reduced to resolving the existence of an exceptional
measure supported by functions of the type in (1.3). This is Open Problem 1 in Section 4.

1.2. Ergodicity, one force–one solution, and pullback attraction. Shortly after the early
breakthroughs on the KPZ class in the physics literature, a group around Ya. Sinai started a
program on the ergodic theory of the forced Burgers equation and related stochastic Hamilton-
Jacobi equations, beginning with the seminal work [97]. That initial paper proved existence and
uniqueness of stationary solutions to the (viscous) stochastic Burgers equation (1.2), where the
forcing BxW is replaced by a term which is either a regular and periodic function of space and time
or else periodic and regular in space and white in time. It showed that solutions to the equations
started from different initial conditions can be coupled to a process defined for all time which at
each time level has marginal given by the stationary distribution in such a way that this process
serves as a pullback attractor in the sense of Definition 9.3.1 in [5]. The existence of a unique
globally defined stochastic process which is measurable with respect to the history of the noise is
commonly known as a one force–one solution (1F1S) principle (see, e.g., the introduction of [44]).
Some authors (e.g., [10]) include the pullback attractor property mentioned above as part of the
definition.

There have been two main technical obstacles that require significant effort to overcome in the
study of the ergodic theory, 1F1S principles, and pullback attraction in models of this type: working
on non-compact spaces and working with rough noise. Both of these issues are present in our setting.
After [97], many subsequent works, e.g., [6, 9, 42–44, 53, 65, 78, 98], proved similar results for other
viscous and inviscid Hamilton-Jacobi equations, including higher-dimensional ones, in compact or
essentially compact settings and with noise more regular than what we consider.

The first paper to prove 1F1S in a genuinely non-compact setting was [8], which studied the
inviscid Burgers equation with a space-time Poissonian forcing. Several subsequent works [7, 11, 43]
considered viscous and inviscid models in non-compact settings with what is known as kick forcing,
i.e., forcing that has a product form and is Dirac at certain special (typically integer) times. Kick
forcing makes the model essentially semi-discrete, because the evolution between these pre-specified
times is deterministic. In a similar sense, the Poissonian forcing in [8] essentially pushes the model
onto a (random) lattice. In both of these cases, the induced discrete structure brings access to the
many tools developed for lattice and semi-discrete growth models.

Thanks in large part to recent advances in defining solutions to stochastic partial differential
equations forced by rough noise, a handful of recent papers have made progress on models with
rough forcing similar to the one we consider. Notably, [62] proved ergodicity of the Brownian bridge
measure and [93] proved a 1F1S principle for (1.1) on the torus. Recently, [79] proved ergodicity of
the open KPZ equation using the general results of [62]. Ergodicity of a certain martingale problem
formulation of (1.2) on the line was also recently shown in [59], without considering the 1F1S or
attractiveness questions.

One particularly fruitful approach to proving 1F1S principles in some previous works, including
[7, 8, 11], follows the program pioneered by Newman and collaborators [66, 67, 82, 87] in the
context of first-passage percolation, where straightness estimates for geodesics lead to directedness
and coalescence, which essentially leads directly to the 1F1S principle. This same method was also
applied to other 1 ` 1 dimensional percolation models [24–26, 47, 102].

1.3. Busemann process. We follow another method, also originally developed in the percolation
and polymer literature [39, 51, 52, 71, 73]. As far as we know, this approach is the first to prove a
1F1S principle in a fully continuous non-compact Hamilton-Jacobi equation like (1.1) with rough
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forcing. Our method centers on (analogues of) quantities known as Busemann functions, which
were originally introduced in the metric geometry literature by Busemann [23].

To describe the broad outlines of the argument, we begin with the observation that if h satisfies
(1.1), then the asymptotic slopes at 8 and ´8,

lim
xÑ8

hpt, xq
x

“ κ and lim
xÑ´8

hpt, xq
x

“ κ,(1.4)

are conserved by the dynamics of the equation. This is proven to hold for (1.1) in the companion
paper [1] and the existence of such asymptotic conserved quantities is typical for models of this
type. Because of the existence of these conserved quantities, it is natural to expect that for each
value of λ “ κ “ κ, there exists a unique stationary distribution with this asymptotic slope. In
the case of the KPZ equation (1.1), this corresponds to the natural prediction that the stationary
distributions modulo additive constants consist precisely of Brownian motions with linear drift; see
also [49, Remark 1.1]. The conjecture that this one-parameter family completely describes spatially
translation invariant stationary measures is one prediction implicit in the KPZ scaling theory, see
[99] and the arguments in [81].

An analogue of a Busemann function in this setting is given by the limit

bλps, x, t, yq “ lim
rÑ´8

`
hrpt, yq ´ hrps, xq

˘
,(1.5)

where hr solves (1.1) on rr,8q ˆ R from the time-r initial condition

hrpr, zq “ fpzq such that lim
|z|Ñ8

fpzq
z

“ λ.(1.6)

That is, the analogues of Busemann functions correspond precisely to the pullback attractors dis-
cussed above. We refer the reader to [73] for some discussion of the analogy to Busemann functions
on the lattice in the setting of directed last-passage percolation, as well as some discussion of the
connection to inviscid Hamilton-Jacobi equations.

Our proof of the limits (1.5) comes via a coupling constructed from the known [15, 49] invariant
measures given by Brownian motion with linear drift. The correct coupling arises as a weak limit
point of Cesàro averages of the joint distribution of stationary solutions to (1.1) coupled to the
environment. This produces a field of candidate Busemann functions on an extended space. These
candidates are then shown to satisfy the limits (1.5) for a countable dense set of values of λ, utilizing
the stochastic monotonicity of the associated semi-infinite polymer measures.

A consequence of our proof of 1F1S and attractiveness is a confirmation of the conjecture that
the only ergodic and spatially translation-invariant stationary distributions (modulo constants) for
the KPZ equation are Brownian motions with linear drift. In particular we verify the ergodicity of
these distributions under the KPZ evolution. Our results leave open the possibility of the existence
of only one exceptional class of ergodic measures. These are measures supported on functions for
which κ P p0,8q and κ “ ´κ in (1.4). See Open Problem 1.

Most of the previously mentioned works which study the 1F1S principle prove the existence
of analogues of the limit in (1.5) on an event of full probability which depends on the value of
λ. Because there are uncountably many such values, this leaves open the existence of excep-
tional values of the conserved quantity for which the 1F1S principle fails. A central observation
in [71, 73] (in the viscous and inviscid cases on the lattice, respectively) is that questions of this
type are encoded into continuity properties of the Busemann process. This is the function-valued
stochastic process obtained by extending the family pbλps, x, t, yq : s, x, t, y P Rq, initially defined by
(1.5) for a countable dense set of λ, to left- or right-continuous processes of continuous functions
pbλ˘ps, x, t, yq : s, x, t, y P Rq indexed by λ P R. We construct this process and show that 1F1S
holds simultaneously for all values of λ for which bλ` “ bλ´. We also show that in an appropriate
sense, the 1F1S principle fails off of this set if the complement is non-empty.
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Monotonicity of the Busemann process implies that the discontinuity set of λ for which bλ` ‰ bλ´

is at most countable. Consequently, the 1F1S principle holds simultaneously for all but at most
countably many values of the conserved quantity λ. We show later that if this set of exceptional
values of λ for which the Busemann process is discontinuous is non-empty, then it is dense. We
leave the question of whether or not this set is non-empty to future work. We do, however, note that
a striking feature of all previously studied models in the KPZ class for which exact computation is
possible [12, 22, 46, 95], including both the lattice log-gamma polymer and the KPZ fixed point, is
that the analogue of the Busemann process has in each case exhibited discontinuities. This implies
that in those other settings, the 1F1S principle fails for a random, dense set of slopes.

1.4. Solving the KPZ equation and our coupling. Direct well-posedness of an appropriately
renormalized version of (1.1) was shown only recently, first on the torus [55, 56, 60, 61] and then on
the line [88]. For the case of (1.2) on the torus, see [56, 58]. For existence of solutions to (1.2) on
the line see [14]. Uniqueness of stationary energy solutions of (1.2), as defined by [54], was shown
by [57].

While these methods define what it means to solve (1.1) or (1.2), the physically relevant notion
of a solution to (1.1) or (1.2) has been known for over thirty years and is given by what is called
the Hopf-Cole solution. This solution to (1.1) is defined by starting with the well-posed stochastic
heat equation (SHE) with multiplicative white noise forcing,

BtZ “ 1
2ByyZ ` ZW,(1.7)

and then defining hpt, yq “ logZpt, yq and upt, yq “ By logZpt, yq. These definitions agree with
formal computations which ignore the distributional structure of W .

The Hopf-Cole solution arises as a limit of lattice and continuum models which lie in the KPZ
class [3, 15, 63] and is the standard notion of solution to (1.1) in both the physics and mathematics
literature. See the surveys [29, 30, 64, 89, 91], the references therein, the discussion in the intro-
duction of [60], and indeed [77, equation (2)]. For agreement of some of the direct definitions of
solutions to (1.1) with the Hopf-Cole solution under certain hypotheses, see [88, Theorem 3.19],
[60, Theorem 1.1] (on the torus), and [57, Theorem 2.10] (up to a non-random additive term).

The Hopf-Cole transformation connecting (1.1) and (1.7) is central to our work. While it may
be possible to generalize some aspects of our method to settings which do not connect to a linear
equation like (1.7), the full strength of our results uses the linearity of (1.7) in an essential way.
This comes through a coupling based on the superposition principle. We can simultaneously study
all solutions to (1.7) started from all initial conditions and all initial times and to prove that
the resulting process satisfies strong continuity properties. The details of this part are in the
companion paper [1] that constructs and analyses the Green’s function of (1.7). Some aspects of
this construction previously appeared in [2, 3]. This coupling lies behind the uniformity of our
results, which essentially all hold on a single event of full probability, simultaneously for all choices
of all parameters of the model.

The coupling of solutions to (1.7) in [1] also allows us to construct a coupling of the full field
of continuum directed polymer measures. These are the finite length polymer measures for which
(1.7) describes the evolution of the partition function and (1.1) describes the evolution of the
free energy. As will be seen in the sequel, there is essentially an equivalence between stationary
distributions (modulo constants) to (1.1), Busemann functions, and semi-infinite length polymer
measures. Semi-infinite length polymer measures are probability measures on semi-infinite paths,
with distinguished start or end times, that are consistent with the finite-length polymer measures
in the sense of Gibbs conditioning.

The equivalence between stationary distributions and Busemann functions more properly holds
for generalized Busemann functions, which need not arise as limits. Such objects are typically known
as either correctors, by analogy with the corresponding objects in stochastic homogenization, or
else as covariant recovering cocycles. See the discussion in [71, 72]. In the present paper, stationary
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distributions modulo constants for (1.1) are understood through their equivalence to ratio stationary
solutions to (1.7), which are easier to work with in our analysis. See the discussion in Section 3.4.
In various guises, these equivalences between these different objects lie behind many of the existing
approaches to studying the 1F1S principle for models of this type, including the approach tracing
back to Newman’s method, where semi-infinite geodesics or characteristics play the role of infinite
length polymer measures.

Returning back to (1.1), we make one note about the scaling properties of the KPZ equation. In
principle, one could consider the more general class of models

Bth “ ν
2Byyh ` λ

2 pByhq2 ` βW,

where ν ą 0 and λ, β ‰ 0 are free parameters. Our choice to restrict attention to the case where
λ “ ν “ β “ 1 is justified by the scaling relations of the KPZ equation, which we record in the
following remark. The following computations are purely formal, but are nevertheless correct.

Remark 1.1. Given a strictly positive ν and nonzero λ and β, let h solve (1.1) and call

rhpt, yq “ hν,λ,βpt, yq “ νλ´1hpν´5λ4β4t, ν´3λ2β2yq.

Then rh solves

Btrh “ ν
2Byyrh` λ

2 pByrhq2 ` βĂW,

where ĂW pt, yq “ ν4λ´3β´3W pν´5λ4β4t, ν´3λ2β2yq is a new space-time white noise.

Because of this scaling property, it is without loss of generality to restrict attention to (1.1).

1.5. Integrable inputs and the shape theorem. Our general approach applies to non-solvable
models. We do, however, use inputs from integrable probability at one particular stage of our
argument. This occurs in our proof of a locally uniform version of the free energy density limit
(Lemma 6.1), which is known as a shape theorem in the the percolation and polymer literature.

It was shown in [4] that if h is started from the “narrow-wedge” initial condition at the time-space
point p0, 0q, then, in probability,

lim
tÑ8

hpt, tyq
t

“ ´ 1

24
´ y2

2
.(1.8)

There have been significant refinements of this result since then, which we do not survey. Our
methods require a locally uniform almost sure extension of this limit, so we show the following
almost surely for all C ą 0:

lim
nÑ8

n´1 sup
ps,x,t,yqPR4

Ò :

s,x,t,yPr´Cn,Cns

ˇ̌
ˇhpt, y |s, xq ` t´ s

24
´ log ρpt´ s, y ´ xq

ˇ̌
ˇ “ 0,(1.9)

where ρpt, yq is the heat kernel,

ρpt, yq “ 1?
2πt

e´ y2

2t 1p0,8qptq,(1.10)

hpt, y |s, xq denotes the Hopf-Cole solution to KPZ (1.1) started from the “narrow-wedge” initial
condition at ps, xq and R4

Ò “ tps, x, t, yq P R4 : s ă tu. The coupling of solutions which makes this
statement possible is the one developed in the companion paper [1]. The quantity on the right-hand
side of the limit in (1.8) often goes by the name of (quenched) Lyapunov exponent or (limiting) free
energy density. Once the existence of the limit is proved, applying shear transformations to the KPZ
equation (1.1) implies that the form of the right-hand side is a0 ´ y2{2 for some a0 P R. Knowing
this, without the explicit value a0 “ ´1{24, is in fact more than sufficient for the arguments in this
paper where we apply (1.9) and its consequences. See Remark 6.4.
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We know of no method of computing the precise value ´1{24 on the right-hand side of (1.8)
without integrable probability inputs. To prove (1.9), we use strong tail estimates from [31–33].
In all lattice and semi-discrete models we are aware of, integrability is not needed for the shape
theorem to hold (with a potentially unknown centering). It may be possible to develop a purely
stochastic analytic method of proving (1.9) with the sharp ´1{24 term replaced by an unknown
constant. As noted above, such arguments exist on the lattice under extremely mild assumptions.
See, for example, [69].

1.6. Stochastic homogenization. If U is a bounded and uniformly continuous function and
ε ą 0, call uεpt, xq “ ´εh

`
t{ε, x{ε

˘
, where h solves (1.1) with hp0, xq “ ´ε´1Upεxq. Then uε solves

the viscous Hamilton-Jacobi equation

Btuεpt, xq ´ ε
2Bxxuεpt, xq `Hpt{ε, x{ε, Bxuεq “ 0, uεp0, xq “ Upxq,

with Hamiltonian Hpt, x, pq “ p2

2 `W pt, xq. As a consequence of (1.9), almost surely simultaneously
for all U and uε as above, uε converges locally uniformly as ε Ñ 0 to the viscosity solution of the
effective Hamilton-Jacobi equation

Btu`HpBxuq “ 0, up0, xq “ Upxq

with effective Hamiltonian Hppq “ p2

2 ´ 1
24 . This is stochastic homogenization in the sense of

[74, 80]. The Busemann process furnishes the associated stochastic process of correctors, with

vpt, xq “ ´b´pp0, 0, t, xq ´ px`
´p2
2

´ 1

24

¯
t

solving the corresponding corrector equation (with velocity p),

Btv ´ 1

2
Bxxv ` 1

2
pp` Bxvq2 `W “ p2

2
´ 1

24
.

See Remark 3.14 for an informal derivation of this equation following the treatment in [83].

1.7. Notation and conventions. The integers are Z, Z` “ t0, 1, 2, . . . u, N “ t1, 2, . . . u, the real
numbers in d dimensions are Rd, the rational numbers are Qd. R´ “ p´8, 0s and R` “ r0,8q.
D denotes an arbitrary fixed countable dense subset of R. |A| is the cardinality of a finite set

A. Directed time-space domains in R4 are denoted by R4
Ò “ tps, x, t, yq P R4 : s ă tu and R

4
Ò “

tps, x, t, yq P R4 : s ď tu.
When X and Y are metrizable spaces, CpX,Y q denotes the space of continuous functions from

X to Y . We equip CpX,Y q with the topology of uniform convergence on compact sets and with
the corresponding Borel σ-algebra.

BpXq is the Borel σ-algebra of the metrizable space X. M1pXq is the space of Borel probability
measures on X, equipped with the topology of weak convergence. Given a signed Borel measure
µ on X, the total variation measure |µ| is given by the sum of the positive and negative parts of
the Jordan-Hahn decomposition of µ (see Definition 3.1.4 in [17]). The total variation distance
between signed Borel measures µ and ν on X is }µ´ ν}TV “ |µ´ ν|pXq. In general, p1{2q}µ}TV ď
supA |µpAq| ď }µ}TV.

M`pRq is the space of non-negative measures on the real line, which we equip with the vague
topology (i.e., the test functions are compactly supported and continuous).

Paths are denoted by xr:t “ txs : r ď s ď tu, x´8:t “ txs : s ď tu, and similarly for xm:8
and x´8:8. For t ď s ď s1 ď t1 in r´8,8s, let Gs:s1 be the σ-algebra on Cprt, t1s,Rq generated by
Xs:s1 “ tXr : s ď r ď s1u, where X is the coordinate random variable.
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Given s ă t, a function F : Cprs, ts,Rq Ñ R is nondecreasing if F pXs:tq ď F pYs:tq whenever
Xr ď Yr for all r P rs, ts. Given two probability measures Q1 and Q2 on Cprs, ts,Rq, Q1 is stochas-
tically dominated by Q2, abbreviated Q1 ďst Q2, if E

Q1rF s ď EQ2rF s for all bounded measurable
nondecreasing functions F : Cprs, ts,Rq Ñ R.

tBpxq : x P Ru denotes two-sided standard Brownian motion with Bp0q “ 0. If A is an index set
and F and G are A-indexed stochastic processes on a complete probability space pΩ,F ,Pq, then F
and G are modifications of one another if PtF pαq “ Gpαqu “ 1 for each α P A, and indistinguishable
if Pt@α P A : F pαq “ Gpαqu “ 1.

If F and G are σ-algebras, F _G “ σpF ,Gq is the smallest σ algebra containing F and G.
Physical solutions to the KPZ equation (1.1) and the SHE (1.7) are defined via superposition

through (2.6) and (2.19).

2. Solutions of SHE and KPZ

We turn to the discussion of our setting and coupling and then summarize some results from the
companion paper [1].

2.1. Probability space. We work on a complete Polish probability space pΩ,F ,Pq that supports a
space-time white noiseW on L2pR2q and a group of continuous measure-preserving automorphisms
described momentarily. A white noise W is a mean zero Gaussian process indexed by f P L2pR2q
that satisfies

P
 
W paf ` bgq “ aW pfq ` bW pgq

(
“ 1 and ErW pfqW pgqs “

ż

R2

fpt, xqgpt, xqdtdx

for a, b P R and f, g P L2pR2q.
Denote by N the σ-algebra generated by the P-null events in F . For ´8 ď a ă b ď 8, let

La,b denote the Bpra, bs ˆ Rq measurable functions in L2pR2q. Let FW,0
s:t “ σpW pfq : f P Ls,tq _ N

be the σ-algebra generated by the white noise restricted to time interval rs, ts and N. For s ď t,

FW
s:t “ F

W,0
s´:t` “ Ş

aăsďtăb F
W,0
a:b is the augmented filtration of the white noise. Abbreviate FW “

FW
´8:8 “ σpW pfq : f P L2pR2qq _ N.
On the plane, the shift maps Ts,y, the shear Ss,a by a relative to time s, time and space reflection

maps R1 and R2, rescaled dilation maps Dα,λ, and the negation map N act on f P L2pR2q as follows:

(2.1)

Ts,y fpt, xq “ fpt` s, x` yq for s, y P R;

Ss,a fpt, xq “ fpt, x` apt ´ sqq for s, a P R;

R1 fpt, xq “ fp´t, xq and R2 fpt, xq “ fpt,´xq;
Dα,λ fpt, xq “

?
αλfpαt, λxq for α, λ ą 0;

N fpt, xq “ ´fpt, xq.
Their inverses are T´1

t,x “ T´t,´x,R
´1
1 “ R1,R

´1
2 “ R2, S

´1
s,a “ Ss,´a, D´1

α,λ “ Dα´1,λ´1 , and

N´1 “ N.
We assume that pΩ,F ,Pq is equipped with a group (under composition) of continuous measure-

preserving automorphisms generated by translations tTs,y : s, y P Ru, shears tSs,a : s, a P Ru,
reflections R1 and R2, dilations tDα,λ : α, λ ą 0u, and negation N , that act on W by

(2.2)

W ˝ Ts,ypfq “ W pT´s,´y fq,
W ˝ R1pfq “ W pR1 fq,

W ˝ Dα,λpfq “ W pDα´1,λ´1 fq,

W ˝ Ss,apfq “ W pSs,´a fq,
W ˝ R2pfq “ W pR2 fq,
W ˝ N pfq “ W pN fq.

We require that this group of automorphisms also be measure-preserving for pΩ,FW ,Pq (in partic-
ular, the automorphisms preserve FW ) and that (i) if ps, yq ‰ p0, 0q then Ts,y is strongly mixing on
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pΩ,FW ,Pq, and (ii) if a ‰ 0, then Ss,a is strongly mixing on pΩ,FW ,Pq. A concrete example of a

space that satisfies all of these requirements is described in Appendix A. In that setting, FW “ F .
The setting described above places us into the framework of the companion paper [1], where the

construction of our coupling of solutions to the SHE (1.7) appears. We next discuss this coupling
and summarize some of the key results from that work and their connection to the rest of the
literature. We refer the reader to [1] for the proofs and a more in-depth discussion.

2.2. Solving SHE. Let M`pRq denote the space of locally finite positive Borel measures on R

endowed with the vague topology. It is shown in Theorem 2.6 of [1] that the state space on which
(1.7) admits non-explosive, non-negative, and not identically zero solutions is the subspace

MHE “
!
f P M`pRq : 0 ă fpRq ď 8 and @a ą 0 :

ż

R

e´ax2

fpdxq ă 8
)
.(2.3)

The zero measure is excluded to avoid accounting for trivialities in our results and, in any case, the
physical solution from a zero initial condition is identically zero.

Remark 2.1. MHE contains each point mass δx for x P R. Moreover, MHE contains all measures of
the form fpxqdx for Borel functions f : R Ñ p0,8q for which there exist C ě 0 and a ă 2 such

that fpxq ď CeC|x|a for all x P R. In particular, by the law of the iterated logarithm, almost every
sample path of geometric Brownian motion lies in MHE.

For a fixed initial time s P R and a fixed (i.e. non-random) initial condition f P MHE, [27, 28]
showed the existence and uniqueness of a continuous and tFW

s:tu-adapted solution to the Duhamel
formulation of (1.7),

Zpt, yq “
ż

R

ρpt, y ´ zq fpdzq `
ż t

s

ż

R

ρpt´ r, y ´ zqZpr, zqW pdz drq, y P R, t P ps,8q.(2.4)

As in (1.10), ρ denotes the heat kernel. A fixed point of the mapping in (2.4) satisfying appropriate
measurability and moment conditions is known as a mild solution of the SHE. Previously, [13, 15]
proved the existence and uniqueness of a continuous adapted mild solution for certain random
initial conditions taking values in a subspace of MHE. Most importantly, the Hopf-Cole solution
of KPZ (1.1), which arises by taking logs of the mild formulation of SHE (1.7), is the physically
relevant solution for fixed initial conditions and fixed initial times.

As discussed in the introduction, our results require a coupling that (i) couples the solutions of
the SHE from all initial times and all initial conditions simultaneously, (ii) agrees with the physically
relevant mild solution for each given initial time and deterministic or random initial condition, and
(iii) satisfies pathwise continuity properties as a function of its arguments, including the measure-
valued initial condition. The mild formulation is not obviously well-suited to such a coupling,
because the fixed point problem in (2.4) is usually formulated to prove almost sure existence and
uniqueness for a fixed initial time and initial condition. Because there are uncountably many initial
times and initial conditions, one needs to prove that it is possible to glue these together consistently.
The main idea we use to build the coupling is to construct the Green’s function Zpt, y |s, xq of the
equation, which solves

(2.5)
BtZpt, y |s, xq “ 1

2
ByyZpt, y |s, xq ` Zpt, y |s, xqW pt, yq,

Zps, y |s, xq “ δxpyq

for all ps, x, t, yq P R4
Ò and then define solutions to (1.7) from general initial conditions f P M`pRq

via the superposition principle:

Zpt, y |s, fq “
ż 8

´8
Zpt, y |s, xq fpdxq and Zps, dy |s, fq “ fpdyq.(2.6)
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When the measure in (2.6) is given by fpxqdx we write

Zpt, y |s, fq “
ż 8

´8
Zpt, y |s, xqfpxq dx and Zps, y |s, fq “ fpyq.(2.7)

It will always be clear from context whether f is a measure or a function.
The initial value problem (2.5) is first treated through its mild formulation for dyadic rational

s, x P R. The resulting solutions are then glued together to define the field Zpt, y |s, xq. A similar
construction of the Green’s function, without most of the estimates we need for the present work,
appeared previously in [2, 3]. Our starting point is stated in the next theorem. It is a corollary of
Theorem 2.2 and Lemma A.5 of [1].

Theorem 2.2. There exists a process Z “ tZpt, y |s, xq : ps, x, t, yq P R4
Ò u taking values in CpR4

Ò ,Rq
with Zpt, ‚ |s, ‚q FW

s:t-measurable which satisfies the following: for each f P MHE and s P R, the

function Zp‚, ‚q “ Zp‚, ‚ |s, fq defined through (2.6) is indistinguishable from the solution to (2.4)
constructed in [27, 28].

We continue to discuss the properties of the field Zpt, y |s, fq informally, with references to precise
statements in [1].

The automorphisms in (2.2) act on the Green’s function via the following identities, which are
contained in Proposition 2.3 of [1] and which hold for fixed a, r, z P R and all ps, y, t, xq P R4

Ò
simultaneously on an event of full probability that depends only on a, r, and z:

Zpt` r, y ` z |s` r, x ` zq ˝ T´r,´z “ Zpt, y |s, xq(2.8)

Zp´s, x| ´ t, yq ˝ R1 “ Zpt, y |s, xq and Zpt,´y |s,´xq ˝ R2 “ Zpt, y |s, xq(2.9)

eapy´xq` a2

2
pt´sqZpt, y ` apt´ rq|s, x` aps´ rqq ˝ Sr,´a “ Zpt, y |s, xq(2.10)

Because P is invariant under the automorphisms in (2.2), these identities induce distributional
symmetries. In particular, at the level of Z, the invariance under shear transformations in (2.10)
implies that y ÞÑ Zpt, y |s, xq and x ÞÑ Zpt, y |s, xq are stationary processes. See Corollary 2.4 in [1]
or Proposition 1.4 in [4].

The field Z satisfies a self-consistency which is essentially the Chapman-Kolmogorov identity for
the continuum directed polymer, which will be introduced in Section 9: for all s ă r ă t, and all
x, y P R,

Zpt, y |r, xq “
ż 8

´8
Zpt, y |s, zqZps, z |r, xq dz.(2.11)

See Lemma 3.12 in [1] or Theorem 3.1(vii) in [2]. Tonelli’s theorem then implies that for all
s ă r ă t, all y, and all f P M`pRq,

Zpt, y |r, fq “
ż 8

´8
Zpt, y |s, zqZps, z |r, fq dz.(2.12)

This identity is recorded as Theorem 2.6(v) in [1]. (2.12) is the cocycle property for the solution
semi-group to (1.7) defined by superposition: for all s ă r ă t, all y P R, and all f P M`pRq,
(2.13) Zpt, y |r, fq “ Z

`
t, y

ˇ̌
s, Zps, ‚ |r, fq

˘
.

By way of analogy with the ordinary heat equation, where the heat semi-group defines physical
solutions, and for reasons we elaborate more on in the context of the KPZ equation below, we call
(2.6) the physical solution of the stochastic heat equation.

A key observation in [1] is contained the following remark, which motivates most of the properties
of this solution semi-group which we discuss in the sequel.
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Remark 2.3. The singularity in the solution to (2.5) as t Œ s is fully captured by the heat kernel
in the following precise sense. Define the process

(2.14) Zpt, y |s, xq “
#

Zpt,y |s,xq
ρpt´s,y´xq if t ą s and

1 if t “ s.

Then with P-probability one, Z is continuous and everywhere strictly positive on R
4
Ò “ tps, x, t, yq P

R4 : s ď tu. Moreover, it is locally Hölder 1{2´ in px, yq and 1{4´ in ps, tq on R4
Ò “ tps, x, t, yq P

R4 : s ă tu. Moreover, for each T ą 0, there exists C “ Cpω, T q ą 0 such that

C´1p1 ` |x|4 ` |y|4q´1 ď Zpt, y |s, xq ď Cp1 ` |x|4 ` |y|4q.

These claims follow from Theorem 2.2 and Corollary 3.10 in [1]. The Hölder estimates in that
paper become suboptimal near the boundary where t “ s, which is why we do not discuss precise

regularity on R
4
Ò .

In words, the above remark says that Zpt, y |s, xq “ Zpt, y |s, xqρpt ´ s, x ´ yq is, uniformly
on compact sets in time and uniformly in all of space, just the heat kernel up to a small (sub-
polynomial growth and decay), rough, multiplicative perturbation. It therefore inherits many
regularity properties as a solution semi-group from the heat semi-group.

It is immediate from everywhere strict positivity of Zpt, y |s, xq and (2.6) that for all non-zero
f P M`pRq, all s ă t, and all y P R,

Zpt, y |s, fq P p0,8s.(2.15)

In Theorem 2.6 of [1], it is shown that the space MHE in (2.3) is a natural domain for (1.7) in
the sense solutions which start in MHE are well-behaved and remain in MHE for all time: for all
f P MHE, s ă t, and all y in R,

Zpt, y |s, fq P p0,8q and Zpt, x|s, fqdx P MHE .(2.16)

Theorem 2.6 in [1] shows that if f P MHE, then the function ps, y, tq ÞÑ Zpt, y |s, fq is continuous
on tps, y, tq P R3 : s ă tu. It is shown in Appendix D of [1] that the space of strictly positive
continuous density functions of measures in MHE,

(2.17) CHE “
!
f P CpR, p0,8qq : @a ą 0,

ż

R

e´ax2

fpxqdx ă 8
)
,

admits a Polish topology, where the convergence is characterized by uniform convergence of f on
compact sets, as well as convergence of the integrals in the definition. Theorem 2.9 in [1] shows that
with this topology on CHE, the map pf, s, tq ÞÑ Zpt, ‚|s, fq P CHE is continuous on tps, tq : s ď tuˆCHE.
In particular, this solution semi-group induces a Feller process on CHE. See Remark 2.12 in [1].

Conversely, Theorem 2.6 of [1] shows that MHE is sharp as a domain for (1.7) in the sense that
all other non-zero initial conditions are explosive: if f P M`pRqzMHE, then

1

2pt ´ sq ă sup
!
a ą 0 :

ż
e´ax2

fpdxq “ 8
)

implies Zpt, y |s, fq “ 8 @y P R.(2.18)

To summarize these observations: MHE is preserved by the dynamics of (1.7), all initial conditions
in MHE become strictly positive and jointly continuous instantaneously and remain so for all time.
All other non-zero initial conditions explode in finite time.
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2.3. Physical solutions of KPZ. At the level of the KPZ equation (1.1) started from an initial
condition f at initial time s, the Hopf-Cole transformation, combined with the previous observa-
tions, provides a coupling of all solutions which are started from a measurable function via the
identification for t ě s, x, y P R, and f Borel measurable,

hpt, y |s, fq “ logZpt, y |s, ef q “ log

ż

R

Zpt, y |s, xqefpxqdx.(2.19)

This coupling shows that the non-explosive initial conditions f for KPZ are precisely those satisfyingż

R

efpxq´ax2

dx ă 8 for all a ą 0.

By Theorem 2.6 in [1], any such initial condition becomes instantaneously continuous.
Calling

CKPZ “
"
f P CpR,Rq :

ż

R

efpxq´ax2

dx ă 8 for all a ą 0

*
,

one can check that CKPZ is Polish in the topology in which convergence is characterized by uniform

convergence on compact sets combined with convergence of all integrals of the form
ş
R
efpxq´ax2

dx,
for a ą 0. Indeed, this is just the topology on CKPZ induced by insisting that the bijection f ÞÑ log f
define a homeomorphism between CHE and CKPZ.

It is shown in Corollary 2.10 of [1] that the map pf, s, tq ÞÑ hpt, ‚|s, fq P CKPZ is jointly continuous
on CKPZ ˆtps, tq : s ď tu and satisfies hpt, ‚|t, fq “ fp‚q for all t P R. As a consequence, the solution
map defined in (2.19) induces a Feller process on the Polish space CKPZ. See Remark 2.12 in [1].

As mentioned above, the expression in (2.6) is indistinguishable from the physically relevant mild
solution to (1.7) under the most general assumptions for which uniqueness of the mild solutions
to (1.7) have been proven in the literature. This includes non-random initial conditions in CHE.
Because of this observation, the fact that the Hopf-Cole transformation of a mild solution defines
the physically relevant solution to (1.1) for a fixed initial condition, and the just-observed continuity,
we will call the expression in (2.19) the physical solution to (1.1). To justify this, note that by
separability of CKPZ, this field is the unique (up to indistinguishability) jointly continuous extension
of the classical Hopf-Cole solutions, as can be seen by starting the field at rational times from
non-random functions coming from a countable dense subset of CKPZ.

The above continuity also shows that (2.19) defines a Feller process on the Polish space

rCKPZ “ CKPZ {„,
where „ is the equivalence relation on CKPZ defined by f „ g if fpxq “ gpxq ` c for some c P R and
all x P R. This process is the one which admits stationary distributions given by Brownian motion
with drift and it is on this space that we study questions of ergodicity. We discuss Feller continuity
and ergodicity in detail at the level of solutions to (1.7) in Section 8.

As is often the case in models of this type in non-compact settings, questions concerning er-
godicity of stationary distributions are complicated by the presence of a conservation law in the
dynamics of (1.1). It is shown in Proposition 2.13 of [1] that if κ, κ P R and f is a locally bounded
Borel-measurable function such that

lim
xÑ8

fpxq
x

“ κ and lim
xÑ´8

fpxq
x

“ κ,(2.20)

then for all s ă t,

lim
xÑ8

hpt, x|s, fq
x

“ κ and lim
xÑ´8

hpt, x|s, fq
x

“ κ.(2.21)

As noted previously, it has been known since [15] that there is a one-parameter family of increment-

stationary distributions modulo constants, i.e., on rCKPZ (see Section 3.4) for (1.1), understood
through the Hopf-Cole transform of the mild formulation of the SHE in (2.4), given by Brownian
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motion with drift λ. It is natural to suspect that these form attractors for (1.1) started from initial
conditions satisfying (2.20) if, for example, κ “ κ “ λ.

2.4. Continuum directed polymer. The Feynman-Kac interpretation of solution of the SHE
(1.7) is as the partition function of the continuum directed polymer measure with a boundary
condition given by the initial condition f and a Dirac mass as a terminal condition. Because the
SHE dynamics proceeds forward in time, this Feynman-Kac interpretation is as a backward Markov
chain. Concretely, the continuum directed polymer measures are defined as follows: For r ă t in
R and f P MHE, the backward continuum point-to-line polymer that starts at pt, yq P R2 and
terminates at time r with terminal condition f is the time-inhomogeneous Markov process with
initial position pt, yq and the following transition probability density from time s1 to time s:

(2.22)

πr,fps,w |s1, w1q “ Zps1, w1 |s,wqZps,w |r, fq
Zps1, w1 |r, fq

“ Zps1, w1 |s,wq
ş
R
Zps,w |r, zq fpdzqş

R
Zps1, w1 |r, zq fpdzq , for s1 ą s ą r and w,w1 P R.

We denote the path distribution of this process on the space of continuous functions Cprs, ts,Rq,
equipped with its Borel σ-algebra, by Qpt,yq,pr,fq. Many of our arguments involve analysis of these
measures and their infinite-volume counterparts, which we introduce and study in Section 9.

These measures were originally introduced in [2]. The construction in that paper builds the
measures for fixed initial and terminal conditions on an event of full probability that depends on
those conditions. Theorem 2.14 of [1] uses the coupling of solutions to (1.7) discussed in Section
2.2 to couple all these measures together on a single event of full probability. [1] also proves many
basic properties of the measures, including that sample paths under these measures are all almost
surely Hölder 1/2´ continuous.

The point-to-point quenched polymer is the special case Qpt,yq,pr,xq “ Qpt,yq,pr,δxq. This is the
distribution of a path between the time-space points pt, yq and pr, xq whose Markovian transition
probability density from ps1, w1q to ps,wq is

πr,xps,w |s1, w1q “ Zps1, w1 |s,wqZps,w |r, xq
Zps1, w1 |r, xq , s1 ą s ą r and w,w1 P R.(2.23)

3. Main results

We turn to the statements of the main results, with the proofs coming in the subsequent sections.

3.1. Busemann process. The main tool of this paper for studying the solutions of the SHE (1.7)
and the KPZ equation (1.1) is the Busemann process. This is the jointly stationary monotone
coupling of the spatially homogeneous stationary distributions of the KPZ equation that arises
naturally from the dynamics itself. This process is real-valued and parameterized by two time-
space pairs, slopes λ P R, and signs ˘. The first theorem gives the existence and basic properties
of the Busemann process.

Theorem 3.1. There exists a stochastic process
 
bλ�ps, x, t, yq : s, x, t, y, λ P R, � P t´,`u

(
defined

on the probability space pΩ,F ,Pq and satisfying the following properties.

(a) The process
 
bλ�ps, x, t, yq : s, x, t, y, λ P R, � P t´,`u

(
is a measurable function of the

Green’s function Zp‚, ‚ | ‚, ‚q.
(b) For any T P R,

 
bλ�ps, x, t, yq : � P t´,`u, x, y, λ P R, s, t ď T

(
is FW

´8:T -measurable and

hence independent of FW
T :8.

(c) For each λ P R, Ptbλ´ps, x, t, yq “ bλ`ps, x, t, yq @s, x, t, yu “ 1.
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(d) For each t, λ P R and � P t´,`u, the process tbλ�pt, x, t, yq : x, y P Ru has the same

distribution under P as Bpyq ´Bpxq `λpy´xq, where B is a two-sided standard Brownian

motion.

There exists an event Ω0 such that PpΩ0q “ 1 and the following hold for all ω P Ω0.

(e) For each λ P R and � P t´,`u, bλ� P CpR4,Rq.
(f) For all x ă y, t, and µ ă λ,

bµ´pt, x, t, yq ď bµ`pt, x, t, yq ď bλ´pt, x, t, yq ď bλ`pt, x, t, yq and

bµ´pt, y, t, xq ě bµ`pt, y, t, xq ě bλ´pt, y, t, xq ě bλ`pt, y, t, xq.
(3.1)

(g) For all r, x, s, y, t, z, λ and all � P t´,`u

bλ�pr, x, s, yq ` bλ�ps, y, t, zq “ bλ�pr, x, t, zq.(3.2)

(h) For all s, x, t, y, λ and all � P t´,`u

bλ´ps, x, t, yq “ lim
µÕλ

bµ�ps, x, t, yq and bλ`ps, x, t, yq “ lim
µŒλ

bµ�ps, x, t, yq.(3.3)

(i) For all t ą r, all s, x, y, λ, and all � P t´,`u

eb
λ�ps,x,t,yq “

ż 8

´8
Zpt, y |r, zqebλ�ps,x,r,zq dz.(3.4)

Part (b) says that the Busemann process is adapted to the filtration of the white noise. Part
(c) says that when λ is fixed, there is no � “ ˘ distinction. Part (d) says that the Busemann
process gives a coupling of the known invariant measures. Parts (e) and (f) say that the process is
continuous in the time-space parameters and monotone in the λ and � parameters. Part (h) gives a
continuity in the latter two parameters. The possible jumps of the process when � “ ´ is switched
to � “ ` are captured by the set Λω, defined and studied further down (see (3.7)). Part (g) says
the process is an additive cocycle and implies in particular that bλ�pt, y, s, xq “ ´bλ�ps, x, t, yq.

Comparison of (2.7) and (3.4) shows that, for P-almost every ω, for each λ P R and each
� P t´,`u,

uλ�pt, xq “ eb
λ�p0,0,t,xq(3.5)

is a solution of the SHE (1.7) defined for all times t P R. Then bλ�p0, 0, t, xq is a physical solution of
the KPZ equation (1.1) for all time t. Such solutions are called eternal. The next section explains
how these processes yield pullback attractors in the sense described in the introduction. See (3.11)
and (3.20).

The Busemann process is initially constructed with a weak convergence argument in Section 5
on an extended probability space and Theorem 3.1 is proved in that setting. Later, in Corollary
8.1 in Section 8, we revert to the original probability space with the help of the almost sure limits
(3.11) in the next section.

The Busemann process inherits symmetries from the Green’s function, which were previously
recorded as (2.8), (2.9), and (2.10). These properties are proved in Section 8.

Theorem 3.2. The process
 
bλ�ps, x, t, yq : s, x, t, y, λ P R,� P t´,`u

(
satisfies the following

covariance properties.

(i) (Shift) For any r, z P R there exists an event Ωr,z with PpΩr,zq “ 1 such that for all

s, x, t, y, λ P R, � P t´,`u, and ω P Ωr,z,

bλ�ps` r, x ` z, t` r, y ` zq ˝ T´r,´z “ bλ�ps, x, t, yq.
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(ii) (Reflection) There exists an event Ω0 with PpΩ0q “ 1 such that for all s, x, t, y, λ P R, all

� P t´,`u, and ω P Ω0,

bp´λqp´�qps,´x, t,´yq ˝ R2 “ bλ�ps, x, t, yq.
(iii) (Shear) For any r, c P R there exists an event Ωr,c with PpΩr,cq “ 1 such that for all

x, y, λ P R, � P t´,`u, and ω P Ωr,c,

bpλ`cq�ps, x ´ cps´ rq, t, y ´ cpt ´ rqq ˝ Sr,c “ bλ�ps, x, t, y;ωq ` cpy ´ xq ´ c2

2
pt´ sq.(3.6)

Theorem 3.1(i), Theorem 3.2(i), and the invariance of P under the action of Tt,0 imply that the
Busemann process itself is invariant under the SHE evolution. Applying the temporal reflection R1

corresponds to working with terminal conditions instead of initial conditions in (1.1) and results in
a different Busemann process, coming from sending the terminal time to 8 instead of the initial
time to ´8, with the same distribution as the one we study. See Remark 3.25.

Our goal is to describe attractors simultaneously for all slopes λ. For this we have to identify
the set of exceptional slopes at which the Busemann process jumps:

Λω “ tλ P R : Dps, x, t, yq P R4 with bλ´ps, x, t, yq ‰ bλ`ps, x, t, yqu.(3.7)

When λ R Λω we write bλ to denote the common function bλ` “ bλ´ and similarly uλ “ uλ` “
uλ´. If λ P Λω, there are two different eternal solutions having the same conserved quantity λ. The
next result implies that in this case uλ´p0, xq ‰ uλ`p0, xq for all x ‰ 0.

Theorem 3.3. The following hold P-almost surely.

(i) For each λ P Λω and for each t, x, y P R with x ‰ y, bλ´pt, x, t, yq ‰ bλ`pt, x, t, yq.
(ii) For each t P R, x ă y, and κ ă µ, bκ`pt, x, t, yq ă bµ´pt, x, t, yq.
Part (i) above reduces the definition of Λω to checking λ-continuity at a single spatial point:

Corollary 3.4. With P-probability one, for any a ‰ 0,

Λω “ tλ : bλ´p0, 0, 0, ‚q ‰ bλ`p0, 0, 0, ‚qu “ tλ : bλ´p0, 0, 0, aq ‰ bλ`p0, 0, 0, aqu.
The next theorem describes properties of the set Λω.

Theorem 3.5. The following statements hold.

(a) For any t, x, c P R we have for P-almost every ω, Λω “ ΛTt,x ω “ ΛSt,c ω ´ c “ ´ΛR2 ω.

(b) For each λ P R, Ppλ P Λωq “ 0.

(c) Either PtΛω “ ∅u “ 1 or PtΛω is countable and dense in Ru “ 1.

Remark 3.6. Regarding the dichotomy in part (c), in all the solvable models where the distribution
of the Busemann process has been described explicitly, the set Λω is a countable dense subset of
the parameter space [12, 22, 46, 95]. In particular, [22] and the forthcoming [12] prove this for the
KPZ fixed point and the log-gamma polymer models, respectively. Solutions to the KPZ equation
converge to the KPZ fixed point under the KPZ scalings [90, 100] and the log-gamma polymer
free energy converges to a solution to the KPZ equation (1.1) upon appropriate rescaling [3]. This
suggests Open Problem 2 in Section 4.

The proofs of Theorems 3.3 and 3.5 are in Section 10.

Remark 3.7. We close this section by collecting the properties of the Busemann process as a process
in λ. Giving an explicit description of the process b‚p0, 0, 0, 1q is left as Open Problem 2.

(a) Theorems 3.1(d) and 3.3(ii) say that for any t P R,
 
bλ�pt, 0, t, ‚q : λ P R, � P t´,`u

(
is a

coupling of strictly ordered two-sided Brownian motions with linear drifts and unit diffusion
coefficient. If one fixes λ P R, then bλ˘pt, x, t, yq are both normally distributed with mean
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λpy´xq and variance y´x. Then the ordering (3.1) implies that the two ˘ processes match
and this is consistent with Theorem 3.5(b).

(b) The Busemann process of the KPZ fixed point, called the stationary horizon (SH), is also a
coupling of ordered two-sided Brownian motions with drifts, parameterized by their drifts
[21, 22]. In SH, each pair of Brownian motions coincide in a nondegenerate neighborhood
of the origin. Thus the Busemann process we study is not the same as SH.

(c) By the shear-covariance in Theorem 3.2(iii) and the shear-invariance of P, for each t and
x ă y in R and for each � P t´,`u, the process λ ÞÑ bλ�pt, x, t, yq ´ λpy ´ xq is stationary
and, therefore, λ ÞÑ bλ�pt, x, t, yq has stationary increments.

(d) The central limit theorem shows that for any t and x ă y in R and any � P t´,`u, the
process λ ÞÑ bλ�pt, x, t, yq does not have independent increments. See Appendix C.

(e) By Theorem 3.3(ii), the process λ ÞÑ bλ�p0, 0, 0, 1q is almost surely strictly increasing.

(f) Theorem 3.2(i)–(ii) and the reflection and translation invariance of P imply that the process
λ ÞÑ bλ�p0, 0, 0, 1q has the same distribution as the process λ ÞÑ ´bp´λqp´�qp0, 0, 0, 1q.

3.2. Shape theorems and stochastic homogenization. We show the following shape theorem
for the fundamental solution Z, proved in Section 6.

Theorem 3.8. On an event of P-probability one, the following holds: for any C ą 0,

lim
nÑ8

n´1 sup
ps,x,t,yqPR4

Ò :

s,x,t,yPr´Cn,Cns

ˇ̌
ˇ logZpt, y |s, xq ` t´ s

24
´ log ρpt ´ s, y ´ xq

ˇ̌
ˇ “ 0.(3.8)

Remark 3.9. We allow t “ s in (3.8) by taking the convention that logZpt, y |s, xq´log ρpt´s, y´xq“
logZpt, y |s, xq for all parameter values and recalling that Zps, y |s, xq “ 1.

As a corollary of Theorem 3.8 and easier versions of tail bounds which appear in various proofs
below (see, e.g., the proof of Theorem 6.7), we obtain the following result. Remark 3.11 explains
how this result implies stochastic homogenization of KPZ.

Corollary 3.10. On an event of P-probability one, the following holds: for all bounded uniformly

continuous U P CpR,Rq, all t ą 0, and all compact K Ă R,

lim
εŒ0

sup
xPK

ˇ̌
εhpε´1t, ε´1x|0,´Uεq ` upt, xq

ˇ̌
“ 0

where Uεpxq “ ε´1Upεxq, hp‚, ‚ | ‚, ‚q is defined via (2.19), and

upt, xq “ t

24
` inf

zPR

" px´ zq2
2t

` Upzq
*
.

Remark 3.11. (Stochastic homogenization of KPZ) In the setting of Corollary 3.10, call uεpt, xq
“ ´εhpε´1t, ε´1x|0,´Uεq. Then for each ε ą 0 and each such U , uε is indistinguishable from the
Hopf-Cole solution to the viscous stochastic Hamilton-Jacobi equation

Btuεpt, xq ´ ε
2Bxxuεpt, xq `Hpε´1t, ε´1x, Bxuεq “ 0, uεp0, xq “ Upxq,

with Hamiltonian Hpt, x, pq “ p2

2 ` W pt, xq. Corollary 3.10 implies that on a single event of full
probability, for all bounded uniformly continuous U P CpR,Rq and all uε defined as above, uε
converges locally uniformly as ε Ñ 0 to the viscosity solution of the effective Hamilton-Jacobi
equation

Btu`HpBxuq “ 0, up0, xq “ Upxq
with effective Hamiltonian Hppq “ p2

2 ´ 1
24 . This is the usual definition of stochastic homogenization

as in [74, 80].
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We also prove a shape theorem for bλ. Due to Theorem 3.1(c), there is no need for a bλ˘

distinction.

Theorem 3.12. Fix λ P R. The following holds on an event of P-probability one. For all C ą 0,

lim
nÑ8

n´1 sup
s,x,t,yPr´Cn,Cns

ˇ̌
ˇbλps, x, t, yq ´

´λ2
2

´ 1

24

¯
pt´ sq ´ λpy ´ xq

ˇ̌
ˇ “ 0.(3.9)

We also have the following version of the shape theorem that works simultaneously for all λ.

Theorem 3.13. The following holds P-almost surely: for all t, λ P R and � P t´,`u,
lim

|x|Ñ8
|x|´1|bλ�p0, 0, t, xq ´ λx| “ 0.(3.10)

Recall from (2.21) that the SHE (1.7) conserves the spatial exponential growth rate. The limit
(3.10) says that for P-almost every ω, for all λ P R the conserved quantity for both solutions uλ´

and uλ`, defined in (3.5), is λ.
These results also combine to show that the Busemann process defines correctors in the language

of stochastic homogenization.

Remark 3.14. (Busemann functions as correctors) Consider uε defined as in Corollary 3.10. We
follow the corrector derivation in [83] and assume that we may expand around u by writing uεpt, xq “
upt, xq ` εvpt{ε, x{εq ` Opε2q. Substitute in the equations for uε and u and set the coefficients of
the different powers of ε equal to 0. This leads to the corrector equation

Btv ´ 1

2
Bxxv ` 1

2
pp` Bxvq2 `W “ p2

2
´ 1

24
,

for each fixed p. (3.4) implies that b´pp0, 0, ‚, ‚q is a solution to the KPZ equation (1.1). Therefore,
the above corrector equation has a solution given by

vpt, xq “ ´b´pp0, 0, t, xq ´ px`
´p2
2

´ 1

24

¯
t,

on all of R2. Theorem 3.12 says that εvpt{ε, x{εq Ñ 0 locally uniformly as ε Œ 0, which is consistent
with the convergence uε Ñ u.

Combining the control (3.10) gives on the exponential growth rate of the Busemann process with
results from [1] gives the following regularity of the Busemann process.

Theorem 3.15. The following holds P-almost surely: for all λ P R and � P t´,`u, for all

α P p0, 1{4q and γ P p0, 1{2q, bλ�ps, x, t, yq is locally α-Hölder-continuous in s and in t and locally

γ-Hölder-continuous in x and in y.

These shape theorems are first proved in Section 6 for the Busemann process on an extended
probability space. The proofs, and the proof of Theorem 3.15, are completed in Section 8 where
we return back to the original probability space.

3.3. Busemann limits. In Section 3.1, we saw how the Busemann process produces solutions of
the SHE (1.7) and KPZ equation (1.1) that are defined for all time t P R. In this section we show
how these solutions can be recovered as almost sure limits as r Ñ ´8 of solutions to (1.7) that
start at time r with appropriate initial conditions. Then Section 3.5 explains how to interpret these
results from a random dynamical systems point of view. The main results of this section, Theorems
3.16 and 3.23, are proved first on the extended probability space in Section 7 and then in their final
form on the original probability space in Section 8. The first result Theorem 3.16 treats Dirac δ,
or narrow-wedge, initial conditions.
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Theorem 3.16. The following hold P-almost surely. Let λ P R, C ą 0, ε ą 0, and τ ą 0. Then

there exist (possibly random) R ă 0 and δ ą 0 such that for all r ď R, z such that |z
r

` λ| ă δ, and

for all s, x, t, y P r´C,Cs with t´ s ě τ ,

Zpt, y |r, zq
Zps, x|r, zq ď p1 ` εq2

ż 8

x

Zpt, y |s,wqebλ`ps,x,s,wq dw ` p1 ` εq2
ż x

´8
Zpt, y |s,wqebλ´ps,x,s,wq dw

and

Zpt, y |r, zq
Zps, x|r, zq ě p1 ` εq´3

ż 8

x

Zpt, y |s,wqebλ´ps,x,s,wq dw ` p1 ` εq´3

ż x

´8
Zpt, y |s,wqebλ`ps,x,s,wq dw.

In particular, with P-probability one, for any λ R Λω,

lim
rÑ´8
z{rÑ´λ

Zpt, y |r, zq
Zps, x|r, zq “ eb

λps,x,t,yq locally uniformly in ps, x, t, yq P R4.(3.11)

The gap τ ą 0 is a technical artifact of the proof, where shrinking τ drives R towards ´8.
The explicit ε bounds are included in the theorem to cover all slopes, as the limit (3.11) works
simultaneously only for all slopes λ R Λω. If the conclusion is relaxed to a λ-dependent full-
probability event, we can assert the limit for each fixed slope. This comes from Theorem 3.16 and
Theorem 3.5(b).

Corollary 3.17. For each λ P R, there exists an event Ωλ with PpΩλq “ 1 such that (3.11) holds

for all ω P Ωλ.

Remark 3.18. Equation (3.11) gives bλ as a limit of differences of the height function logZ. In
the zero temperature (or zero viscosity) models of first- or last-passage percolation, the analogous
expression is a limit of differences of passage times. In the particular example of first-passage
percolation, which corresponds to a random pseudo-metric, this limit coincides with the classical
definition of Busemann functions. See [23, p. 131] and [86].

Remark 3.19. [40] proved that as t Ñ 8, logZpt, ‚ |0, 0q ´ logZpt, 0|0, 0q converges in distribution
to a standard two-sided Brownian motion B. The shear-covariance of the Green’s function then
implies that for any λ P R, the process

 
logZp0, y |r,´λrq ´ logZp0, x|r,´λrq : x, y P R

(

converges in distribution to Bpyq ´Bpxq `λpy´ xq, as r Ñ ´8. This weak limit also follows from
our Corollary 3.17 and Theorem 3.1(d).

Next we treat function-valued initial conditions. For λ P R, Fλ will be a space of initial conditions
attracted to the solution uλ defined in (3.5). At a minimum, the basin of attraction should contain
those functions whose logarithms satisfy the limit in (1.6). Furthermore, the attractor itself should
be a member of the basin of attraction. To accommodate this, Fλ must admit time-dependent
functions.

Definition 3.20. For λ P R, define the spaces Fλ as follows.

(i) For λ ‰ 0, Fλ is the space of functions f : R´ ˆ R Ñ p0,8q such that fpr, ‚q is Borel-
measurable for each r P R´, there exists a δ0 P p0, |λ|q such that

lim
rÑ´8

1

|r| inf
x:| x

r
`λ|ďδ0

`
log fpr, xq ´ λx

˘
P r0,8s(3.12)

and lim
rÑ´8

sup
x:λxě0

| x
r

`λ|ěδ

log fpr, xq ´ λx

|r| ` |x| P r´8, 0s for all δ P p0, δ0s,(3.13)
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and there exists µ P R such that µ{λ ą ´1 and

lim
rÑ´8

sup
x:λxď0

log fpr, xq ´ µx

|r| ` |x| P r´8, 0s.(3.14)

(ii) For λ “ 0, F0 is the space of functions f : R´ ˆ R Ñ p0,8q such that fpr, ‚q is Borel-
measurable for each r P R´ and for which there exist a δ0 ą 0 and a c ą 0 such that for all
δ P p0, δ0s,

lim
rÑ´8

sup
|x|ěδ|r|

log fpr, xq
|r| ` |x| P r´8, 0s and lim

rÑ´8
|r|´1 log

ż

|x|ďc

fpr, xq dx P r0,8s.(3.15)

Remark 3.21. Theorem 3.12 (more precisely, (6.24) and (6.25) in Theorem 6.5 below) implies that
P-almost surely, for each λ P R and � P t´,`u, Fλ contains the function

fλ�pr, xq “ uλ�pr, xq
uλ�pr, 0q “ eb

λ�pr,0,r,xq.(3.16)

We will see later in Theorem 3.38(iv) that this is a pullback attractor for the SHE (1.7).

When the time variable is not present, conditions for membership in Fλ simplify to the ones in
Lemma 3.22 below. This lemma is proved in Appendix C. In particular, for each λ P R, Fλ contains
the function fpr, xq “ eλx.

Lemma 3.22. Let g : R Ñ p0,8q be a Borel function such that log g is locally bounded. For

pr, xq P R´ ˆ R, set fpr, xq “ gpxq. Then f P Fλ if and only if

´8 ď lim
xÑ´8

log gpxq
|x| ă λ “ lim

xÑ8
log gpxq

x
when λ ą 0,(3.17)

lim
xÑ´8

log gpxq
|x| “ |λ| ą lim

xÑ8
log gpxq

x
ě ´8 when λ ă 0, and(3.18)

´8 ď lim
|x|Ñ8

log gpxq
|x| ď 0 when λ “ 0.(3.19)

The next theorem is the function-to-point version of Theorem 3.16 and the last main result in
this section.

Theorem 3.23. The following hold P-almost surely. For each λ P R, f P Fλ, C ą 0, ε ą 0, and
τ ą 0 there exists an R ă 0 such that for all r ď R, for all s, x, t, y P r´C,Cs with t ´ s ě τ , we

have ş
R
Zpt, y |r, zq fpr, zq dzş

R
Zps, x|r, zq fpr, zq dz ď p1 ` εq3

ż 8

x

Zpt, y |s,wqebλ`ps,x,s,wq dw

` p1 ` εq3
ż x

´8
Zpt, y |s,wqebλ´ps,x,s,wq dw

and ş
R
Zpt, y |r, zq fpr, zq dzş

R
Zps, x|r, zq fpr, zq dz ě p1 ` εq´4

ż 8

x

Zpt, y |s,wqebλ´ps,x,s,wq dw

` p1 ` εq´4

ż x

´8
Zpt, y |s,wqebλ`ps,x,s,wq dw.

In particular, on a single event of P-probability one, for each λ R Λω and f P Fλ,

lim
rÑ´8

ş
R
Zpt, y |r, zq fpr, zq dzş

R
Zps, x|r, zq fpr, zq dz “ eb

λps,x,t,yq locally uniformly in ps, x, t, yq P R4.(3.20)

The following comes from Theorem 3.23 and Theorem 3.5(b).
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Corollary 3.24. For each λ P R there exists an event Ωλ with PpΩλq “ 1 and such that (3.20)
holds for all ω P Ωλ and f P Fλ.

Remark 3.25. The R1 reflection symmetry of the white noise and the Green’s function (2.9) implies
that, as r Ñ 8, analogues of Theorems 3.16 and 3.23 hold for the ratios

Zpr, z |t, yq
Zpr, z |s, xq and

ş
R
Zpr, z |t, yq fpr, zq dzş

R
Zpr, z |s, xq fpr, zq dz .

3.4. Ergodicity. We now turn to the structure of temporally stationary and ergodic initial con-
ditions. We begin with the SHE (1.7) and then address the KPZ equation (1.1).

3.4.1. Ergodicity of SHE. The cocycle property (2.13) and the independence structure of white
noise imply that SHE (1.7) defines a Markov process. There are several natural choices of state
space for this process. The most general space is the collection of all locally finite positive Borel
measures with an additional cemetery state O that accounts for the possibility of finite-time blowup
described in (2.18). Denote this space by M` “ M`pRq Y tOu. It is Polish with the vague
topology on M`pRq and with O as an isolated point. By definition, for any t ě 0 such that the
solution Zpt, dx|0, fq started from f P M` is not a locally finite positive measure, we stipulate
that Zpt, dx|0, fq “ O.

Introduce an equivalence relation on M`: f „ g if f “ cg for some c ą 0. Again, f can be
either a measure or the density function of a measure, since multiplication by a constant preserves
the relationship of a measure and its density. Let rf s “ tg P M` : g „ fu denote the equivalence
class of f P M`. The cemetery state is alone in its equivalence class: rOs “ tOu. Linearity ensures
that the SHE evolution (1.7) is well-defined on equivalence classes, that is, rf s “ rgs implies
rZpt, ‚ |s, fqs “ rZpt, ‚ |s, gqs.

To define a convenient Polish state space of equivalence classes, we restrict from M`pRq to the
space

(3.21) Mą0 “ tη P M`pRq : supppηq “ Ru
of positive Radon measures on R whose closed support equals the entire real line, and add in the
cemetery state to define Mą0 “ Mą0 Y tOu. Mą0 is a Polish space in its subspace topology
inherited from M` (see Appendix D). The space Mą0 is sufficient for studying stationarity of
nonzero solutions because, as can be seen from (2.15), for all f P M` other than the zero measure,
either (i) Zpt, dx|0, fq “ O for all sufficiently large t or (ii) f P MHE and the support of Zpt, dx|0, fq
is all of R for all t ą 0.

The space of equivalence classes is the quotient space

(3.22) ĂM “ Mą0{„ “ trf s : f P Mą0u.

We show in Appendix D that ĂM is a Polish space in its quotient topology. Denote generic elements

of ĂM by f , so that f P f is equivalent to rf s “ f . We take ĂM as the state space of the SHE
evolution S0,tf “ Sω

0,tf “ rZωpt, ‚ |0, fqs on equivalence classes, well-defined for any representative

f P f of the initial state f P ĂM.
We recall briefly the standard notions of invariance, ergodicity, and total ergodicity. Given an

initial probability measure P on ĂM, let the initial state f have distribution P and denote by ΠP the
probability distribution of the Markov process tS0,tf : t ě 0u. ΠP is a probability measure on the

product space ĂMR`
equipped with its product σ-algebra. P is a stationary measure or invariant

distribution for the evolution if the distribution of tS0,tf : t ě 0u is invariant under time shifts, that
is, if the processes tS0,tf : t ě 0u and tS0,s`tf : t ě 0u have the same distribution for all s ě 0. In
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this case ΠP extends to the space ĂMR
of bi-infinite paths and ΠP is invariant under the time shift

group tθt : t P Ru. Time shifts act on elements f ‚ “ pfsqsPR of ĂMR
by pθtf ‚qs “ fs`t.

A stationary measure P is ergodic if ΠP is ergodic under the group of time shifts. This means

that ΠP pAq P t0, 1u for every measurable set A Ă ĂMR
that satisfies for each t P R that θ´1

t A “ A

ΠP -almost surely. Stationary measures form a convex set whose extreme points are precisely the
ergodic measures. Finally, P is totally ergodic if ΠP is ergodic under each individual shift θt with

t ‰ 0. That is, for each t P Rzt0u separately, ΠP pAq P t0, 1u for every measurable set A Ă ĂMR

that satisfies θ´1
t A “ A ΠP -almost surely.

The product space ĂMR
can be replaced by the space CpR, ĂMq of continuous ĂM-valued paths

when blowup does not happen. That is, if the initial distribution P is supported on equivalence
classes of measures from the subspace MHE of (2.3), then the process S0,tf has continuous paths.
See Lemma 11.1. Indeed, this continuity holds in a much more restrictive topology.

It is shown in Theorem 2.6 of [1] that when blowups are ruled out by choosing an initial mea-
sure f P MHE, for any t ą 0, the process Zpt, ‚ |0, fq is a strictly positive continuous function.
Hence perhaps the most natural smaller space that supports invariant distributions on locally finite
measures is CHE, which was previously introduced in (2.17),

CHE “
!
f P CpR, p0,8qq : @a ą 0,

ż

R

e´ax2

fpxqdx ă 8
)
,

the space of strictly positive continuous densities of measures in MHE. Measures represented by a
density in CHE form a Borel subset of M`pRq (Lemma D.4). CHE is Polish in its natural topology, in
which convergence is equivalent to uniform convergence on compact sets combined with convergence
of the integrals appearing in the definition of CHE. We completely metrize this topology explicitly
in equation (D.2). If started from f P CHE, the process t ÞÑ Zpt, ‚ |0, fq has continuous CHE-valued
paths by Theorem 2.9 of [1].

The space of equivalence classes of functions in CHE is denoted by rCHE “ trf s : f P CHEu. With

its quotient topology, rCHE is homeomorphic to the closed subspace tf P CHE : fp0q “ 1u of CHE and

hence is itself Polish. It follows that with initial state f P rCHE, paths of the equivalence class process

t ÞÑ S0,tf are continuous and hence reside in the space CpR`, rCHEq. The Markov process defined
in this way is Feller in the sense that the finite dimensional marginals are weakly continuous in
the initial condition. Indeed, the structure of our coupling shows that the full path distribution is
weakly continuous in the initial condition. See Remark 11.2 below.

Theorem 3.26. Let B denote a standard two-sided Brownian motion.

(i) For each λ P R, the distribution of reBp‚ q`λ‚ s is stationary and totally ergodic for the rCHE-

valued process t ÞÑ S0,tf .

(ii) Let P be a probability measure on ĂM that is ergodic for the ĂM-valued process t ÞÑ S0,tf .

Then either P “ δrOs or statements (ii.a)–(ii.b) below hold:

(ii.a) P is supported on rCHE and there are deterministic finite constants κ ď κ such that for

P -almost every f P rCHE and all f P f ,

lim
xÑ´8

x´1 log fpxq “ κ and lim
xÑ8

x´1 log fpxq “ κ.(3.23)

(ii.b) Assume that either κ ‰ ´κ or κ “ κ “ 0. Then κ “ κ and P is the distribution of

reBp‚ q`λ‚ s with λ “ κ “ κ.

The proof of this theorem in Section 11 relies crucially on the results on the Busemann process.
We add some remarks to it.
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Concretely, part (i) says that with initial function fpxq “ eBpxq`λx defined in terms of a Brownian

motion Bp‚q independent of the white noise, the process t ÞÑ Zpt,‚ |0,fq
Zpt,0|0,fq , indexed by R` and with

values in the Polish space tf P CHE : fp0q “ 1u, is stationary and ergodic under each individual
nonzero time shift.

An important corollary of part (ii) is the characterization of stationary distributions that are
invariant under spatial translations, and more generally, those whose left and right asymptotic
logarithmic growth rates κ and κ agree.

Spatial translations of measures and their equivalence classes are defined in the obvious way.
For a P R and f P Mą0 let τarf s be the equivalence class rτaf s of the measure τaf defined by
τafpAq “ fpA`aq for Borel A Ă R. This applies to functions similarly: if f is the density function
of the measure η, then τafpxq “ fpx ` aq is the density function of τaη. The distribution of

reBp‚ q`λ‚ s is invariant under every spatial shift, as seen by recentering the Brownian motion:

τareBp‚q`λ‚ s “ reBpa`‚ q`λpa`‚qs “ reBpa`‚ q´Bpaq`λ‚ s d“ reBp‚q`λ‚ s.
The corollary below follows from Theorem 3.26(ii) and the fact that spatial invariance implies equal
left and right growth rates.

Corollary 3.27. Let P ‰ δrOs be a probability measure on ĂM that is stationary and ergodic for

the ĂM-valued process t ÞÑ S0,tf .

(i) Suppose P has equal left and right growth rates λ “ κ “ κ. Then P is the distribution of

reBp‚ q`λ‚ s.
(ii) Suppose P is invariant under at least one spatial translation τa for some a ‰ 0. Then κ “ κ

and P is the distribution of reBp‚ q`λ‚ s for λ “ κ “ κ.

We generalize these results to the joint evolution of multiple initial measures under a common
realization of the white noise. For n P N let f1:n “ pf1, . . . , fnq denote an element of the n-fold

Cartesian product ĂMn
. On the space Ω ˆ ĂMn

define the evolution

(3.24) S
pnq
0,t f

1:n “ pS0,tf
1, . . . ,S0,tf

nq “
`

rZωpt, ‚ |0, f1qs, . . . , rZωpt, ‚ |0, fnqs
˘

where f i P f i and t ą 0. The common superscript ω signals that each initial condition f i is updated
with the same Zω in (2.6).

Theorem 3.28. Let n P N.

(i) Fix λ1, . . . , λn P R. Then the distribution of
`

rebλ1 p0,0,0,‚qs, . . . , rebλn p0,0,0,‚qs
˘
is stationary

and totally ergodic for the rC n

HE
-valued process t ÞÑ S

pnq
0,t f

1:n of (3.24). In particular, the

Cn
HE
-valued process t ÞÑ pebλ1 pt,0,t,‚q, . . . , eb

λn pt,0,t,‚q q is stationary and totally ergodic.

(ii) Let P pnq be a probability measure on ĂMn
that is ergodic for the process of (3.24) and sup-

pose that P pnqtf1:n : f i “ rOsu “ 0 for each i. Then (ii.a)–(ii.b) below hold:

(ii.a) P pnq is supported on rC n

HE
and the deterministic finite asymptotic slopes exist:

(3.25) κi “ lim
xÑ´8

x´1 log f ipxq and κi “ lim
xÑ8

x´1 log f ipxq

for P pnq-almost every f1:n P rC n

HE
, each i and all f i P f i. Moreover, for each i, ´8 ă

κi ď κi ă 8.

(ii.b) Assume that for each i, either κi ‰ ´κi or κi “ κi “ 0. Then κi “ κi for each i and

P pnq is the distribution of
`

rebλ1 p0,0,0,‚qs, . . . , rebλn p0,0,0,‚qs
˘
with λi “ κi “ κi.

There is an immediate corollary analogous to Corollary 3.27. We omit the statement.
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3.4.2. Ergodicity of KPZ. Next, we explain some immediate consequences of the above results for
the KPZ equation. Recall the space

CKPZ “
"
f P CpR,Rq :

ż

R

efpxq´ax2

dx ă 8 for all a ą 0

*
,

which was introduced in Section 2.3. CHE is homeomorphic to CKPZ through the bijection f P CHE ÞÑ
log f P CKPZ. Convergence in CKPZ is equivalent to uniform convergence on compact sets combined

with convergence of the integrals appearing in the definition of CKPZ. Recall also the space rCKPZ,
which is CKPZ modulo equivalence up to additive constants. We denote equivalence classes under
this identification via xfy “ tg P CKPZ : Dc P R such that fp‚q “ gp‚q ` cu. It is straightforward to

see that the map f P CHE ÞÑ log f P CKPZ induces a homeomorphism between rCHE and rCKPZ.

Let f P rCKPZ and let f P f be arbitrary. The KPZ evolution is defined through (2.19) via

K0,tfp‚q “ xhpt, ‚|0, fqy P rCKPZ

It follows from the definition that this evolution is well-defined. The resulting Markov process

taking values in Cpr0,8q, rCKPZq is Feller. Indeed, this is just the Markov process obtained from the

one constructed above through S on rCHE by applying the homeomorphism between rCHE and rCKPZ

induced by the homeomorphism f P CHE ÞÑ log f P CKPZ. By this observation, the following is an
immediate consequence of Theorem 3.26.

Theorem 3.29. Let B denote a standard two-sided Brownian motion.

(i) For each λ P R, the distribution of xBp‚q ` λ‚y is stationary and totally ergodic for the
rCKPZ-valued process t ÞÑ K0,tf .

(ii) Let P be a probability measure on rCKPZ that is ergodic for the rCKPZ-valued process t ÞÑ K0,tf .

Then statements (ii.a)–(ii.b) below hold:

(ii.a) There are deterministic finite constants κ ď κ such that for P -almost every f P rCKPZ,

lim
xÑ´8

x´1fpxq “ κ and lim
xÑ8

x´1fpxq “ κ for all f P f .

(ii.b) Assume that either κ ‰ ´κ or κ “ κ “ 0. Then κ “ κ and P is the distribution of

xBp‚q ` λ‚y with λ “ κ “ κ.

We have the following consequence of the previous result.

Corollary 3.30. Let P be a probability measure on rCKPZ that is stationary and ergodic for the
rCKPZ-valued process t ÞÑ K0,tf .

(i) Suppose P has equal left and right growth rates λ “ κ “ κ. Then P is the distribution of

xBp‚q ` λ‚y.
(ii) Suppose P is invariant under at least one spatial translation. Then κ “ κ and P is the

distribution of xBp‚q ` λ‚y for λ “ κ “ κ.

Note that the previous result implies the prediction implicit in the KPZ scaling theory [81] (and
more explicit in [99]) that the spatially translation invariant and temporally ergodic stationary
distributions form a one parameter family indexed, for example, by the mean of a fixed increment.

Remark 3.31. Theorem 3.29 leaves open the question of whether or not there exist stationary and
ergodic measures P for the KPZ equation (modulo additive constants) supported on (equivalence
classes of) functions for which ´κ “ κ for some κ ą 0. Proving that such measures either do or
do not exist is Open Problem 1 below. If such measures are shown not to exist, this would confirm
the prediction in [49, Remark 1.1].

By the same logic as above, we have the following analogue (and consequence) of Theorem 3.28.

For n P N let f1:n “ pf1, . . . , fnq denote an element of the n-fold Cartesian product rCn

KPZ
. On the
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space Ω ˆ rCn

KPZ
define the evolution

(3.26) K
pnq
0,t f

1:n “ pK0,tf
1, . . . ,K0,tf

nq “
`

xhωpt, ‚ |0, f1qy, . . . , xhωpt, ‚ |0, fnqy
˘

where f i P f i and t ą 0. The common superscript ω signals that each initial condition f i is updated
with the same Zω in (2.19).

Theorem 3.32. Let n P N.

(i) Fix λ1, . . . , λn P R. Then the distribution of
`

xbλ1p0, 0, 0, ‚qy, . . . , xbλnp0, 0, 0, ‚qy
˘
is station-

ary and totally ergodic for the C n
KPZ

-valued process t ÞÑ K
pnq
0,t f

1:n of (3.26). In particular, the

C n
KPZ

-valued process t ÞÑ pbλ1pt, 0, t, ‚q, . . . , bλnpt, 0, t, ‚qq is stationary and totally ergodic.

(ii) Let P pnq be a probability measure on rCn

KPZ
that is ergodic for the process of (3.26). Then

(ii.a)–(ii.b) below hold:

(ii.a) Deterministic finite asymptotic slopes exist:

(3.27) κi “ lim
xÑ´8

x´1f ipxq and κi “ lim
xÑ8

x´1f ipxq

for P pnq-almost every f1:n P C n
KPZ

, each i and all f i P f i. Moreover, for each i, ´8 ă
κi ď κi ă 8.

(ii.b) Assume that for each i, either κi ‰ ´κi or κi “ κi “ 0. Then κi “ κi for each i and

P pnq is the distribution of
`

xbλ1p0, 0, 0, ‚qy, . . . , xbλnp0, 0, 0, ‚qy
˘
with λi “ κi “ κi.

In words, the previous result implies in particular that the joint law of the Busemann process
gives the unique ergodic jointly stationary coupling of the invariant measures (modulo additive
constants) for the KPZ equation given by Brownian motion with drift.

3.5. Synchronization. In this section, we recast some of our results in the language of random
dynamical systems (RDS). We state these reformulations in terms of the SHE. Similar to Section
3.4.2, the results below imply analogous results for the KPZ equation. See Remark 3.41.

Recall the Polish quotient space rCHE and the operators Ss,t, s ď t, defined in Section 3.4. Define
the mapping

ϕ : r0,8q ˆ Ω ˆ rCHE Ñ rCHE, pt, ω, fq ÞÑ ϕpt, ω, fq “ S0,tf “ rZpt, ‚ |0, fqs(3.28)

for f P f . By (2.6) we have ϕp0, ω, fq “ f for all f P rCHE and all ω. For each pt, fq, ϕ is measurable
in the ω variable and by Theorem 2.9 of [1], there is a full P-probability event Ω0 such that
pt, fq ÞÑ ϕpt, ω, fq is continuous for ω P Ω0.

We abbreviate temporal shifts as θt “ Tt,0. By the cocycle property (2.13) and the shift-

covariance (2.8) of Z, for each s ě 0 the exists an event Ωpsq such that PpΩpsqq “ 1 and for

each ω P Ωpsq the cocycle property holds: for all t P rs,8q and f P rCHE,

(3.29) ϕ
`
t´ s, θsω,ϕps, ω, fq

˘
“ ϕpt, ω, fq.

ϕ is called a crude cocycle and it defines a (crude) measurable random dynamical system (RDS)

on rCHE over pΩ,F ,P, tθt : t ě 0uq. See Definition 1.1.1 in [5] or Definition 6.2 in [35]. ϕ defines
a continuous RDS under both Definition 1.1.2 in [5] and the definition in the paragraph following
Remark 6.5 in [35].

A random variable ω ÞÑ fω from Ω into rCHE is said to be (strictly) ϕ-invariant if

(3.30) for each t ą 0 we have ϕpt, ω, fωq “ f θtω P-almost surely.

See Definition 6.9(iii) in [35]. f is Markovian if fω is FW
´8:0-measurable. If f is ϕ-invariant and

Markovian, then the distribution of fω under P is invariant and totally ergodic for the Markov
process t ÞÑ S0,tf . See Lemma E.2.
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Lemma 3.33. There is a one-to-one correspondence between ϕ-invariant rCHE-valued random vari-

ables fω and CpR, CHEq-valued random variables uω that satisfy these properties:

(i) P-almost surely, for all pairs t ě s in R2 and all y P R, Zω
`
t, y |s, uωps, ‚q

˘
“ uωpt, yq.

(ii) uωp0, 0q “ 1.

(iii) The equivalence class is time-shift covariant in the following sense: for each r P R there

exists an event Ωr such that PpΩrq “ 1 and ruθrωpt, ‚qs “ ruωpt ` r, ‚qs for all ω P Ωr and

t P R.

This fω Ø uω correspondence is given by the equations

uωpt, xq “ Zωpt, x|s, f θsωq
Zωp0, 0|s, f θsωq and fω “ ruωp0, ‚qs(3.31)

where on the left s can be any rational s ă minpt, 0q and f : Ω Ñ CHE is the function defined by

fω P fω and fωp0q “ 1.

Item (i) states that u is an eternal physical solution of SHE (1.7). The definition of u in (3.31)
does not depend on the choice of the representative from f θsω or on the rational s ă minpt, 0q. The
lemma is proved in Section 12.

By Lemma 3.33, if one had an almost surely unique ϕ-invariant random variable, then there
would be a unique way to measurably map almost every realization of the white noise forcing to a
covariant eternal physical solution. In such a setting, [44] (page 879), among others, say that the
one force–one solution principle (1F1S) holds.

In contrast, in a situation such as the SHE (1.7) with multiple ergodic invariant measures, one
expects distinct ϕ-invariant random variables corresponding to distinct ergodic measures. Given a

probability measure P on rCHE that is invariant and ergodic for the Markov process t ÞÑ S0,tg we say

that the 1F1S principle holds for P if there exists a P-almost surely unique ϕ-invariant rCHE-valued
random variable f such that the distribution of ω ÞÑ fω under P is P . This means that there is a
unique way to measurably map almost every realization of the white noise forcing ω to a covariant
eternal physical solution uω such that the distribution of ω ÞÑ ruωp0, ‚qs under P is P .

P -synchronization occurs when there exists a ϕ-invariant random variable f : Ω Ñ rCHE, a

countable set T Ă R with supT “ 8, and two events rC0 Ă rCHE and Ω0 Ă Ω such that P prC0q “
PpΩ0q “ 1 and

lim
T QtÑ8

drCHE

`
ϕpt, θ´tω,gq, fω

˘
“ 0 for ω P Ω0 and g P rC0.(3.32)

Here and in the sequel, drCHE

is a complete metric for the topology of rCHE. The idea is that for

initial conditions g P rC0, the solution started from g in the remote past “synchronizes” with fω.
The random variable f is a random (point) P -attractor.

Remark 3.34. When (3.32) holds for all g P rCHE, f is said to be a global attractor. This does not
happen in our setting.

P -synchronization implies the 1F1S holds for P by Proposition E.3. Showing P -synchronization
is a common approach for proving 1F1S, as in [7, 8, 10, 11, 44, 93].

For λ P R and � P t´,`u (and ω from the full P-probability event on which the Busemann
process is defined) let

(3.33) fωλ�
pxq “ eb

λ�p0,0,0,xq “ uλ�p0, xq and fωλ�
“ rfωλ�

s,
where uλ˘ are the solutions defined in (3.5). Recall the set Λω of exceptional slopes defined in (3.7).
By Corollary 3.4 we have

Λω “ tλ P R : fωλ´ ‰ fωλ`u “ tλ P R : fωλ´ ‰ fωλ`u.
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As for the Busemann process, when λ R Λω we write fωλ “ fωλ` “ fωλ´ and fωλ “ fωλ` “ fωλ´. This is
the case with probability one when λ is fixed, since Ppλ P Λωq “ 0 by Theorem 3.5(b).

The following theorem implies that for any fixed value of the slope λ, Pλ-synchronization and the
corresponding 1F1S principle hold, where Pλ is the distribution of reBp‚q`λ‚s and B is a standard
two-sided Brownian motion.

Theorem 3.35. Fix λ P R. Then fλ of (3.33) is the (P-almost surely) unique ϕ-invariant rCHE-

valued random variable such that, with P-probability one, any representative f P fλ satisfies (3.17)–
(3.19). Furthermore, the following synchronization statements hold.

(a) For any Borel function g : R Ñ p0,8q such that log g is locally bounded and satisfies

(3.17)–(3.19), we have

lim
tÑ8

drCHE

`
ϕpt, ω, rgsq, f θtωλ

˘
“ 0 in P-probability.(3.34)

(b) For any countable subset T Ă r0,8q with supT “ 8, there exists an event Ωλ,T such that

PpΩλ,T q “ 1 and for any ω P Ωλ,T and any Borel function g : R Ñ p0,8q such that log g
is locally bounded and satisfies (3.17)–(3.19),

lim
T QtÑ8

drCHE

`
ϕpt, θ´tω, rgsq, fωλ

˘
“ 0.(3.35)

Remark 3.36. Results analogous to Theorem 3.35 have been shown previously in non-compact
settings for the Burgers equation with Poisson forcing [8] and smooth random kick forcing [7, 11].
It is expected that this form of synchronization and 1F1S hold for a general class of stochastic
Hamilton-Jacobi equations which includes the KPZ equation (1.1). See Conjecture 1 in [10].

Remark 3.37. The almost sure limit in (3.35) is restricted to a fixed sequence T because we cannot
define uncountably many time-shifts of Z on a single event of full probability on our probability
space pΩ,F ,Pq. Recalling (2.8), the essential issue here is that our Green’s function was originally
built using (the chaos expansion of) the mild formulation of (2.5) in (2.4) and such objects are
only defined up to L2pΩ,F ,Pq equivalence classes. Remark 3.40 discusses options for removing this
restriction.

Theorem 3.35 describes the behavior of the RDS for a class of initial conditions that supports
a given ergodic measure. A natural follow-up question is to describe the (quenched) long-term
behavior of the RDS for a fixed, typical realization ω of the random environment. Therefore, we
drop the idea of working with one ergodic measure at a time and instead describe a family of
random attractors and basins of attraction, for each ω outside a single P-null event.

The basins of attraction considered in Theorem 3.35 include only functions that depend on the
space variable x but not on ω, since the focus there is on one ergodic measure at a time. While
these spaces include important cases such as all (equivalence classes of) locally bounded Borel-
measurable functions f : R Ñ p0,8q satisfying (3.23) with κ “ κ “ λ, they are not rich enough to
study the quenched problem in the previous paragraph for the following reasons.

(1) The pullback attractors fλ in Theorem 3.35 do depend on ω and a basin of attraction should
contain its pullback attractor.

(2) Studying the RDS for a (P-almost surely) fixed realization of the forcing ω means the basins
of attraction should be allowed to contain initial conditions that depend on ω. See Remark
3.2(iv) in [34] for a discussion of a similar point for general RDS.

Let H denote the space of all functions ω ÞÑ gω from Ω into rCHE, with no measurability require-

ment. For a subset H1 Ă H and ω P Ω, let H1pωq “ tgω : g P H1u Ă rCHE. For λ P R and a time
set T Ă r0,8q with supT “ 8, define Fλ,T exactly as Fλ was defined in Definition 3.20 except
that f P Fλ,T requires that the limits r Ñ ´8 in (3.12)–(3.15) are taken only along times r P ´T .
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Define the subspace Hλ,T of H by

Hλ,T “
 

rf s : f : Ω Ñ CHE and @ω P Ω, p´T q ˆ R Q pr, xq ÞÑ f θrωpxq is in Fλ,T

(
.(3.36)

The next theorem reformulates results from Theorems 3.3, 3.23, and 6.5 in the context of RDS.

Theorem 3.38. The stochastic process
 
fλ� : λ P R,� P t´,`u

(
of (3.33) is σtZpt, ‚ |s, ‚q : s ă

t ď 0u measurable. For any countable set T Ă r0,8q with supT “ 8, there exists an event ΩT

such that PpΩT q “ 1 and for all ω P ΩT , all λ P R, and both signs � P t´,`u:
(i) fωλ�

P Hλ,T pωq.
(ii) fωλ�

is strictly positive, continuous, and fωλ�
p0q “ 1.

(iii) For all t ě s in T , ϕpt ´ s, θsω, f
θsω
λ�

q “ f θtωλ�
.

(iv) If λ R Λω, then for any g P Hλ,T ,

lim
T QtÑ8

drCHE

`
ϕpt, θ´tω,g

θ´tωq, fωλ
˘

“ 0.(3.37)

(v) If λ P Λω, then fωλ´pxq ă fωλ`pxq for all x ą 0 and fωλ´pxq ą fωλ`pxq for all x ă 0.

Remark 3.39. The metric drCHE

controls convergence only on compact sets, so there is no contra-

diction between (i) the range of growth rates at x Ñ 8 and x Ñ ´8 permitted by g P Hλ,T , (ii)
the conservation law (2.21), which says for example that if gω “ g does not depend on ω and every
g P g has exponential growth rates which satisfy (3.17)–(3.19), then ϕpt, θ´tω,gq has the same
growth rates as g for all t P T , and (iii) the convergence in (3.37) to fωλ pxq, which has exponential
growth rate λ in both directions, as x Ñ 8 and as x Ñ ´8, by (3.10).

Part (iii) says that for each λ P R and � P t´,`u, fωλ�
is a random attractor and Theorem 3.1(d)

the definition (3.33) imply that it satisfies (3.23) with κ “ κ “ λ. Parts (i) and (iv) say that for
λ R Λω, Hλ,T pωq is a basin of attraction of fωλ . See Definition 9.3.1 in [5]. Since Ppλ P Λωq “ 0 for
each given λ P R, Theorem 3.35 is in fact a corollary of Theorem 3.38. Both theorems are proved
in Section 12.

Recall the dichotomy from Theorem 3.5(c): either Λω is P-almost surely empty, or Λω is P-almost
surely countable and dense in R. If it is the case that PpΛω “ ∅q “ 1, then, by (3.3), λ ÞÑ fωλ is
continuous, P-almost surely. On the other hand, if PpΛω is countable and denseq “ 1, then part (v)
implies that the process has discontinuities in λ on every interval pλ1, λ2q P R. This suggests Open
Problems 3-8 in Section 4.

Remark 3.40. (Dependence on T ) The dependence on the countable time set T in the full proba-
bility events in Theorems 3.35 and 3.38 can be removed in two ways. One option is to avoid working
with shifts θt and work directly with the operators Ss,t. This involves changing some definitions,
e.g. using the definition of an RDS in Section 2.1 of [37] and, similarly to the definitions in Section

1 of that paper, using the notion of attractors fωt P rCHE at time t, instead of f θtω, and replacing
ϕ-invariance (3.30) with the condition Ss,tf

ω
s “ fωt for all t ą s. Alternatively, one could push

forward the distribution of Zp‚, ‚ | ‚, ‚q and work on its state space Ω “ CpR4
Ò ,R`q instead of Ω. On

Ω, the temporal shift map is continuous and so the issue mentioned in Remark 3.37 is not present.
Either of these approaches will result in a continuous RDS and ϕ becomes a perfect cocycle (see
e.g. Definition 6.2 in [35]). Theorems 3.35 and 3.38 then hold with T “ r0,8q.
Remark 3.41. (Synchronization of KPZ) Because the Hopf-Cole transformation CHE Q f ÞÑ log f P
CKPZ defines a homeomorphism between rCHE and rCKPZ, each result above is equivalent to an
analogous result for the KPZ equation, with minimal notational changes. In particular, one

would replace all instances of rCHE with rCKPZ, ϕ with ψ : r0,8q ˆ Ω ˆ rCKPZ Ñ rCKPZ defined by
ψpt, ω, fq “ xhpt, ‚ |0, fqy, and would need to take logarithms of the expressions in equations like
(3.31) and (3.33). A handful of other similar changes are needed which we do not enumerate.
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Remark 3.42. (Hyperbolicity) Stochastic Hamilton-Jacobi equations like KPZ are expected to be
associated to certain generalized directed polymer measures. See Section 3 of [10]. In this corre-
spondence, ϕ-invariant random variables are associated to infinite-volume polymer measures. Fairly
generally, one expects that when synchronization occurs, the paths (with different terminal points)
under these measures should coalesce either at a finite time or else asymptotically. This property
is known as hyperbolicity. See Conjecture 2 and Section 5 of [10] for further discussion of what
is expected to hold. We introduce the infinite-volume measures in Section 9 and prove locally
uniform (in the pair of space-time terminal points) quenched hyperbolicity in total variation norm
in Theorem 9.4.

4. Open problems

Open Problem 1. Does there exist λ ą 0 and a stationary and ergodic probability measure P

on rCKPZ for the rCKPZ-valued process t ÞÑ K0,tf with the property that for P -almost every f P rCKPZ,

lim
xÑ´8

x´1fpxq “ ´λ and lim
xÑ8

x´1fpxq “ λ for all f P f?

Open Problem 2. Determine whether the set Λω of discontinuities is empty or dense. It suffices

to prove or disprove that PtDλ P R : bλ`p0, 0, 0, 1q ą bλ´p0, 0, 0, 1qu ą 0. More generally, describe

the distribution of the process λ ÞÑ bλ`p0, 0, 0, 1q.
Open Problem 3. For λ P Λω, are uλ˘ from (3.5) the only continuous functions u : R2 Ñ p0,8q
such that up0, ‚q satisfies (3.17)–(3.19) and upt, xq “ Z

`
t, x|s, ups, ‚q

˘
for all x and t ą s? If not,

are there finitely, countably, or uncountably many such solutions?

Open Problem 4. For λ P Λω, what is the basin of attraction of fωλ�
? In particular, is it only

the singleton tfωλ�
u? The same questions can be asked about the solutions in Problem 3, if they do

exist.

Open Problem 5. When λ P Λω and f P Fλ, find the limit points of
Zp0,‚ |r,fpr,‚qq
Zp0,0|r,fpr,‚qq as r Ñ ´8.

Take κ, κ P R and consider a locally bounded Borel function g : R Ñ p0,8q such that

lim
xÑ´8

x´1 log gpxq “ κ and lim
xÑ´8

x´1 log gpxq “ κ.

Define f : R´ ˆ R Ñ p0,8q by fpr, xq “ gpxq. Then it follows from Lemma 3.22 that either
κ ą 0_ p´κq and f P Fκ, or κ ă 0 _ p´κq and f P Fκ, or κ ď 0 ď κ and f P F0, or κ “ ´κ ą 0. In
the last case, there is no λ P R such that f P Fλ. This suggests the following.

Open Problem 6. Take λ ą 0 and suppose g is a locally bounded strictly positive Borel function

satisfying lim|x|Ñ8 |x|´1 log gpxq “ λ. Find the limit points of
ş
R
Zpt, y |r, zq gpzq dzş

R
Zps, x|r, zq gpzq dz as r Ñ ´8.(4.1)

Open Problem 7. Find the limit points in (4.1) for λ P Λω and g as in the previous problem.

Open Problem 8. Find the limit points of
Zp0,‚ |r,fpr,‚qq
Zp0,0|r,fpr,‚qq as r Ñ ´8, for f : R´ ˆ R Ñ p0,8q

such that fpr, ‚q is Borel-measurable for each r P R´ but f R Ť
λPR Fλ.

Open Problem 9. Show that for all t, y, λ P R and � P t`,´u, the distribution of tr´1Xτr : τ ě
0u under the semi-infinite path measure Qλ�

pt,yq introduced in Section 9 satisfies a large deviation

principle with rate function

Iλpfq “ 1

2

ż 8

0
pf 1pτq ` λq2 dτ,

when f : r0,8q Ñ R is such that fp0q “ 0 and pf 1 ` λq P L2pr0,8qq and Iλpfq “ 8 otherwise.
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5. Construction of the Busemann process

This section constructs the Busemann process. The starting point is to build a monotone coupling
of the known (ratio-)stationary distributions of the SHE (1.7) given by geometric Brownian motion
with drift λ P R, all of which are started in the infinite past. To construct the process, we start
the equation from a countable collection of coupled stationary distributions driven by the same
Brownian motion and then take subsequential weak limits of these measures as the initial time
tends to the infinite past.

Because the Busemann process is initially defined through a weak limit, its construction will ini-

tially require working on an extended probability space ppΩ, pF ,Pq. This is a temporary convenience.
Once the limit (3.11) is proved in Section 7, we know that the Busemann process is measurable
with respect to the Green’s function and hence the driving white noise. Using this fact, in Section

8, we revert to pΩ,F ,Pq and the technical details concerning pΩ will become immaterial.
Let D be a countable dense subset of R. Define the product space

(5.1) pΩ “ Ω ˆ CpR4,RqD.
CpR4,Rq comes with its Polish topology of uniform convergence on compact sets and CpR4,RqD
with the product topology and the corresponding Borel σ-algebra. A generic element of pΩ is

denoted by pω. The projection from pΩ onto Ω is denoted by ω and the projection onto CpR4,RqD by

tbλps, x, t, yq : λ P D, s, x, t, y P Ru. Define the white noiseW on the new space pΩ byW ppωq “ W pωq.
We equip pΩ with the completion pF of the product σ-algebra under P.

Denote by pN the σ-algebra generated by the P-null sets. Let pFW,0

s,t “ σpW pfq : f P Ls,tq_ pN. For

each s ď t, we define pFW

s,t “ pFW,0

s´,t` “ Ş
pa,bq:aăsďtăb

pFW,0

a,b to be the associated natural augmented

filtration, which satisfies the “usual conditions”.

Proposition 5.1. There exists a probability measure P on ppΩ, pFq that satisfies the following.

(a) The Ω-marginal of P is P.

(b) For each r, z P R,

tω, bλps, x, t, yq : λ P D, s, x, t, y P Ru d“ tTr,z ω, bλpr ` s, z ` x, r ` t, z ` yq : λ P D, s, x, t, y P Ru.

(c) For any T P R, tbλps, x, t, yq : λ P D, x, y P R, s, t ď T u is independent of pFW

T :8.

In the course of the proof, we establish a monotonicity property (see Lemma 5.3) that allows

us to define the full Busemann process
 
bλ�ps, x, t, yq : s, x, t, y, λ P R, � P t´,`u

(
on ppΩ, pFq by

taking left and right limits in the slope parameter:

bλ´ps, x, t, yq “ lim
DQµÕλ

bµps, x, t, yq and bλ`ps, x, t, yq “ lim
DQµŒλ

bµps, x, t, yq, s, x, t, y, λ P R.

Lemma 5.7 says that for λ P D, bλ˘ ” bλ, i.e., the new definitions extend the old one. The next
result gives the properties of the above process.

Proposition 5.2. The measure P satisfies:

(a) For each λ P R, Ptbλ´ps, x, t, yq “ bλ`ps, x, t, yq @s, x, t, yu “ 1.
(b) For each t, λ P R and � P t´,`u, the process tbλ�pt, x, t, yq : x, y P Ru has the same

distribution under P as Bpyq ´Bpxq `λpy´xq, where B is a two-sided standard Brownian

motion.

There exists an event pΩ0 P pF such that PppΩ0q “ 1 and the following hold for all pω P pΩ0.

(c) For all x ă y, all t, and µ ă λ,

bµ´pt, x, t, yq ď bµ`pt, x, t, yq ď bλ´pt, x, t, yq ď bλ`pt, x, t, yq and

bµ´pt, y, t, xq ě bµ`pt, y, t, xq ě bλ´pt, y, t, xq ě bλ`pt, y, t, xq.
(5.2)
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(d) For all r, s, x, t, y, z and all � P t´,`u
bλ�pr, x, s, yq ` bλ�ps, y, t, zq “ bλ�pr, x, t, zq.(5.3)

(e) For all s, x, t, y, λ and all � P t´,`u
bλ´ps, x, t, yq “ lim

µÕλ
bµ�ps, x, t, yq and bλ`ps, x, t, yq “ lim

µŒλ
bµ�ps, x, t, yq.(5.4)

(f) For all t ą r, all s, x, y, and all � P t´,`u

eb
λ�ps,x,t,yq “

ż 8

´8
Zpt, y |r, zqebλ�ps,x,r,zq dz.(5.5)

The rest of this section is dedicated to the construction of P and the proofs of Propositions 5.1
and 5.2.

Let P be the distribution on CpR,Rq of two-sided standard Brownian motion tBpxq : x P Ru with
Bp0q “ 0. Let P b P be the product probability measure on the space Ω ˆ CpR,Rq, equipped with
the completion of the product Borel σ-algebra. On this space, for z, λ P R, define

(5.6) fλpzq “ eBpzq`λz for z P R.

Then fλ P MHE almost surely. For t ě S and x P R, define Zpt, x|S, fλq on Ω ˆ CpR,Rq as per
(2.7). By [1, Theorem 2.6] and (2.16), we have that P b P-almost surely, Zpt, y |S, fλq is positive
and continuous on pt, yq P rS,8q ˆ R. For x, y P R and s, t ě S, let

bλSps, x, t, yq “ logZpt, y |S, fλq ´ logZps, x|S, fλq.(5.7)

Note that (2.12) implies that for S fixed, P b P-almost surely, simultaneously for all t ą r ą S,
s ą S, and x, y,

bλSps, x, t, yq “ log

ş8
´8 Zpt, y |r, zqZpr, z |S, fλq dz

Zps, x|S, fλq “ log

ż 8

´8
Zpt, y |r, zqebλS ps,x,r,zq dz.(5.8)

This implies that for any r ě S, one can compute tbλSps, x, t, yq : s, t P pr,8q, x, y P Ru from

tbλSpr, x, r, yq : x, y P Ru and tZpt, y |r, zq : t P pr,8q, y, z P Ru.
Lemma 5.3. Take S P R and λ ą µ. Then P b P-almost surely, for all real x ă y and t ě S,

bλSpt, x, t, yq ě b
µ
Spt, x, t, yq.

Proof. By (2.7),

bλSpt, x, t, yq “ logZpt, y |S, fλq ´ logZpt, x|S, fλq

“ log

ż 8

´8
eBpzq`λzZpt, y |S, zq dz ´ log

ż 8

´8
eBpzq`λzZpt, x|S, zq dz.

Differentiate with respect to λ to get

BλbλSpt, x, t, yq “
ş8

´8 z eBpzq`λzZpt, y |S, zq dz
ş8

´8 eBpzq`λzZpt, y |S, zq dz
´

ş8
´8 z eBpzq`λzZpt, x|S, zq dz
ş8

´8 eBpzq`λzZpt, x|S, zq dz
.

The differentiation is justified by (2.16): since B does not grow faster than linearly, P b P almost
surely, ż 8

´8
Zpt, y|S, zq |z|eBpzq`c|z| dz ă 8

for all c ě 0 and all S, t, y with t ą S.
Consider the Markov process Qpt,xq,pS,fλq defined in Section 2.4. Denote the position of the

Markov process at times s by Xs. By Proposition 2.18 in [1], we have that if x ă y, then Qpt,xq,pS,fλq
is stochastically dominated by Qpt,yq,pS,fλq. Therefore, E

Qpt,yq,pS,fλqrXSs ě EQpt,xq,pS,fλqrXSs.
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Now compute

EQpt,xq,pS,fλqrXSs “
ż 8

´8
z πS,fλpS, z |t, xq dz “

ż 8

´8
z
Zpt, x|S, zqZpS, z |S, fλq

Zpt, x|S, fλq dz

“
ż 8

´8
z
Zpt, x|S, zqeBpzq`λz

Zpt, x|S, fλq dz “
ş8

´8 z eBpzq`λzZpt, x|S, zq dz
ş8

´8 eBpzq`λzZpt, x|S, zq dz
.

From this,

BλbλSpt, x, t, yq “ EQpt,yq,pS,fλqrXSs ´ EQpt,xq,pS,fλqrXSs ě 0.

This proves that bλSpt, x, t, yq is nondecreasing in λ and the proof is complete. �

We turn to extending the distribution of pω, bSq as we let S Œ ´8. Note that the distributional
equality in (5.9) below is not valid without restricting Z to rT,8q because bλS on rT,8q depends
on Z in the time interval pS, T q. We get around this inconsistency by averaging over S P p´8, T q.

Lemma 5.4. Let λ P R and S ď T . Then, under P b P,

`
Z
ˇ̌
prT,8qˆRˆrT,8qˆRqXR4

Ò
, bλS

ˇ̌
rT,8qˆRˆrT,8qˆR

˘ d“
`
Z
ˇ̌
prT,8qˆRˆrT,8qˆRqXR4

Ò
, bλT

˘
.(5.9)

In particular,

tbλSpT, x, T, yq : x, y P Ru d“ tBpyq ´Bpxq ` λpy ´ xq : x, y P Ru.(5.10)

Proof. By Lemma A.5 in [1], for each fixed S and λ, Zp‚, ‚ |S, fλq is indistinguishable from the
unique adapted continuous solution to the mild equation

Zpt, y |S, fλq “
ż 8

´8
ρpt´ S, y ´ xqfλpxq pdxq `

ż t

S

ż 8

´8
ρpt´ u, y ´ zqZpu, z |S, fλqW pdu dzq.

By Proposition 3.19 on page 218 in [49] or Remark 8.3 in [56], we have that under P b P,

!
eb

λ
SpT,0,T,yq “ ZpT, y |S, fλq

ZpT, 0|S, fλq : y P R

)
d“ tfλpyq : y P Ru

and the processes on both sides of the above equality are independent of FW
T :8. Furthermore, by

(5.8) with s “ r “ T and x “ 0,

!
eb

λ
SpT,0,t,yq “ Zpt, y |S, fλq

ZpT, 0|S, fλq : t ě T, y P R

)

satisfies

eb
λ
SpT,0,t,yq “

ż 8

´8
Zpt, y |T, zqebλS pT,0,T,zq dz.

By (2.7), tZpt, y |T, fλq : t ě T, y P Ru satisfies the same formula, with eb
λ
SpT,0,T,‚q replaced by fλ.

Consequently, for each S ď T ,

`
Z
ˇ̌
prT,8qˆRˆrT,8qˆRqXR4

Ò
, eb

λ
SpT,0,‚ ,‚qˇ̌

rT,8qˆR

˘ d“
`
Z
ˇ̌
prT,8qˆRˆrT,8qˆRqXR4

Ò
, Zp‚, ‚ |T, fλq

ˇ̌
rT,8qˆR

˘
.

In particular, the distribution of the left-hand side does not depend on S and (5.9) follows from
this and from

bλSps, x, t, yq “ bλSpT, 0, t, yq ´ bλSpT, 0, s, xq.
Claim (5.10) follows because bλT pT, x, T, yq “ log fλpyq ´ log fλpxq by (2.7) and (5.7). �
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Recall that D is a countable dense subset of R. Equip C
`
rS,8q ˆ R ˆ rS,8q ˆ R,R

˘
with the

Polish topology of uniform convergence on compact sets. Let PS be the joint distribution of ω and
tbλSps, x, t, yq : x, y P R, s, t P rS,8q, λ P Du, induced by P b P, (2.7), and (5.7), on the product
space

pΩS “ Ω ˆ C
`
rS,8q ˆ R ˆ rS,8q ˆ R,R

˘D
,

equipped with the product topology and Borel σ-algebra. Recall that Ω is a Polish space. Therefore,
pΩS is also Polish.

Lemma 5.5. There exists a measure P on ppΩ, pFq and a sequence pSj : j P Nq satisfying Sj Ñ ´8
with the property that for every T P R,

1

T ´ Sj

ż T

Sj

PR|pΩT
dR ÝÑ

jÑ8
P|pΩT

on the space pΩT .

Proof. Our first claim is that for each T P R, the family
 

1
T´S

şT
S
PR|pΩT

dR : S P p´8, T q
(
is

tight on pΩT . In order to show tightness on a countable product space, it is enough to prove
the tightness on each of the factors. Lemma 5.4 implies that for any λ P D, the distribution of
tbλRps, x, t, yq : x, y P R, s, t ě T u under P b P does not depend on R P p´8, T s. Since P is a

probability measure on a Polish space, it is also tight. Hence, the family is tight on pΩT .
Using Prohorov’s theorem and the diagonal trick, we may find a sequence Sj Œ ´8 such that

for all T P Z, there exists a weak limit

(5.11)
1

T ´ Sj

ż T

Sj

PR|pΩT
dR ÝÑ

jÑ8
pPT

on the space pΩT . Define for any T 1 P R and T P Z with T ă T 1 a measure on pΩT 1 via pPT 1 “ pPT |pΩT 1
.

This definition is consistent because for T ă T 1 in Z,

pPT |pΩT 1
“ lim

jÑ8
1

T ´ Sj

ż T

Sj

`
PR|pΩT

˘
|pΩT 1

dR “ lim
jÑ8

1

T 1 ´ Sj

ż T 1

Sj

PR|pΩT 1
dR “ pPT 1 .

A similar computation shows that (5.11) holds for all T P R. The above consistency and the
projective version of Kolmogorov’s extension theorem, [75, Corollary 8.22], then imply the existence

of a measure P on ppΩ, pFq with the property that pPT “ P|pΩT
as measures on pΩT . �

Recall that the coordinate projection onto CpR4,RqD is denoted by tbλps, x, t, yq : λ P D, s, x, t, y P
Ru.
Lemma 5.6. For each real pair S ď T and λ P D,

the joint distribution of
`
Z
ˇ̌
prT,8qˆRˆrT,8qˆRqXR4

Ò
, bλ

ˇ̌
rT,8qˆRˆrT,8qˆR

˘
under P

“ the joint distribution of
`
Z
ˇ̌
prT,8qˆRˆrT,8qˆRqXR4

Ò
, bλS

ˇ̌
rT,8qˆRˆrT,8qˆR

˘
under P b P.

In particular, the joint distribution of
`
Z
ˇ̌
prT,8qˆRˆrT,8qˆRqXR4

Ò
, bλ

ˇ̌
rT,8qˆRˆrT,8qˆR

˘
under P is

ergodic under shifts in space.

At this point, we cannot claim any ergodicity of P under shifts in time. This comes in Section
8 as a consequence of the almost sure limit (3.11).

Proof of Lemma 5.6. From (5.9), we have that for R ă T , the distribution of
`
Z
ˇ̌
prT,8qˆRˆrT,8qˆRqXR4

Ò
, bλ

˘
(5.12)
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under PR|pΩT
is the same as that of

`
Z
ˇ̌
prT,8qˆRˆrT,8qˆRqXR4

Ò
, bλT

˘
(5.13)

under PbP. In the expression above, the projection bλ is restricted to bλ P C
`
rT,8q ˆRˆ rT,8q ˆ

R,R
˘
because PR|pΩT

is a probability measure on pΩT . Consequently, for S ă T , the distribution

of (5.12) under pT ´ Sq´1
şT
S
PR|pΩT

dR is the same as that of (5.13) under P b P. Since P|pΩT
is a

limit point of these Cesàro averages, the distribution of (5.12) under P|pΩT
is the same as that of

(5.13) under P b P.
Recall that Brownian motion is the integral of a one-dimensional white noise, which is mixing

under non-trivial shifts. We have assumed that for a ‰ 0, T0,a is mixing on pΩ,FW ,Pq. For b ‰ 0,
call τbfp¨q “ fpb ` ¨q the shift by b on CpR,Rq. Since independent mixing processes are jointly
mixing [20, Theorem 5.1(a)], it follows that for a, b ‰ 0, T0,a b τb is ergodic on pΩ ˆ CpR,Rq,
FW b BpCpR,Rqq,P bP q. The claimed ergodicity then follows from the FW b BpCpR,Rqq mea-
surability of

`
Z
ˇ̌
prT,8qˆRˆrT,8qˆRqXR4

Ò
, bλS

ˇ̌
rT,8qˆRˆrT,8qˆR

˘
. �

Proof of Propositions 5.1 and 5.2. Proposition 5.1 follows from the construction of P. We prove
Proposition 5.2.

As a consequence of Lemma 5.6, the monotonicity proved in Lemma 5.3 transfers to a mono-
tonicity P-almost surely and now for all times t P R. This allows us to take left and right limits in
the parameter λ to extend tbλpt, x, t, yq : t, x, y P R, λ P Du to λ P R by defining

bλ´pt, x, t, yq “ lim
DQµÕλ

bµpt, x, t, yq and bλ`pt, x, t, yq “ lim
DQµŒλ

bµpt, x, t, yq,(5.14)

for all t, x, y P R with x ă y and setting bλ˘pt, x, t, xq “ 0 and bλ˘pt, x, t, yq “ ´bλ˘pt, x, t, yq
when x ą y. Then (5.2) is satisfied and part (c) is proved. We also have for all s, x, y, λ P R and
� P t´,`u,

bλ´ps, x, s, yq “ lim
µÕλ

bµ�ps, x, s, yq and bλ`ps, x, s, yq “ lim
µŒλ

bµ�ps, x, s, yq.(5.15)

For s ă t and λ P R, define

bλ˘ps, x, t, yq “ log

ż 8

´8
Zpt, y |s, zqebλ˘ps,x,s,zq dz

“ log
´ ż x

´8
Zpt, y |s, zqebλ˘ps,x,s,zq dz `

ż 8

x

Zpt, y | s, zqebλ˘ps,x,s,zq dz
¯
.

(5.16)

(5.4) follows from monotone convergence and (5.15). For s ą t, let bλ˘ps, x, t, yq “ ´bλ˘pt, y, s, xq.
The limits in (5.4) still hold for this case. Part (e) is proved.

Part (d) follows from the definition (5.7), Lemma 5.6 (which transfers the property to bλ, λ P D),
and the limits (5.4).

For t ą r ą q (5.16) and (2.11) imply

eb
λ�pq,x,t,yq “

ż 8

´8

ż 8

´8
Zpt, y |r, zqZpr, z |q, wqebλ� pq,x,q,wq dz dw

“
ż 8

´8
Zpt, y |r, zq

ż 8

´8
Zpr, z |q, wqebλ�pq,x,q,wq dw dz

“
ż 8

´8
Zpt, y |r, zqebλ�pq,x,r,zq dz.

Multiplying both sides by eb
λ�ps,x,q,xq and using the cocycle property (5.3) gives (5.5) and part (f).
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Next, we prove part (a). By monotone convergence, (5.14), and Lemma 5.6 with S “ T “ r, we
have, for r, x, y, λ P R,

Erbλ´pr, x, r, yqs “ lim
DQµÕλ

Erbµpr, x, r, yqs “ lim
DQµÕλ

µpy ´ xq “ λpy ´ xq

and similarly

Erbλ`pr, x, r, yqs “ λpy ´ xq.
Thus, for any given r, x, y, λ P R with x ă y we have P-almost surely

ż y

x

pbλ`pr, x, r, zq ´ bλ´pr, x, r, zqq dz ě 0

and

E
”ż y

x

pbλ`pr, x, r, zq ´ bλ´pr, x, r, zqq dz
ı

“
ż y

x

E
“
bλ`pr, x, r, zq ´ bλ´pr, x, r, zq

‰
dz “ 0.

Consequently, for all r P R, P-almost surely,

bλ`pr, x, r, yq “ bλ´pr, x, r, yq for Lebesgue-almost every x, y P R.

But now, (5.5) implies that for all r, λ P R, there exists an event pΩr,λ such that PppΩrq “ 1 and

for each pω P pΩr,λ, b
λ´pr, x, t, yq “ bλ`pr, x, t, yq for all t ą r and x, y P R. By the cocycle property

(5.3) we have that bλ�ps, x, t, yq “ bλ�pr, 0, t, yq´bλ�pr, 0, s, xq for all � P t´,`u, r P Z, and s, t ą r.
This implies that for each λ P R, the following holds P-almost surely:

bλ´ps, x, t, yq “ bλ`ps, x, t, yq for all s, x, t, y P R.

Part (a) is proved.
Lemma 5.7 below shows that when λ P D, we actually have Ppbλ´ ” bλ` ” bλq “ 1. This and

Lemma 5.6 with S “ T “ t imply the claim in part (b) when λ P D. Since D is arbitrary and
any given λ P R can be thrown into D, the distributional claim in fact holds for all λ P R. The
proposition is proved. �

The next lemma shows that when λ P D, the newly defined bλ˘ are the same as the old bλ.

Lemma 5.7. If λ P D, then P-almost surely bλ´ps, x, t, yq “ bλ`ps, x, t, yq “ bλps, x, t, yq for all

s, x, t, y P R.

Proof. If λ P D, then monotonicity and the limits (5.14) give

bλ´pr, x, r, yq “ lim
DQµÕλ

bµpr, x, r, yq ď bλpr, x, r, yq ď lim
DQµŒλ

bµpr, x, r, yq “ bλ`pr, x, r, yq

for all r, x, y P R with x ă y. This and Proposition 5.2(a) give that P-almost surely, bλ´ps, x, t, yq “
bλ`ps, x, t, yq “ bλps, x, t, yq for all s, x, t, y P R. �

6. Shape theorems

The next item on the way to the limits (3.11) and (3.20) are shape theorems for the Green’s
function and the Busemann process. These are Theorem 3.8 above and Proposition 6.2 below. The
proofs begin with the next preliminary version of the shape theorem for the Green’s function, where
some of the variables are restricted to a lattice. The distinction between statements (6.2) and (6.3)
below lies in which spatial variable, x or y, is restricted to a discrete set.

Lemma 6.1. There exists a finite constant c0 ą 0 such that the following holds. If the sets Sn Ă R,

Tn Ă R, and Vn Ă R have no accumulation points and the constant C ą 0 satisfies
ÿ

nPN
n
ˇ̌
tps, t, vq P Sn ˆ Tn ˆ Vn : s ă t, |s| ` |t| ` |v| ď Cnu

ˇ̌
e´c0n ă 8,(6.1)
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then the following hold P-almost surely: for any M ą 0,

lim
nÑ8

n´1 sup
ps,x,t,yq PSnˆRˆTnˆVn: tąs,

s,t,y P r´Cn,Cns, |x|ďMn

ˇ̌
ˇ logZpt, y |s, xq ` t´ s

24
` py ´ xq2

2pt ´ sq
ˇ̌
ˇ “ 0(6.2)

and

lim
nÑ8

n´1 sup
ps,x,t,yqPSnˆVnˆTnˆR:tąs,

s,t,xPr´Cn,Cns,|y|ďMn

ˇ̌
ˇ logZpt, y |s, xq ` t´ s

24
` py ´ xq2

2pt ´ sq
ˇ̌
ˇ “ 0.(6.3)

Proof. We prove (6.2) and (6.3) comes similarly or by using the reflection invariance recorded as
(2.9).

Recall the renormalized Green’s function Zpt, y |s, xq “ Zpt, y |s, xq{ρpt´s, y´xq from (2.14). As
recorded in Proposition 1.4 in [4] or Corollary 2.4 in [1], the process x ÞÑ Zpt, y |s, xq is stationary.
Using this in the first equality and then and the translation and reflection invariance in (2.8) and
(2.9) as part of the second inequality, we have the following:

P

!
sup

ps,x,t,yq PSnˆRˆTnˆVn: tąs,

s,t,yPr´Cn,Cns, |x|ďMn

ˇ̌
ˇ logZpt, y |s, xq ` t´ s

24
` py ´ xq2

2pt ´ sq
ˇ̌
ˇ ě εn

)

ď
ÿ

|m|ďMn`1

ÿ

ps,t,yq PSnˆTnˆVn:

săt, s,t,yPr´Cn,Cns

P

!
sup

mďxďm`1

ˇ̌
ˇ logZpt, y |s, xq ` t´ s

24
` py ´ xq2

2pt ´ sq
ˇ̌
ˇ ě εn

)

“
ÿ

|m|ďMn`1

ÿ

ps,t,yq PSnˆTnˆVn:

săt, s,t,yPr´Cn,Cns

P

!
sup

0ďxď1

ˇ̌
ˇ logZpt, y |s, xq ` t´ s

24
` log ρpt´ s, 0q

ˇ̌
ˇ ě εn

)

ď 2pMn` 1q
ÿ

ps,t,yq PSnˆTnˆVn:

săt, s,t,yPr´Cn,Cns

ˆ
P

!ˇ̌
ˇ logZpt´ s, 0|0, 0q ` t´ s

24

ˇ̌
ˇ ě εn{2

)

` P

!
sup

0ďwď1

ˇ̌
ˇ logZpt´ s,w |0, 0q ` w2

2pt´ sq ´ logZpt´ s, 0|0, 0q
ˇ̌
ˇ ě εn{2

)˙
.

ď 2pMn` 1q
ÿ

ps,t,yq PSnˆTnˆVn:

săt, s,t,yPr´Cn,Cns

ˆ
P

!ˇ̌
ˇ logZpt´ s, 0|0, 0q ` t´ s

24

ˇ̌
ˇ ě εn{2

)

`
2ÿ

i“´1

P

!ˇ̌
ˇ logZpt´ s, 0|i, 0q ` t´ s

24

ˇ̌
ˇ ě εn{8

)

` P

!
sup

0ďwď1

ˇ̌
ˇ logZpt´ s,w |0, 0q ` w2

2pt´ sq ´ logZpt´ s, 0|0, 0q
ˇ̌
ˇ ě εn{2,

ˇ̌
ˇ logZpt´ s, 0|i, 0q ` t´ s

24

ˇ̌
ˇ ă εn{8 for i P t´1, 0, 1, 2u

)˙
.

Proposition 4.3 of [33] says that the last probability on the right-hand side is bounded above by

C 1e´c1n4{3
for some finite strictly positive C 1 and c1. By Theorems 1.11 of [31] and Theorem 1.1

of [32], the other two probabilities on the final right-hand side are bounded above by C2e´c2n, for
some finite strictly positive constants C2 and c2. Since we assume (6.1), claim (6.2) follows from
the above and the Borel-Cantelli lemma. �
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Proof of Theorem 3.8. At various points in this proof it is convenient to use (2.14) to switch between
studying Z and Z. We first prove the statement over bounded time differences:

lim
nÑ8

n´1 sup
ps,x,t,yqPR4:0ăt´sď1
s,x,t,yPr´Cn,Cns

ˇ̌
ˇ logZpt, y |s, xq ` t´ s

24
´ log ρpt´ s, y ´ xq

ˇ̌
ˇ “ 0.(6.4)

Since t´ s ď 1 we can ignore the term pt ´ sq{24. Take δ ą 0 and write

P

!
sup

ps,x,t,yqPR4:0ďt´sď1
s,x,t,yPr´Cn,Cns

| logZpt, y |s, xq| ě δn
)

ď
ÿ

mPr´Cn´1,CnsXZ

P

!
sup

mďsďm`1,sďtďs`1
x,yPr´Cn,Cns

| logZpt, y |s, xq| ě δn
)

ď C 1nP
!

sup
0ďsďtď2

x,yPr´Cn,Cns

| logZpt, y |s, xq| ě δn
)

ď C 1nP
!

sup
0ďsďtď2

x,yPr´Cn,Cns

Zpt, y |s, xq ě eδn
)

` C 1nP
!

sup
0ďsďtď2

x,yPr´Cn,Cns

Zpt, y |s, xq´1 ě eδn
)

ď C2n4e´δn.

In the last inequality uses Corollary 3.10 in [1]. (6.4) follows from this and the Borel-Cantelli
lemma.

With (6.4) at hand (3.8) follows if we show

lim
nÑ8

n´1 sup
ps,x,t,yqPR4:t´są1
s,x,t,yPr´Cn,Cns

ˇ̌
ˇ logZpt, y |s, xq ` t´ s

24
` py ´ xq2

2pt ´ sq
ˇ̌
ˇ “ 0.(6.5)

Since the above event is monotone in C, it is enough to work with a fixed C ą 0. We prove the
lower and upper bounds separately.

Step 1: Lower bound. For n P N let Sn “ Tn “ n´2Z and Vn “ n´1Z. Then (6.1) is satisfied for
any strictly positive C and c0. Consequently, (6.2) and (6.3) hold P-almost surely, for any strictly
positive C and M .

For s P R let k “ rn2ss ` 1 and s1 “ n´2k and for t P R let ℓ “ tn2tu ´ 1 and t1 “ n´2ℓ. Note
that if t´ s ą 1 and n2 ě 8, then

s ă s1 ď s` 2n´2 ă t´ 1 ` 2n´2 ď t´ 2n´2 ´ 1{2 ď t1 ´ 1{2.
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For x P R let m “ tnxu and x1 “ m{n and for y P R let m1 “ tnyu and y1 “ m1{n. Then

(6.6)

Zpt, y |s, xq

“
ż 8

´8

ż 8

´8
Zpt, y |t1, wqρpt ´ t1, y ´ wqZpt1, w |s1, uqρps1 ´ s, u´ xqZps1, u|s, xq dw du

ě
x1`n´1ż

x1

y1`n´1ż

y1

Zpt, y |t1, wqρpt ´ t1, y ´ wqZpt1, w |s1, uqρps1 ´ s, u´ xqZps1, u|s, xq dw du

ě
!

inf
y1ďv,wďy1`n´1

t1`n´2ďrďt1`2n´2

Zpr, v |t1, wq
)

¨
!

inf
x1ďu,vďx1`n´1

s1´2n´2ďrďs1´n´2

Zps1, u|r, vq
)

¨
ż x1`n´1

x1

ż y1`n´1

y1
ρpt ´ t1, y ´ wqZpt1, w |s1, uqρps1 ´ s, u´ xq dw du.

By [1, Corollary 3.11], we have

E

”
sup

0ďu,vď1
0ďrďn´2

Zp2n´2, u|r, vq´1
ı

ď E

”
sup

0ďu,vď1
0ďrďsď2

Zps, u|r, vq´1
ı

“ C ă 8.(6.7)

A simple calculus computation shows that

(6.8) @α ě 1 Dcα ă 8 : @x ě 0 plogp1 ` xqqα ď cαx.

Next, let A be an arbitrary set and g : A Ñ p0,8q. Then we have this bound @p ě q ą 0:

(6.9)

`
rinf
x

log gpxqs´˘p “
`“
sup
x

log
`
gpxq´1

˘‰`˘p ď
`
sup
x

log
`
1 ` gpxq´1

˘˘p

“ sup
x

`
log

`
1 ` gpxq´1

˘˘p ď c
q

p{q ¨ sup
x
gpxq´q,

where for the last inequality we used (6.8) with α “ p{q.
By (6.7) and (6.9) we have

E

”´”
inf

0ďu,vďn´1

0ďrďn´2

logZp2n´2, u|r, vq
ı´¯pı

ď E

”´”
inf

0ďu,vď1
0ďrďn´2

logZp2n´2, u|r, vq
ı´¯pı

ď Ccp

for any 1 ď p ă 8. Taking p ą 6 and using a union bound then the Borel-Cantelli lemma gives

lim
nÑ8

n´1 sup
|m|ďCn2`1
|k|ďCn3`2

´
inf

n´1mďu,vďn´1pm`1q
pk´2qn´2ďrďpk´1qn´2

logZpn´2k, u|r, vq
¯´

“ 0 a.s.(6.10)

Similarly,

lim
nÑ8

n´1 sup
|m1|ďCn2`1
|ℓ|ďCn3`2

´
inf

n´1m1ďv,wďn´1pm1`1q
pℓ`1qn´2ďrďpℓ`2qn´2

logZpr, v |n´2ℓ, wq
¯´

“ 0 a.s.(6.11)

Next we treat the last double integral in (6.6). Note that |y´w| _ |u´ x| ď n´1 and both t´ t1

and s1 ´ s are between n´2 and 2n´2. Therefore, the double integral is bounded below by

p4πeq´1n2
ż x1`n´1

x1

ż y1`n´1

y1
Zpt1, w |s1, uq dw du ě

ż x1`n´1

x1

ż y1`n´1

y1
Zpt1, w |s1, uq dw du

for n large enough. Apply (C.1) to write

Zpt1, w |s1, uq ě Zpt1, w |s1, x1qZpt1, y1 |s1, uq
Zpt1, y1 |s1, x1q .
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Factoring the above double integral gives

log

ż x1`n´1

x1

ż y1`n´1

y1
Zpt1, w |s1, uq dw du

ě log

ż y1`n´1

y1
Zpt1, w |s1, x1q dw ` log

ż x1`n´1

x1
Zpt1, y1 |s1, uq du ´ logZpt1, y1 |s1, x1q.

To derive a lower bound, restrict s, x, t, y to r´Cn,Cns. Recall that y1 ď y ď y1 ` n´1 and
x1 ď x ď x1 ` n´1 and, as in the integrals above, consider u P rx1, x1 ` n´1s and w P ry1, y1 ` n´1s.
In the first inequality below, for the cross term in the numerator use |w ´ u ` y ´ x| ď 4Cn `
2n´1 ď 4pCn ` 1q, |w ´ y| ď n´1 and |x ´ u| ď n´1. Recall also that t1 ´ s1 ě 1{2, t ´ s ą 1,
n´2 ď t´ t1 ď 2n´2, and n´2 ď s1 ´ s ď 2n´2.

(6.12)

pw ´ x1q2 ` py1 ´ uq2 ´ py1 ´ x1q2
2pt1 ´ s1q

“ 2pu ´ x1qpw ´ y1q ` pw ´ u` y ´ xqpw ´ u´ y ` xq ` py ´ xq2
2pt1 ´ s1q

ď 2n´2 ` 8pCn` 1qn´1 ` py ´ xq2
2pt1 ´ s1q ď 2 ` 8pC ` 1q ` py ´ xq2

2pt1 ´ s1q

ď 10 ` 8C ` 4C2n2p|t ´ t1| ` |s ´ s1|q
2pt ´ sqpt1 ´ s1q ` py ´ xq2

2pt ´ sq

ď 10 ` 8C ` 16C2 ` py ´ xq2
2pt ´ sq .

Return to (6.6) to collect the bounds. Use t1 ´ s1 “ ptn2tu ´ rn2ss ´ 2qn´2 ď t´ s and use (6.12)

to bound py´xq2
2pt´sq from below.

inf
ps,x,t,yqPR4:t´są1,
s,x,t,yPr´Cn,Cns

´
logZpt, y |s, xq ` t´ s

24
` py ´ xq2

2pt ´ sq
¯

ě inf
|m1|ďCn2`1
|ℓ|ďCn3`2

inf
n´1m1ďv,wďn´1pm1`1q
pℓ`1qn´2ďrďpℓ`2qn´2

logZpr, v |n´2ℓ, wq

` inf
|m|ďCn2`1
|k|ďCn3`2

inf
n´1mďu,vďn´1pm`1q

pk´2qn´2ďrďpk´1qn´2

logZpn´2k, u|r, vq

` inf
ps1,x1,t1,wqPSnˆVnˆTnˆR:t1ąs1,

s1,x1,t1,wPr´Cn´2,Cn`2s

´
logZpt1, w |s1, x1q ` t1 ´ s1

24
` pw ´ x1q2

2pt1 ´ s1q
¯

` inf
ps1,u,t1,y1qPSnˆRˆTnˆVn:t1ąs1,

s1,u,t1,y1Pr´Cn´2,Cn`2s

´
logZpt1, y1 |s1, uq ` t1 ´ s1

24
` py1 ´ uq2

2pt1 ´ s1q
¯

´ sup
ps1,x1,t1,y1qPSnˆVnˆTnˆVn:t1ąs1,

s1,x1,t1,y1Pr´Cn´2,Cn`2s

´
logZpt1, y1 |s1, x1q ` t1 ´ s1

24
` py1 ´ x1q2

2pt1 ´ s1q
¯

´ p10 ` 8Cq ´ 16C2.
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Then (6.10), (6.11), (6.2), and (6.3) give

(6.13) lim
nÑ8

n´1 inf
ps,x,t,yqPR4:t´są1,
s,x,t,yPr´Cn,Cns

´
logZpt, y |s, xq ` t´ s

24
` py ´ xq2

2pt ´ sq
¯

ě 0.

Step 2: Upper bound. Take M ą C ą 0. Decompose as

(6.14)

Zpt, y |s, xq “
ĳ

R2zr´Mn,Mns2

Zpt, y |ℓ{4, wqZpℓ{4, w |k{4, uqZpk{4, u|s, xq dw du

`
ĳ

r´Mn,Mns2

Zpt, y |ℓ{4, wqZpℓ{4, w |k{4, uqZpk{4, u|s, xq dw du.

We address the first integral on the right. For any ℓ, k,m,m1 P Z with ℓ ą k, |m|_|m1| ď Cn`1,
and pℓ´ kq{4 ď 2Cn, we have

P

#
sup

mďxďm`1
pk´2q{4ďsďpk´1q{4

m1ďyďm1`1
pℓ`1q{4ďtďpℓ`2q{4

log

ĳ

R2zr´Mn,Mns2

Zpt, y |ℓ{4, wqZpℓ{4, w |k{4, uqZpk{4, u|s, xq dw du ě ´an2
+

ď ean
2

ĳ

R2zr´Mn,Mns2

E

«
sup

m1ďyďm1`1
pℓ`1q{4ďtďpℓ`2q{4

Zpt, y |ℓ{4, wq
ff
ρ
`
pℓ´ kq{4, w ´ u

˘

ˆ E

«
sup

mďxďm`1
pk´2q{4ďsďpk´1q{4

Zpk{4, u|s, xq
ff
dw du

“ ean
2

ĳ

R2zr´Mn,Mns2
E

«
sup

m1´wďzďm1´w`1
1{4ďrď1{2

Zpr, z |0, 0q
ff
ρ
`
pℓ´ kq{4, w ´ u

˘
E

«
sup

u´m´1ďzďu´m
1{4ďrď1{2

Zpr, z |0, 0q
ff
dw du

ď Cean
2

ĳ

R2zr´Mn,Mns2

pm1 ´ wq3pu ´mq3 sup
m1´wďzďm1´w`1

1{4ďrď1{2

ρpr, zq ρ
`
pℓ´ kq{4, w ´ u

˘
sup

u´m´1ďzďu´m
1{4ďrď1{2

ρpr, zq dw du

ď C 1ean
2

ĳ

R2zr´Mn,Mns2

e´cpw´m1q2e´ pw´uq2
4Cn e´cpu´mq2 dw du

ď C 1ean
2

ż 8

´8
e´cpw´m1q2 dw ¨

ż

Rzr´Mn,Mns
e´cpu´mq2 du

`C 1ean
2

ż 8

´8
e´cpu´mq2 du ¨

ż

Rzr´Mn,Mns
e´cpw´m1q2 dw

ď C2ean
2

ż 8

pM´Cqn´1
e´cv2 dv.

For the equality we used shift invariance and reflection symmetry from [1, Proposition 2.3]. For
the second inequality we used Corollary 3.10 in [1] and for the third inequality we used the bounds
1{4 ă pℓ´ kq{4 ď t´ s ď 2Cn. For the last inequality we used |m| _ |m1| ď Cn` 1.
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The above bounds, a union bound, and the Borel-Cantelli lemma tell us that P-almost surely,
for any a ą 0, and for any M large enough relative to a and C,

lim
nÑ8

n´2 sup
ps,x,t,yqPR4:t´są1,
s,x,t,yPr´Cn,Cns

log

ĳ

R2zr´Mn,Mns2

Z
`
t, y

ˇ̌
pt4tu ´ 1q{4, w

˘

ˆ Z
`
pt4tu ´ 1q{4, w

ˇ̌
pr4ss ` 1q{4, u

˘
Z
`
pr4ss ` 1q{4, u

ˇ̌
s, x

˘
dw du ď ´a.

(6.15)

This takes care of the first integral in (6.14).

For the second integral in (6.14) we start by recording bounds on the discrete lattice from (6.2)
and (6.3): P-almost surely, for any δ ą 0, if n is large enough, then for any ps, u, t, wq P R4 with
t´ s ą 1, |s| ` |t| ď Cn, and |u| _ |w| ď Mn,

logZ
`
t4tu ´ 1q{4, w

ˇ̌
pr4ss ` 1q{4, tuu ` 1

˘
ď δn ` 1

24
´ t´ s

24
´ 2pw ´ tuu ´ 1q2`

t4tu ´ r4ss ´ 2
˘ ,

logZ
`
t4tu ´ 1q{4, twu

ˇ̌
pr4ss ` 1q{4, u

˘
ď δn ` 1

24
´ t´ s

24
´ 2ptwu ´ uq2`

t4tu ´ r4ss ´ 2
˘ ,

logZ
`
t4tu ´ 1q{4, twu

ˇ̌
pr4ss ` 1q{4, tuu ` 1

˘
ě ´δn` 1

48
´ t´ s

24
´ 2ptwu ´ tuu ´ 1q2`

t4tu ´ r4ss ´ 2
˘ .

Take m “ txu, m1 “ tyu, k “ r4ss ` 1, and ℓ “ t4tu ´ 1. As we integrate over r´Mn,Mns2, apply
first the comparison inequality (C.1) to the middle term. Then bound the integral by the maximum
of the integrals over squares ri, i ` 1s ˆ rj, j ` 1s and use the above bounds on the middle ratio.

ĳ

r´Mn,Mns2

Zpt, y |ℓ{4, wqZpℓ{4, w |k{4, uqZpk{4, u|s, xq dw du

ď
ĳ

r´Mn,Mns2

Zpt, y |ℓ{4, wq ¨ Zpℓ{4, w |k{4, tuu ` 1qZpℓ{4, twu|k{4, uq
Zpℓ{4, twu|k{4, tuu ` 1q ¨ Zpk{4, u|s, xq dw du

ď p2Mnq2e3δn` 1

16
´ t´s

24 max
|i|_|j|ďMn`1

˜«
sup

jďwďj`1
m1ďvďm1`1

pℓ`1q1{4ďrďpℓ`2q{4

Zpr, v |ℓ{4, wq
ρpr ´ ℓ{4, v ´ wq

ff

ˆ
«

sup
iďuďi`1

mďvďm`1
pk´2q{4ďrďpk´1q{4

Zpk{4, u|r, vq
ρpk{4 ´ r, u ´ vq

ff

ˆ
ż i`1

i

ż j`1

j

ρpt ´ ℓ{4, y ´ wqρpk{4 ´ s, u´ xqe´ 2rpw´i´1q2`pj´uq2´pj´i´1q2s
pℓ´kq dw du

¸

ď 8M2n2

π
e3δn` 1

16
´ t´s

24 max
|i|_|j|ďMn`1

˜«
sup

jďwďj`1
m1ďvďm1`1

pℓ`1q{4ďrďpℓ`2q{4

Zpr, v |ℓ{4, wq
ff

ˆ
«

sup
iďuďi`1

mďvďm`1
pk´2q{4ďrďpk´1q{4

Zpk{4, u|r, vq
ff

ˆ
ż i`1

i

ż j`1

j

e
´ py´wq2

2pt´ℓ{4q e
´ pu´xq2

2pk{4´sq e
´ 2rpw´i´1q2`pj´uq2´pj´i´1q2s

pℓ´kq dw du

¸
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ď 8M2n2

π
e
3δn` 1

16
`4´ t´s

24
´ py´xq2

2pt´sq max
|j|ďMn`1

sup
jďwďj`1

m1ďvďm1`1
pℓ`1q{4ďrďpℓ`2q{4

Zpr, v |ℓ{4, wq

ˆ max
|i|ďMn`1

sup
iďuďi`1

mďvďm`1
pk´2q{4ďrďpk´1q{4

Zpk{4, u|r, vq .
(6.16)

For the last inequality we used two facts. First,

|pw ´ i ´ 1q2 ` pj ´ uq2 ´ pj ´ i ´ 1q2 ´ pw ´ uq2| ď 2

and second, for s ă a ă b ă t and any x, y P R, the minimum over pu,wq of py´wq2
2pt´bq ` pu´xq2

2pa´sq ` pw´uq2
2pb´aq

equals py´xq2
2pt´sq .

Next, use the same δ ą 0 and write for |j| ď Mn` 1, |m1| ď Cn` 1, and |ℓ| ď 4Cn,

P

#
sup

jďwďj`1
m1ďvďm1`1

pℓ`1q{4ďrďpℓ`2q{4

logZpr, v |ℓ{4, wq ě δn

+
“ P

#
sup

0ďwď1
m1´jďvďm1´j`1

1{4ďrď1{2

logZpr, v |0, wq ě δn

+

ď e´δnE

«
sup

0ďwď1
m1´jďvďm1´j`1

1{4ďrď1{2

Zpr, v |0, wq
ff

ď C 1n3e´δn

for a finite strictly positive constant C 1. The last bound used [1, Corollary 3.11]. A union bound
and the Borel-Cantelli lemma imply then that

lim
nÑ8

n´1 max
|j|ďMn`1
|m1|ďCn`1

|ℓ|ď4Cn

sup
jďwďj`1

m1ďvďm1`1
pℓ`1q{4ďrďpℓ`2q{4

log
Zpr, v |ℓ{4, wq

ρpr ´ ℓ{4, v ´ wq ď δ.(6.17)

Similarly,

lim
nÑ8

n´1 max
|i|ďMn`1
|m|ďCn`1
|k|ď4Cn`2

sup
iďuďi`1

mďvďm`1
pk´2q{4ďrďpk´1q{4

log
Zpk{4, u|r, vq

ρpk{4 ´ r, u ´ vq ď δ.(6.18)

Return to (6.14). Take a ą 2C2 and M large enough for (6.15) to hold. The choice of a and the

n´2 normalization in (6.15) control the term py´xq2
2pt´sq which is at most 2C2n2. Putting (6.17)–(6.18)

and (6.15)–(6.16) together and taking δ Ñ 0 gives

lim
nÑ8

n´1 sup
ps,x,t,yqPR4:t´są1,
s,x,t,yPr´Cn,Cns

´
logZpt, y |s, xq ` t´ s

24
` py ´ xq2

2pt ´ sq
¯

ď 0.

The theorem is proved. �

We turn to the shape theorem for the cocycles bλ. Recall that, for the moment, the Busemann

process is defined on the extended probability space ppΩ, pF ,Pq.
Proposition 6.2. Fix λ P R. The following holds on an event of P-probability one. For all C ą 0

lim
nÑ8

n´1 sup
s,x,t,yPr´Cn,Cns

ˇ̌
ˇbλps, x, t, yq ´

´λ2
2

´ 1

24

¯
pt´ sq ´ λpy ´ xq

ˇ̌
ˇ “ 0.(6.19)
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Let I1,0 be the σ-algebra of events that are invariant under the shift by one unit in time. Let
I0,1 be the σ-algebra of events that are invariant under the shift by one unit in space.

Recall that we do not know yet if the distribution of bλp‚, ‚, ‚, ‚q under P is ergodic under shifts
in the time direction. For λ P R define the random variable

aλ “ Erbλp0, 0, 1, 0q |I1,0s.
Since x ÞÑ bλp0, 0, 0, xq has the same distribution, under P, as a standard Brownian motion with
drift λ, we have

Erbλp0, 0, 0, 1q |I0,1s “ λ P-a.s.

Lemma 6.3. For all λ P R we have with P-probability one, aλ “ λ2{2 ´ 1{24.
Proof. The cocycle property of bλ, time-stationarity of P, and Birkhoff’s ergodic theorem imply
that P-almost surely

aλ “ lim
nÑ8

n´1bλp0, 0, n, 0q.

By the shear (3.6), bλp0, 0, n, 0q has the same distribution as b0p0, 0, n, λnq ` λ2{2. Birkhoff’s
ergodic theorem implies that n´1b0p0, 0, 0, λnq converges to 0, P-almost surely, and therefore
n´1b0pn, 0, n, λnq (which has the same distribution as n´1b0pn, 0, n, λnq) converges to 0 in P-
probability. Theorem 1.2 in [19] implies that n´1b0p0, 0, n, 0q converges in P-probability to ´1{24.
Therefore,

n´1b0p0, 0, n, λnq “ n´1b0p0, 0, n, 0q ` n´1b0pn, 0, n, λnq
converges in P-probability to ´1{24. The claim follows. �

Remark 6.4. The above lemma is another place where integrable probability is used. However,
combining (3.6) with (3.9) we get aλ`c “ aλ ´ cλ` c2{2, which gives ac “ a0 ` c2{2. This is more
than enough for our results in this paper and knowing the exact value a0 “ ´1{24 is not necessary.

Proof of Proposition 6.2. By Lemma B.1 it suffices to prove that for some p ą 2

bλp0, 0, 0, 1q and bλp0, 0, 1, 0q are in LppPq and sup
1ďtď2
0ďxď1

|bλp0, 0, t, xq| P L2pPq.(6.20)

Since bλp0, 0, 0, 1q is a normal random variable, all its moments are finite. That |bλp0, 0, 1, 0q| is in
LppPq (and in fact has an exponential moment) and the last part of (6.20) come from verifying
that

E
”

sup
1ďtď2
0ďyď1

eb
λp0,0,t,yq

ı
ă 8(6.21)

and

E
”

sup
1ďtď2
0ďyď1

e´bλp0,0,t,yq
ı

ă 8.(6.22)

For (6.22), use (3.4) to write

E
”

sup
1ďtď2
0ďyď1

e´bλp0,0,t,yq
ı

“ E
”

sup
1ďtď2
0ďyď1

´ ż 8

´8
eb

λp0,0,0,xqZpt, y |0, xq dx
¯´1ı

ď E
”

sup
1ďtď2
0ďyď1

´ ż 1

0
eb

λp0,0,0,xqZpt, y |0, xq dx
¯´1ı

ď E
”

sup
0ďxď1

e´bλp0,0,0,xq
ı
E

”
sup

1ďtď2
0ďx,yď1

Zpt, y |0, xq´1
ı
.

(6.23)
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The first expectation on the right-hand side is finite because bλp0, 0, 0, xq´λx is a Brownian motion.
The second expectation is also seen to be finite by applying [1, Corollary 3.11].

For (6.21), apply (3.4) again to write

E
”

sup
1ďtď2
0ďyď1

eb
λp0,0,t,yq

ı
“ E

”
sup

1ďtď2
0ďyď1

ż 8

´8
Zpt, y |0, xqebλp0,0,0,xq dx

ı

“ E
”

sup
1ďtď2
0ďyď1

ż 8

´8
Zpt, y |0, xqρpt, y ´ xqebλp0,0,0,xq dx.

ı

ď E
” ż 8

´8
sup

1ďtď2
0ďyď1

Zpt, y |0, xq ¨ sup
1ďtď2
0ďyď1

ρpt, y ´ xq ¨ ebλp0,0,0,xq dx
ı

“
ż 8

´8
E

”
sup

1ďtď2
0ďyď1

Zpt, y |0, xq
ı

¨ sup
1ďtď2
0ďyď1

ρpt, y ´ xq ¨ Erebλp0,0,0,xqs dx

ď C

ż 8

´8
|x|3 ¨ e´x2´2|x|

4 ¨ ex
2

`λx dx ă 8.

In the second inequality we applied Corollary 3.10 in [1] and used the facts that bλp0, 0, 0, xq ´ λx

is a two-sided standard Brownian motion and ρpt, y ´ xq ď 1?
2π
e´x2´2|x|

4 for all t P r1, 2s and

y P r0, 1s. �

The following theorem gives versions of (6.19) that hold for all λ simultaneously.

Theorem 6.5. The following holds P-almost surely: for all λ P R and � P t´,`u

lim
rÑ´8

|r|´1 sup
|x|ďC|r|

|bλ�pr, 0, r, xq ´ λx| “ 0, for all C ą 0,(6.24)

lim
rÑ´8

sup
xPR

|bλ�pr, 0, r, xq ´ λx|
|r| ` |x| “ 0, and(6.25)

lim
|x|Ñ8

|x|´1|bλ�pt, 0, t, xq ´ λx| “ 0 for all t P R.(6.26)

Proof. Due to the monotonicity in C, it is enough to work with a fixed value of C. Let pΩ1 be the
intersection of the full P-probability event on which (5.2) holds with the full P-probability event
on which (6.19) holds simultaneously for all λ P D.

For any pω P pΩ1, any κ ă µ in D, and any λ P pκ, µq, r ă 0, and x ą 0, by (5.2),

bκpr, 0, r, xq ´ κx ` pκ ´ λqx ď bλ�pr, 0, r, xq ´ λx ď bµpr, 0, r, xq ´ µx` pµ ´ λqx.

The same bounds with reversed inequalities hold for x ă 0. Divide by r, take it to ´8, and use
(6.19) to get that

lim
rÑ´8

|r|´1 sup
|x|ďC|r|

|bλ�pr, 0, r, xq ´ λx| ď Cpµ´ κq.

Take µ down to λ and κ up to λ to get the first limit.
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For the second limit one can again use the above bounds to reduce the problem to one with
λ P D and thus dispense with the �. For λ P D we have for any m P Z, n P N, and δ P p0, 1{2q

P
!

sup
´n´1ďrď´n
mďxďm`1

|bλpr, 0, r, xq ´ λx| ě δpn` |m|q
)

“ P
!

sup
1ďrď2

mďxďm`1

|bλpr, 0, r, xq ´ λx| ě δpn ` |m|q
)

ď e´δ2pn`|m|q{3E
”
exp

!δ
3

sup
1ďrď2

mďxďm`1

|bλpr, 0, r, xq ´ λx|
)ı

ď e´δ2pn`|m|q{3E
”
exp

!
δ sup
1ďrď2

|bλp0, 0, r, 0q|
)ı1{3

E
”
exp

!
δ sup
mďxďm`1

|bλp0, 0, 0, xq ´ λx|
)ı1{3

ˆ E
”
exp

!
δ sup

1ďrď2
mďxďm`1

|bλp0, x, r, xq|
)ı1{3

ď e´δ2pn`|m|q{3E
”
exp

!
δ sup
mďxďm`1

|bλp0, 0, 0, xq ´ λx|
)ı1{3

E
”
exp

!
δ sup
1ďrď2
0ďxď1

|bλp0, x, r, xq|
)ı2{3

ď e´δ2pn`|m|q{3E
”
exp

!
δ sup
mďxďm`1

|bλp0, 0, 0, xq ´ λx|
)ı1{3

E
”
exp

!
2δ sup

1ďrď2
0ďxď1

|bλp0, 0, r, xq|
)ı1{3

ˆ E
”
exp

!
2δ sup

0ďxď1
|bλp0, 0, 0, xq|

)ı1{3

ď Ce´δ2pn`|m|q{3eδ
2|m|{6.

We used here (6.21) and (6.22) (since 2δ ă 1) and the fact that bλp0, 0, 0, xq ´ λx is a standard
Brownian motion. The desired limit comes then by applying Borel-Cantelli lemma. The last limit
is an easier version of the first two. �

The next result is a convex dual of (3.8), which can be interpreted as a variant of Varadhan’s
theorem from the theory of large deviations.

Lemma 6.6. The following holds P-almost surely. For all µ P R and all ´8 ď λ1 ă λ2 ď 8, for

any C ą 0,

lim
rÑ´8

sup
t,xPr´C,Cs

ˇ̌
ˇ 1

|r| log
ż λ2|r|

λ1|r|
Zpt, x|r, wq eµw dw ´ sup

λ1ăλăλ2

!
µλ´ λ2

2
´ 1

24

)ˇ̌
ˇ “ 0.(6.27)

We will need a variant of this lemma that links Z and the Busemann process. This is given in
the next theorem. The proof of this theorem comes at the end of the section. The proof of Lemma
6.6 is an easier version of that of Theorem 6.7 and is therefore omitted.

Theorem 6.7. The following holds P-almost surely. For all µ P R, � P t´,`u, for all ´8 ď λ1 ă
λ2 ď 8, and for any C ą 0,

lim
rÑ´8

sup
t,xPr´C,Cs

ˇ̌
ˇ 1

|r| log
ż λ2|r|

λ1|r|
Zpt, x | r, wqebµ�pr,0,r,wq dw ´ sup

λ1ăλăλ2

!
µλ´ λ2

2
´ 1

24

)ˇ̌
ˇ “ 0.(6.28)

Proof. First, we prove the result for fixed µ P R and ´8 ď λ1 ă λ2 ď 8. In this case, there is no
need for the ˘ distinction. We begin by treating the case of finite λ1 and λ2. In this case, (6.19)
and (3.8) imply that P-almost surely, for δ ą 0, C ą 0, and r ă 0 with |r| large enough, we have
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for any t, x P r´C,Cs
1

|r| log
ż λ2|r|

λ1|r|
Zpt, x|r, wqebµpr,0,r,wq dw ď δ ` 1

|r| log
ż λ2|r|

λ1|r|
e

´ t´r
24

´ px´wq2
2pt´rq `µw

dw

ď δ ` C

24|r| ´ 1

24
` log |r|

|r| ` C|µ|
|r| ` 1

|r| log
ż λ2`C{|r|

λ1´C{|r|
e

´ |r|2u2
2pC´rq eµ|r|u du

ď δ ` C

24|r| ´ 1

24
` log |r|

|r| ` C|µ|
|r| ` log

`
λ2 ´ λ1 ` 2C{|r|

˘

|r|

` sup
λ1´C{|r|ăλăλ2`C{|r|

!
´ |r|λ2
2pC ` |r|q ` µλ

)

ď δ ` C

24|r| ´ 1

24
` log |r|

|r| ` C|µ|
|r| ` log

`
λ2 ´ λ1 ` 2C{|r|

˘

|r| ` Cpλ21 _ λ22q
2pC ` |r|q

` sup
λ1´C{|r|ăλăλ2`C{|r|

!
´λ2

2
` µλ

)

ď δ ` C

24|r| ` log |r|
|r| ` C|µ|

|r| ` log
`
λ2 ´ λ1 ` 2C{|r|

˘

|r| ` Cpλ21 _ λ22q
2pC ` |r|q

` sup
λ1´C{|r|ăλăλ2`C{|r|

!µ2
2

´ 1

24
´ pµ´ λq2

2

)
.

The lower bound comes similarly. Taking δ Ñ 0 shows that

lim
rÑ´8

sup
t,xPr´C,Cs

ˇ̌
ˇ 1|r| log

ż λ2|r|

λ1|r|
Zpt, x | r, wqebµpr,0,r,wq dw ´ sup

λ1ăλăλ2

!
µλ´ λ2

2
´ 1

24

)ˇ̌
ˇ “ 0.

Next, we treat the case where λ1 “ ´8 but λ2 ă 8. By [1, Lemma 3.1], there exists a c ą 0

such that D
1{4
4,2pn`1qn

3 ď ecn for all n P N. Fix

M ă sup
λăλ2

!
µλ´ λ2

2
´ 1

24

)

and λ1
1 ă 0 ^ λ2 such that

pµ ` 2q2 ´
`
λ1
1 ´ 2pµ ` 2q

˘
{4 ď M ´ c´ 1(6.29)

and

sup
λăλ2

!
µλ´ λ2

2
´ 1

24

)
“ sup

λ1
1

ăλăλ2

!
µλ´ λ2

2
´ 1

24

)
.(6.30)

Then for n P N

P
! 1

n
log

ż λ1
1
n

´8
sup

´n´1ďrď´n
t,xPr´C,Cs

Zpt, x | r, wq sup
´n´1ďsď´n

eb
µps,0,s,wq dw ě M

)

ď e´Mn

ż λ1
1
n

´8
E

”
sup

´n´1ďrď´n
t,xPr´C,Cs

Zpt, x | r, wq4
ı1{4

E
”

sup
´n´1ďsď´n

e4b
µps,0,´n´2,0q

ı1{4

ˆ E
“
e4b

µp´n´2,0,´n´2,wq‰1{4
E
”

sup
´n´1ďsď´n

e4b
µp´n´2,w,s,wq

ı1{4
dw

“ e´MnE
”

sup
1ďsă2

e´4bµp0,0,s,0q
ı1{4

Er sup
1ďsă2

e4b
µp0,0,s,0q

ı1{4
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ˆ
ż λ1

1
n

´8
E

”
sup

nďrďn`1
t,xPr´C,Cs

Zpr,´w | t, xq4
ı1{4

Ere4bµp0,0,0,wqs1{4 dw

“ e´MnE
”

sup
1ďsă2

e´4bµp0,0,s,0q
ı1{4

E
”
sup

1ďsă2
e4b

µp0,0,s,0q
ı1{4

ˆ
ż λ1

1
n

´8
E

”
sup

nďrďn`1
t,xPr´C,Cs

Zpr,´w | t, xq4
ı1{4

epµ`2qw dw.

By similar arguments to the ones giving (6.21) and (6.23), the expectations in front of the last
integral are finite. Applying Corollary 3.10 in [1], we have

E

”
sup

nďrďn`1
t,xPr´C,Cs

Zpr,´w | t, xq4
ı1{4

ď E

”
sup

nďrďn`1
t,xPr´C,Cs

Zpr,´w | t, xq4
ı1{4

¨ sup
nďrďn`1
t,xPr´C,Cs

ρpr ´ t, w ` xq

ď C 1D1{4
4,2pn`1qn

3|w|3e´w2

2n ,

for some constant C 1 ą 0. Recall that D
1{4
4,2pn`1q ď ecn for all n P N. Therefore, we can continue

the above bounds with:

ď C 1n3e´pM´cqn
ż λ1

1
n

´8
|w|3e´w2

2n epµ`2qw dw

“ C 1e´pM´cqnn5
ż λ1

1

?
n

´8
|u|3e´u2

2 epµ`2qu?
n du

ď C2e´pM´cqnn5
ż λ1

1

?
n

´8
e´u2

4 epµ`2qu?
n du

“ C2e´pM´cqnepµ`2q2nn5
ż λ1

1

?
n

´8
e´ pu´2pµ`2q?

n q2
4 du

“ 4C2e´pM´cqnepµ`2q2nn5
?
π ¨ 1?

2π

ż pλ1
1

´2pµ`2qq
?

n{2

´8
e´ v2

2 dv

ď 4C2e´pM´cqnepµ`2q2n´pλ1
1

´2pµ`2qq2n{4n5
?
π.

By (6.29), the right-hand side is bounded by 4C2e´nn5
?
π. Consequently, by the Borel-Cantelli

lemma, P-almost surely, for n large enough,

1

n
log

ż λ1
1
n

´8
sup

´n´1ďrď´n
t,xPr´C,Cs

Zpt, x | r, wq sup
´n´1ďsď´n

eb
µps,0,s,wq dw ă sup

λăλ2

!
µλ´ λ2

2
´ 1

24

)
.

This implies that P-almost surely, for r ă 0 with |r| large enough,

sup
t,xPr´C,Cs

1

|r| log
ż λ1

1
|r|

´8
Zpt, x|r, wqebµpr,0,r,wq dw ă sup

λăλ2

!
µλ´ λ2

2
´ 1

24

)
.(6.31)

Recalling (6.30), we by now know that

lim
rÑ´8

sup
t,xPr´C,Cs

ˇ̌
ˇ 1|r| log

ż λ2|r|

λ1
1

|r|
Zpt, x|r, wqebµpr,0,r,wq dw ´ sup

λăλ2

!
µλ´ λ2

2
´ 1

24

)ˇ̌
ˇ “ 0.
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Therefore, we have

lim
rÑ´8

sup
t,xPr´C,Cs

ˇ̌
ˇ 1|r| log

ż λ2|r|

´8
Zpt, x|r, wqebµpr,0,r,wq dw ´ sup

λăλ2

!
µλ´ λ2

2
´ 1

24

)ˇ̌
ˇ “ 0.

The case where λ1 ą ´8 and λ2 “ 8 is similar and the case λ1 “ ´8 and λ2 “ 8 follows.
To prove the claim on one full P-probability event, simultaneously for all µ P R, � P t´,`u, and

´8 ď λ1 ă λ2 ď 8, note that if λ1
1 ă λ1

2 P Q Y t´8,8u and µ P pκ1, κ2q with κ1 ă κ2 in D, then
one can bound

ż λ2|r|

λ1|r|
Zpt, x | r, wqebµ� pr,0,r,wq dw ď

ż λ1
2

|r|

λ1
1

|r|
Zpt, x | r, wqebµ� pr,0,r,wq dw

ď
ż p0^λ1

2
q|r|

p0^λ1
1

q|r|
Zpt, x | r, wqebκ1 pr,0,r,wq dw `

ż p0_λ1
2

q|r|

p0_λ1
1

q|r|
Zpt, x | r, wqebκ2 pr,0,r,wq dw

and applying the already proved result to get that

lim
rÑ´8

sup
t,xPr´C,Cs

1

|r| log
ż λ2|r|

λ1|r|
Zpt, x | r, wqebµ� pr,0,r,wq dw

ď sup
0^λ1

1
ăλă0^λ1

2

!
κ1λ ´ λ2

2
´ 1

24

)
` sup

0_λ1
1

ăλă0_λ1
2

!
κ2λ´ λ2

2
´ 1

24

)
.

Taking λ1
1 Ñ λ1, λ

1
2 Ñ λ2, and both κ1 and κ2 to µ we get the desired upper bound. The lower

bound comes similarly. �

Remark 6.8. The formula for aµ that appears in Lemma 6.3 can also be seen from (6.28). Namely,
use (5.5) and (6.19) to write

1

|r| log
ż 8

´8
Zp0, 0 | r, wqebµ pr,0,r,wq dw “ bµpr, 0, 0, 0q

|r| ÝÑ
rÑ´8

aµ.

Consequently,

aµ “ sup
λ

!
µλ ´ λ2

2
´ 1

24

)
“ µ2

2
´ 1

24
.

7. Busemann limits

With the Busemann process constructed in Section 5 and the shape theorems proved in Section
6, we can prove the limits claimed (3.11) and (3.20). However, we are still working on the extended

probability space ppΩ, pF ,Pq of (5.1). Define the set

Λpω “ tλ P R : Dps, x, t, yq P R4 with bλ´ps, x, t, yq ‰ bλ`ps, x, t, yqu.(7.1)

Remark 7.1. When we switch back to pΩ,F ,Pq, in Section 8, we will denote the above set by Λω.
See (3.7).

When λ R Λpω we write bλ for bλ` and bλ´. This convention is consistent with the earlier use of
bλ for λ P D because by Lemma 5.7 we can always include the condition D Ă RzΛpω in any P-full
probability event we work on.

The main goal of this section is to prove the following proposition.

Proposition 7.2. There exists an event pΩ0 P pF such that PppΩ0q “ 1 and we have the following

for all ω P pΩ0, λ P R, C ą 0, ε ą 0, and τ ą 0.
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(a) There exist (possibly random) R ă 0 and deterministic δ ą 0 such that for all r ď R, z

such that |z
r

` λ| ă δ, and for all s, x, t, y P r´C,Cs with t´ s ě τ ,

Zpt, y |r, zq
Zps, x|r, zq ď p1 ` εq2

ż 8

x

Zpt, y |s,wqebλ`ps,x,s,wq dw ` p1 ` εq2
ż x

´8
Zpt, y |s,wqebλ´ps,x,s,wq dw

and

Zpt, y |r, zq
Zps, x|r, zq ě p1 ` εq´3

ż 8

x

Zpt, y |s,wqebλ´ps,x,s,wq dw ` p1 ` εq´3

ż x

´8
Zpt, y |s,wqebλ`ps,x,s,wq dw.

(b) For each f P Fλ, there exists (possibly random) R ă 0 such that for all r ď R, for all

s, x, t, y P r´C,Cs with t´ s ě τ , we have

ş
R
Zpt, y |r, zq fpr, zq dzş

R
Zps, x|r, zq fpr, zq dz ď p1 ` εq3

ż 8

x

Zpt, y |s,wqebλ`ps,x,s,wq dw

` p1 ` εq3
ż x

´8
Zpt, y |s,wqebλ´ps,x,s,wq dw

and
ş
R
Zpt, y |r, zq fpr, zq dzş

R
Zps, x|r, zq fpr, zq dz ě p1 ` εq´4

ż 8

x

Zpt, y |s,wqebλ´ps,x,s,wq dw

` p1 ` εq´4

ż x

´8
Zpt, y |s,wqebλ`ps,x,s,wq dw.

In particular, with P-probability one, for any λ R Λω and any f P Fλ, we have the limits

lim
rÑ´8
z{rÑ´λ

Zpt, y |r, zq
Zps, x|r, zq “ eb

λps,x,t,yq and(7.2)

lim
rÑ´8

ş
R
Zpt, y |r, zq fpr, zq dzş

R
Zps, x|r, zq fpr, zq dz “ eb

λps,x,t,yq,(7.3)

locally uniformly in ps, x, t, yq P R4.

We begin with the following preliminary lemma.

Lemma 7.3. The following holds with P-probability one: for all κ ă µ in D, ε ą 0, and C ą 0,
there exist (possibly random) R ă ´C and deterministic δ ą 0 such that for all λ P rκ ` ε, µ ´ εs
and t, x P r´C,Cs, for all r ď R, and for all z such that |z

r
` λ| ă δ,

Zpt, y |r, zq
Zpt, x|r, zq ď p1 ` εqebµpt,x,t,yq for all y P px,8q(7.4)

and

Zpt, y |r, zq
Zpt, x|r, zq ď p1 ` εqebκpt,x,t,yq for all y P p´8, xq.(7.5)

Proof. We prove (7.4), the other bound being similar. Take the full P-probability event to be the
intersection of the events in Proposition 5.2 and Lemmas 5.7 and C.1, with the event on which
Theorem 6.7 holds for all µ P D and λ1, λ2 P D Y t˘8u. By (C.2), for all y ą x, all r ă t, and all
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f as in that result,

Zpt, y |r, zq
Zpt, x|r, zq ď

ş8
z
Zpt, y |r, wqfpwq dwş8

z
Zpt, x|r, wqfpwq dw

“
ş8

´8 Zpt, y |r, wqfpwq dw
ş8

´8 Zpt, x|r, wqfpwq dw
¨
ş8

´8 Zpt, x|r, wqfpwq dw
ş8
z
Zpt, x|r, wqfpwq dw

¨
ş8
z
Zpt, y |r, wqfpwq dwş8

´8 Zpt, y |r, wqfpwq dw

ď
ş8

´8 Zpt, y |r, wqfpwq dw
ş8

´8 Zpt, x|r, wqfpwq dw
¨
ş8

´8 Zpt, x|r, wqfpwq dw
ş8
z
Zpt, x|r, wqfpwq dw

.

Take µ P D and use fpwq “ eb
µpr,0,r,wq to get

Zpt, y |r, zq
Zpt, x|r, zq ď

ş8
´8 Zpt, y |r, wqebµpr,0,r,wq dw
ş8

´8 Zpt, x|r, wqebµpr,0,r,wq dw
¨
ş8

´8 Zpt, x|r, wqebµpr,0,r,wq dw
ş8
z
Zpt, x|r, wqebµpr,0,r,wq dw

“ eb
µpt,x,t,yq ¨

ş8
´8 Zpt, x|r, wqebµpr,0,r,wq dw
ş8
z
Zpt, x|r, wqebµpr,0,r,wq dw

“ eb
µpt,x,t,yq ¨

˜
1 ´

şz
´8 Zpt, x|r, wqebµpr,0,r,wq dw
ş8

´8 Zpt, x|r, wqebµpr,0,r,wq dw

¸́ 1

.

For the first equality we applied (3.4) and the cocycle property (3.2). Take

λ2 P pµ´ 3ε{4, µ ´ ε{4q X D and δ P p0, ε{4q.

Then for all r ă 0 and λ ď µ´ ε, z
r

` λ ě ´δ implies z ď ´λ2r and

Zpt, y |r, zq
Zpt, x|r, zq ď eb

µpt,x,t,yq ¨
˜
1 ´

şλ2|r|
´8 Zpt, x|r, wqebµpr,0,r,wq dw
ş8

´8 Zpt, x|r, wqebµpr,0,r,wq dw

¸́ 1

.

Since λ2 ă µ, Theorem 6.7 implies that the ratio of integrals converges to 0 as r Ñ ´8. Indeed,
take ǫ0 “ pµ ´ λ2q2{8. Then there exists and R1 ă 0 depending on µ and λ2, which in turn is

determined by µ and ε, such that for r ď R1 the bottom integral is at least epaµ´ǫ0q|r| while the top
one is at most epaµ´pµ´λ2q2{2`ǫ0q|r| and the ratio is at most e´pµ´λ2q2|r|{4 ď e´ε2|r|{64, uniformly in

t, x P R2 with |t| ` |x| ď C. Now choose R ď R1 so that e´ε2|R|{64 ď ε{p1` εq and (7.4) follows. �

Lemma 7.4. Fix M P r0,8s. Then with P-probability one, for any λ P R and � P t´,`u,şM
x
Zpt, y |s,wqebλ�ps,x,s,wq dw and

şx
´M

Zpt, y |s,wqebλ�ps,x,s,wq dw are jointly continuous in ps, x, t, yq,
with t ą s.

Proof. First, recall that we have P-almost surely, bλ�ps, x, s, wq ď bµps, x, s, wq for all � P t´,`u,
λ P R, µ P D with µ ą λ, and all x ď w and s in R. Similarly, we have P-almost surely,
bλ�ps, x, s, wq ď bκps, x, s, wq for all � P t´,`u, λ P R, κ P D with κ ă λ, and all x ě w and s in
R. Thus, the claim follows from the dominated convergence theorem if we show that for each fixed
λ P R and each C ą 0 and ε ą 0,

ż 8

´8
E

”
sup

s,t,yPr´C,Cs
t´sąε

Zpt, y |s,wq
ı

¨ E
”

sup
s,xPr´C,Cs

eb
λps,x,s,wq

ı
dw ă 8.(7.6)
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By Corollary 3.10 in [1], the first expectation is bounded by C 1e´cw2

for some strictly positive finite
constants c and C 1. For the other expectation, write

E
”

sup
s,xPr´C,Cs

eb
λps,x,s,wq

ı
“ E

”
sup

1ďsď2C`1
|x|ďC

eb
λps,x,s,wq

ı
ď E

”
sup

1ďsď2C`1
|x|ďC

e´bλp0,0,s,xq sup
1ďsď2C`1

eb
λp0,0,s,wq

ı

ď E
”

sup
1ďsď2C`1

|x|ďC

e´2bλp0,0,s,xq
ı1{2

E

”
sup

1ďsď2C`1
e2b

λp0,0,s,wq
ı1{2

.

By a minor change to (6.23), the first expectation on the right-hand side is bounded by a constant.

Similarly, we get that the last expectation is bounded by C2ec
1|w|. Here are the details:

E
”

sup
1ďsďK

e2b
λp0,0,s,wq

ı
ď E

”´ ż 8

´8
eb

λp0,0,0,uq sup
1ďsďK

Zps,w |0, uq du
¯2ı

“
ż

R2

E
“
eb

λp0,0,0,uqeb
λp0,0,0,vq‰ ¨ E

”
sup

1ďsďK

Zps,w |0, uq ¨ sup
1ďsďK

Zps,w |0, vq
ı
du dv

ď
ż

R2

E
“
e2b

λp0,0,0,uq‰1{2 ¨ E
“
e2b

λp0,0,0,vq‰1{2

ˆ E

”´
sup

1ďsďK

Zps,w |0, uq
¯2ı1{2

¨ E
”´

sup
1ďsďK

Zps,w |0, vq2
ı1{2

du dv

ď C 1
ż

R2

ec
1|u|ec

1|v|e´c2pu´wq2e´c2pv´wq2 du dv

“ C 1
´ ż 8

´8
ec

1|u|e´c2pu´wq2 du
¯2

ď C2ec
1|w|.

In the second inequality, we used Corollary 3.10 in [1] and the fact that bλp0, 0, 0, xq is a Gaussian
random variable with mean λx and variance |x|. Thus (7.6) holds and the lemma is proved. �

Lemma 7.5. The following holds with P-probability one. For all κ ă µ in D, ε ą 0, C ą 0,
and τ ą 0, there exist (possibly random) R ă ´C and deterministic δ ą 0 such that for all

λ P rκ` ε, µ ´ εs these statements hold.

(a) For all s, x P r´C,Cs, for all t, y P R with t ą s, for all r ď R, and for all z such that

|z{r ` λ| ă δ,

Zpt, y |r, zq
Zps, x|r, zq ď p1 ` εq

´ ż 8

x

Zpt, y |s,wqebµps,x,s,wq dw `
ż x

´8
Zpt, y |s,wqebκps,x,s,wq dw

¯
.(7.7)

(b) For all s, x, t, y P r´C,Cs with t´s ě τ , for all r ď R, and for all z such that |z{r`λ| ă δ,

Zpt, y |r, zq
Zps, x|r, zq ě p1 ` εq´2

´ ż 8

x

Zpt, y |s,wqebκps,x,s,wq dw `
ż x

´8
Zpt, y |s,wqebµps,x,s,wq dw

¯
.(7.8)

Proof. Apply (7.4) and (7.5) with s in place of t and w in place of y, multiply all sides by Zpt, y |s,wq
and integrate the first inequality over w P px,8q and the second one over w P p´8, xq, then add
the two inequalities to get (7.7).

For the other bound take an integer M ą C. Apply (7.4) and (7.5) to get that there exist an
R ă ´M and δ ą 0 such that for all s P r´C,Cs and w P r´M,M s, for all r ď R, and all z such
that |z{r ` λ| ă δ,

Zps,w |r, zq
Zps, x|r, zq ě p1 ` εq´1eb

µps,x,s,wq for all x P pw,8q

and
Zps,w |r, zq
Zps, x|r, zq ě p1 ` εq´1eb

κps,x,s,wq for all x P p´8, wq.
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Multiply all sides by Zpt, y |s,wq and integrate over w to get
şx

´M
Zpt, y |s,wqZps,w |r, zq dw

Zps, x|r, zq ě p1 ` εq´1

ż x

´M

Zpt, y |s,wqebµps,x,s,wq dw

and şM
x
Zpt, y |s,wqZps,w |r, zq dw

Zps, x|r, zq ě p1 ` εq´1

ż M

x

Zpt, y |s,wqebκps,x,s,wq dw.

Add the two and enlarge the integrals on the left-hand side to get

Zpt, y |r, zq
Zps, x|r, zq ě p1 ` εq´1

´ż M

x

Zpt, y |s,wqebκps,x,s,wq dw `
ż x

´M

Zpt, y |s,wqebµps,x,s,wq dw
¯
.(7.9)

Next, note that for t ą s,
ş8

´8 Zpt, y |s,wqebκps,x,s,wq dw “ eb
κps,x,t,yq ă 8, with a similar bound for

bµ. Therefore,
şM
x
Zpt, y |s,wqebκps,x,s,wq dwş8

x
Zpt, y |s,wqebκps,x,s,wq dw

and

şx
´M

Zpt, y |s,wqebµps,x,s,wq dw
ş8
x
Zpt, y |s,wqebµps,x,s,wq dw

(7.10)

both increase to 1 as M Õ 8. By Lemma 7.4, these are continuous functions. Since they are
monotonically converging (pointwise) to a continuous function, Dini’s theorem [94, Theorem 7.13]
implies the convergence is uniform on the compact set K “ tps, x, t, yq P r´C,Cs : t ´ s ě τu.
Thus, for M large enough and all ps, x, t, yq P K,

ż M

x

Zpt, y |s,wqebκps,x,s,wq dw ě p1 ` εq´1

ż 8

x

Zpt, y |s,wqebκps,x,s,wq dw

and ż x

´M

Zpt, y |s,wqebµps,x,s,wq dw ě p1 ` εq´1

ż x

´8
Zpt, y |s,wqebµps,x,s,wq dw.

(7.7) follows from this and (7.9). �

Proof of Proposition 7.2. Part (a). We work on the full P-probability event that is the intersection
of the one on which Theorem 2.6 in [1], (2.16), (2.18), Theorem 3.8, Proposition 5.2, Lemma 5.7,
and Lemmas 6.6, 7.3, and 7.5 hold, with the event on which Lemma 7.4 holds for all M P Z`.

By monotone convergence,
ż 8

x

Zpt, y |s,wqebκps,x,s,wq dw Ñ
ż 8

x

Zpt, y |s,wqebλ´ps,x,s,wq dw as D Q κ Õ λ

and ż x

´8
Zpt, y |s,wqebµps,x,s,wq dw Ñ

ż x

´8
Zpt, y |s,wqebλ`ps,x,s,wq dw as D Q µ Œ λ.

By Lemma 7.4, these are continuous functions that are monotonically converging (pointwise) to a
continuous function. Thus, Dini’s theorem [94, Theorem 7.13] implies the convergence is uniform
on the compact set K “ tps, x, t, yq P r´C,Cs : t ´ s ě τu. Consequently, given ε ą 0 and λ P R,
there exists an ε0 ą 0 such that if κ ă µ in D are such that µ´ κ ă ε0 and κ ă λ ă µ, then for all
ps, x, t, yq P K

ż 8

x

Zpt, y |s,wqebκps,x,s,wq dw ě p1 ` εq´1

ż 8

x

Zpt, y |s,wqebλ´ps,x,s,wq dw

and ż x

´8
Zpt, y |s,wqebµps,x,s,wq dw ě p1 ` εq´1

ż x

´8
Zpt, y |s,wqebλ`ps,x,s,wq dw.

Take ε1 P p0, ε ^ pµ ´ λq ^ pλ ´ κqq and take R large enough (and negative), depending on C, τ ,
δ, κ, µ, and ε1 (and hence also depending on λ), so that (7.8) holds for any λ1 P rκ ` ε1, µ ´ ε1s
and z such that |z{r` λ1| ă δ, with ε1 in place of ε. The second inequality of part (a) now follows.
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The first inequality comes similarly. The limit (7.2), locally uniformly in ps, x, t, yq P R4 with t ą s

comes immediately. To extend the statement to all of R4 take any C ą 0 and take s1 ă ´C ´ 1.
Then we have that

lim
rÑ´8
z{rÑ´λ

Zpt, y |r, zq
Zps1, 0|r, zq “ eb

λps1,0,t,yq and lim
rÑ´8
z{rÑ´λ

Zps, x|r, zq
Zps1, 0|r, zq “ eb

λps1,0,s,xq,

uniformly in ps, x, t, yq P r´C,Cs4. Take a ratio and use the cocycle property of bλ to conclude.

Part (b). Consider first the case λ ą 0. If f P Fλ, then for any δ ą 0 small enough there exists
a µ ą ´λ such that for any ǫ ą 0 there exists an R1 ă 0 such that for r ď R1 we have for all t ą r

and all y
ż

zě0: | z
r

`λ|ěδ

Zpt, y |r, zq fpr, zq dz ď eǫ|r|
ż

zě0: | z
r

`λ|ěδ

Zpt, y |r, zq eλz`ǫz dz,

ż 0

´8
Zpt, y |r, zq fpr, zq dz ď eǫ|r|

ż 0

´8
Zpt, y |r, zq eµz`ǫ|z| dz, and

ż

| z
r

`λ|ďδ

Zpt, y |r, zq eλz dz ď eǫ|r|
ż

| z
r

`λ|ďδ

Zpt, y |r, zq fpr, zq dz.

Note that reducing µ makes the right-hand side in the second inequality larger. Therefore, one
can assume µ P p´λ, 0s. Lemma 6.6 implies that for any ε ą 0, for any δ ą 0 small enough, for

ǫ P p0, δq such that ǫ ă min
`

δ2

2pλ`δ`4q ,
λ2´µ2

9´2µ

˘
, for any C ą 0, there exists an R2 ď R1 such that for

any t, y P r´C,Cs, and any r ď R2,

eǫ|r|
´ ż 8

pλ`δq|r|
Zpt, y |r, zq epλ`ǫqz dz `

ż pλ´δq|r|

0
Zpt, y |r, zq epλ`ǫqz dz `

ż 0

´8
Zpt, y |r, zq epµ´ǫqz dz

¯

ď e´|r|{24e2ǫ|r|
´
epλ`δqpλ`2ǫ´δq|r|{2 ` epλ´δqpλ`2ǫ`δq|r|{2 ` epµ´ǫq2|r|{2

¯

“ e´|r|{24e´2ǫ|r|eλ
2|r|{2

´
er´δ2`2ǫpλ`δ`4qs|r|{2 ` er´δ2`2ǫpλ´δ`4qs|r|{2 ` er´pλ2´µ2q´2µǫ`ǫ2`8ǫs|r|{2

¯

ď εe´|r|{24e´2ǫ|r|eλ
2|r|{2

ď εe´ǫ|r|
ż

| z
r

`λ|ďδ

Zpt, y |r, zq eλz dz.

For the penultimate inequality, after fixing ǫ, |r| is increased further if necessary so that the sum
of three exponentials is ď ε. The last inequality is another instance of Lemma 6.6.

Together, the above bounds give

(7.11)

ż

R

Zpt, y |r, zq fpr, zq dz “
ż

| z
r

`λ|ąδ

Zpt, y |r, zq fpr, zq dz `
ż

| z
r

`λ|ďδ

Zpt, y |r, zq fpr, zq dz

ď p1 ` εq
ż

| z
r

`λ|ďδ

Zpt, y |r, zq fpr, zq dz.

The already proved part (a) says that for δ ą 0 small enough there exists an R ď R2 such that for
all r ď R and s, x, t, y P r´C,Cs with t´ s ě τ ą 0

ż

| z
r

`λ|ďδ

Zpt, y |r, zq fpr, zq dz

ď
´

p1 ` εq2
ż 8

x

Zpt, y |s,wqebλ`ps,x,s,wq dw ` p1 ` εq2
ż x

´8
Zpt, y |s,wqebλ´ps,x,s,wq dw

¯
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ˆ
ż

| z
r

`λ|ďδ

Zps, x|r, zq fpr, zq dz

ď
´

p1 ` εq2
ż 8

x

Zpt, y |s,wqebλ`ps,x,s,wq dw ` p1 ` εq2
ż x

´8
Zpt, y |s,wqebλ´ps,x,s,wq dw

¯

ˆ
ż

R

Zps, x|r, zq fpr, zq dz.

The upper bound of part (b) follows. The lower bound is similar, again using (7.11). The case
λ ă 0 comes the same way.

It remains to prove the case λ “ 0. If f P F0, then for any δ ą 0 small enough, for any ǫ ą 0,
there exists an R1 ă 0 such that for r ď R1 we have for all t ą r and all y

ż

|z|ěδ|r|
Zpt, y |r, zq fpr, zq dz ď eǫ|r|

ż 8

|z|ěδ|r|
Zpt, y |r, zq eǫ|z| dz.

Lemma 6.6 implies that for any δ ą 0 small enough, for ǫ P p0, δq, for any C ą 0, there exists an
R2 ď R1 such that for any t, y P r´C,Cs, and any r ď R2,

ż

|z|ěδ|r|
Zpt, y |r, zq eǫ|z| dz ď 2epǫ`ǫδ´ δ2

2
´ 1

24
q|r|.

By Theorem 3.8 and condition (3.15) there exists an R3 ă minpR2,´Cq such that for all s, x P
r´C,Cs and r ď R3,

ż

|z|ďδ|r|
Zps, x|r, zqfpr, zq dz ě 1a

2πps ´ rq
e´ǫ|r|e´ s´r

24

ż

|z|ďc

e
´ px´zq2

2ps´rq fpr, zq dz

ě 1
2 e

´ C
24 e´2ǫ|r|e´ |r|

24

ż

|z|ďc

fpr, zq dz

ě 1
2 e

´ C
24 e´3ǫ|r|e´ |r|

24 .

This and the above two bounds give that for any ε ą 0, taking ǫ ă δ2

2p5`δq we have for any

s, x, t, y P r´C,Cs and any r large enough negative,
ż

R

Zpt, y |r, zq fpr, zq dz “
ż

|z|ąδ|r|
Zpt, y |r, zq fpr, zq dz `

ż

|z|ďδ|r|
Zpt, y |r, zq fpr, zq dz

ď 2ep2ǫ`ǫδ´ δ2

2
´ 1

24
q|r| `

ż

|z|ďδ|r|
Zpt, y |r, zq fpr, zq dz

“ e´3ǫ|r|e´ |r|
24 ¨ er´ δ2

2
`ǫp5`δqs|r| `

ż

|z|ďδ|r|
Zpt, y |r, zq fpr, zq dz

ď 1
2 e

´ C
24 e´3ǫ|r|e´ |r|

24 ε`
ż

|z|ďδ|r|
Zpt, y |r, zq fpr, zq dz

ď p1 ` εq
ż

|z|ďδ|r|
Zpt, y |r, zq fpr, zq dz.(7.12)

The claims of the theorem now follow as for the case λ ‰ 0. �

We close this section with a line-to-point version of the bounds (7.4) and (7.5). The difference
between these bounds and those of Proposition 7.2(b) is that in (7.13) and (7.14) below the terminal
times are equal.
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Lemma 7.6. The following holds P-almost surely: for any κ ă µ in D, ε ą 0, λ P rκ ` ε, µ ´ εs,
f P Fλ, and C ą 0, there exists an R ă ´C such that for all t, x P r´C,Cs and all r ď R,

ş
R
Zpt, y |r, zq fpr, zq dzş

R
Zpt, x|r, zq fpr, zq dz ď p1 ` εq2ebµpt,x,t,yq for all y P px,8q(7.13)

and ş
R
Zpt, y |r, zq fpr, zq dzş

R
Zpt, x|r, zq fpr, zq dz ď p1 ` εq2ebκpt,x,t,yq for all y P p´8, xq.(7.14)

Proof. Apply (7.11), then (7.12), and then Lemma 7.3. �

8. Ergodicity and symmetries of the Busemann process

The almost sure limit (7.2) of the previous section implies that the Busemann process can be
defined on the original probability space pΩ,F ,Pq of the white noise, as stated in the next corollary.

Corollary 8.1. The process
 
bλ�ps, x, t, yq : s, x, t, y, λ P R,� P t´,`u

(
is a measurable function

of the Green’s function Zp‚, ‚ | ‚, ‚q and hence is FW -measurable.

Proof. For λ P D, (7.2) implies the claim for the process tbλps, x, t, yq : s, x, t, y P Ru and (5.4)
extends this to the whole process

 
bλ�ps, x, t, yq : s, x, t, y, λ P R,� P t´,`u

(
. �

Proofs of Theorems 3.1, 3.12, 3.13, 3.16, and 3.23. By Corollary 8.1, the properties of b‚ under P
in Propositions 5.1 and 5.2 are now properties under P. All the claims of Theorem 3.1 follow.
Similarly, Theorem 3.12 follows from Proposition 6.2 and Theorems 3.16 and 3.23 follow from
Proposition 7.2. Also, the claim in Theorem 6.5 holds P-almost surely and then Theorem 3.13

follows from (6.26) since uλ�pt, xq “ eb
λ�p0,0,t,0qeb

λ�pt,0,t,xq. �

Proof of Theorem 3.2. All the properties are direct consequences of the limits (3.11) and (3.3) and
the properties of Z and Z in Proposition 2.3 of [1]. We spell out the proof of the shear-covariance
property. For this, first use the shear property of Z to get that for any r, a P R there exists an
event Ω1

r,c with PpΩ1
r,cq “ 1 such that for all ω P Ω1

r,c, for all R P R, t P pR,8q, and all r, y, z P R,

e´cpy´zq` c2

2
pt´RqZpt, y ´ cpt´ rq|R, z ´ cpR ´ rqq ˝ Sr,c “ Zpt, y |R, zq.

Next, for λ P D, take R Ñ ´8, z{R Ñ ´λ and use Ppλ R Λωq “ Ppλ` c R Λωq “ 1 (see Proposition
5.2(a)) and (3.11) to deduce the existence of an event Ω2

r,c Ă Ω1
r,c such that PpΩ2

r,cq “ 1 and for all
ω P Ω2

r,c, all s, x, t, y P R, and all λ P D,

eb
λ`cps,x´cps´rq,t,y´cpt´rq;Sr,c ωq “ lim

RÑ´8
Zpt, y ´ cpt ´ rq|R,´λR ´ cpR ´ rqq ˝ Sr,c

Zps, x´ cps ´ rq|R,´λR´ cpR ´ rqq ˝ Sr,c

“ lim
RÑ´8

ecpy`λRq´ c2

2
pt´Rq

ecpx`λRq´ c2

2
ps´Rq

¨ Zpt, y |R,´λRq
Zps, x|R,´λRq

“ eb
λps,x,t,y;ωq`cpy´xq´ c2

2
pt´sq.

The shear-covariance claim follows from this and (3.3). �

Proof of Theorem 3.15. The limit in (3.10) implies that for any r, fpzq “ eb
λ�pr,0,r,zq does not grow

in z faster than exponentially. Then (3.4) and [1, Theorem 2.6] imply that eb
λ�pr,0,t,yq is locally

Hölder-continuous with the claimed exponents, in t P pr,8q and y P R. Consequently, eb
λ�ps,x,t,yq

and therefore also bλ�ps, x, t, yq are locally Hölder-continuous in all four variables. �
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In the sequel we no longer need to refer to the extended space ppΩ, pF ,Pq. We also note that the
claims in Theorem 6.7 and Lemmas 7.3, 7.4, 7.5, and 7.6 all hold P-almost surely.

We close this section with an immediate consequence of Corollary 8.1, Theorem 3.2(i), and the
ergodicity of pΩ,FW ,Pq under non-trivial shifts.

Theorem 8.2. The process
 
bλ�ps, x, t, yq : s, x, t, y, λ P R,� P t´,`u

(
is totally ergodic under

non-trivial shifts. Precisely, for any pr, zq ‰ p0, 0q and any Borel set A Ă CpR4,RqRˆt´,`u that is

invariant under the simultaneous shift of all spatial coordinates by z and all temporal coordinates

by r,

P

´ 
bλ�ps, x, t, yq : s, x, t, y, λ P R,� P t´,`u

(
P A

¯
P t0, 1u.

In particular, for any given λ,
 
bλps, x, t, yq : s, x, t, y

(
is ergodic under each temporal shift.

(Recall from Theorem 3.1(c) that when λ is fixed, the λ˘ distinction disappears P-almost surely.)
This says that the known ratio-stationary solutions of (1.7) (see [15, 49, 56]) are ergodic under the
time shift. More details follow in Section 12.

9. Semi-infinite continuum polymer

Our proof of Theorem 3.26 relies on the analysis of a family of semi-infinite continuum directed
polymer measures, which we discuss in this section.

For each pt, yq P R2, it is shown in Theorem 2.14 of [1] that the polymer measures tQpt,yq,ps,xq : t ą
s, y P Ru from Section 2.4 are consistent in the sense of Gibbs conditioning, or, equivalently, that
they satisfy the domain Markov property. It is then natural to consider the question of existence
of infinite length polymers, i.e., solutions to the Dobrushin–Lanford–Ruelle (DLR) equations. A
discussion of these equations in the context of planar lattice polymers appears in Sections 2.4 and
2.5 of [70]. Formulas (2.22) and (2.23) suggest that this question is tightly bound to the Busemann
limits (3.20) and (3.11) and that the limiting objects are tightly connected to the Busemann process
b

‚˘. We thus now describe the limiting polymer measures.
For t, y, λ P R and � P t´,`u, let Qλ�

pt,yq denote the distribution of the real-valued Markov process

tXs : s P p´8, tsu that evolves backward in time from the initial point Xt “ y and whose move
from ps, xq to pr, zq obeys the transition probability density

πλ�pr, z |s, xq “ Zps, x|r, zqebλ�ps,x,r,zq, s ą r and x, z P R.(9.1)

These are indeed transition probability densities because (2.11) and the additivity (3.2) imply
that they satisfy the Chapman-Kolmogorov equation and (3.4) implies that

ż

R

πλ�pr, z |s, xq dz “
ż

R

Zps, x|r, zqebλ�ps,x,r,zq dz “ eb
λ�ps,x,s,xq “ 1.

One can immediately recognize in the expression above that this family of semi-infinite length
continuum polymer measures arise by using the Busemann process to define a family of Doob
transforms of the finite length measures.

Our first result in this section collects some basic properties of these semi-infinite polymers.

Theorem 9.1. The following statements hold P-almost surely.

(a) (Existence) For each λ P R, � P t´,`u, and initial point pt, yq P R2, the expression in (9.1)

defines a measure Qλ�

pt,yq on Cpp´8, ts,Rq with its Borel σ-algebra, under which the path is

almost surely locally α-Hölder-continuous for any α P p0, 1{2q.
(b) (Thermodynamic limits) For all λ R Λω, pt, yq P R2, terminal condition f P Fλ, and time-

space paths tpr, zrq : r P p´8, tsu such that zr{r Ñ ´λ as r Ñ ´8, for any s ă t, both

Qpt,yq,pr,zrqpXs:t P ‚q and Qpt,yq,pr,frqpXs:t P ‚q converge in the total variation distance to

Qλ
pt,yqpXs:t P ‚q as r Ñ ´8.
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(c) (LLN) For all t, y, λ P R and � P t´,`u,

Qλ�

pt,yq

!
lim

rÑ´8
Xr

r
“ ´λ

)
“ 1.(9.2)

(d) (Continuity) Let t, y, λ P R and � P t´,`u. As x Ñ y, Qλ�

pt,xq converges weakly to Qλ�

pt,yq as

probability measures on Cpp´8, ts,Rq. Furthermore, for any s ă t, Q
µ�

pt,yqpXs:t P ‚q converges
in the total variation distance to Qλ´

pt,yqpXs:t P ‚q as µ Õ λ, and to Qλ`
pt,yqpXs:t P ‚q as µ Œ λ.

Remark 9.2. By Theorem 9.1(c), for any λ ‰ µ and �,�1 P t´,`u, the measures Qµ�

pt,yq and

Qλ�
1

pt,yq are mutually singular. Therefore their total variation distance is one and the total variation

convergence of Theorem 9.1(d) cannot hold on the semi-infinite time interval p´8, ts. However,
the total variation convergence of the projections onto bounded time intervals does imply weak
convergence on the full time interval.

Combining Theorem 9.1(b) with Theorem 3.1(c) gives the following statement for each fixed λ.

Corollary 9.3. Fix λ P R. Then the following holds P-almost surely. For any pt, yq P R2, f P Fλ,

and time-space paths tpr, zrqurPp´8,ts such that zr{r Ñ ´λ as r Ñ ´8, for any s ă t, both

Qpt,yq,pr,zrqpXs:t P ‚q and Qpt,yq,pr,frqpXs:t P ‚q converge in the total variation distance to Qλ
pt,yqpXs:t P

‚q as r Ñ ´8.

Recall that in zero temperature or inviscid settings, semi-infinite polymer measures correspond
to semi-infinite geodesics or characteristics. Fairly generally, one expects that when synchroniza-
tion occurs (Section 3.5), these minimizing paths should coalesce either at a finite time or else
asymptotically. This property is known as hyperbolicity. Our next result shows that for λ R Λω,
the polymer measures with parameter λ started from different initial conditions are hyperbolic in
total variation norm.

Theorem 9.4. The following statements hold P-almost surely simultaneously for all λ R Λω.

(i) We have locally uniform total variation convergence: for all C ă 8,

(9.3) lim
rÑ´8

sup
s,x,t,yPr´C,Cs

∥

∥Qλ
pt,yqpX´8:r P ‚ q ´Qλ

ps,xqpX´8:r P ‚ q
∥

∥

TV
“ 0.

(ii) The measures tQλ
pt,yq : pt, yq P R2u are equal and trivial on the tail σ-algebra Gtail ”Ş

ră0 G´8:r of the path space.

(iii) Each Qλ
pt,yq is mixing in the following total variation sense: for B P G´8:t such that

Qλ
pt,yqpBq ą 0,

(9.4) lim
rÑ´8

∥

∥Qλ
pt,yqpX´8:r P ‚ q ´Qλ

pt,yqpX´8:r P ‚ |Bq
∥

∥

TV
“ 0.

Before turning to the proofs of these main results, we make two remarks concerning the forward-
in-time version of the continuum polymers.

Remark 9.5. The invariance of P under temporal reflection R1 implies that the analogous results
also hold for the forward random polymer measure with terminal time t and terminal condition f ,
which has kernel

πt,f ps1, w1 |s,wq “ Zpt, f |s1, w1qZps1, w1 |s,wq
Zpt, f |s,wq

“ Zps1, w1 |s,wq
ş
R
Zpt, z |s1, w1q fpdzqş

R
Zpt, z |s,wq fpdzq , for s ă s1 ă r and w,w1 P R.

The forward semi-infinite polymer is then defined via the forward Busemann limits mentioned in
Remark 3.25.
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Remark 9.6. The forward point-to-point and point-to-line polymer measures mentioned in the
previous remark (with f “ δy and fpdzq “ dz, respectively) were originally introduced in [2]. It
was shown in that on an event of full probability depending on the initial and terminal conditions,
the finite-dimensional marginals of the path measures are absolutely continuous with respect to
the corresponding finite-dimensional marginals of Brownian motion, but the two distributions are
mutually singular at the process level.

We begin with the proof of the parts of Theorem 9.1 other than (c). Part (a) shows existence and
basic properties of the measures studied in this section, part (b) shows that these measures arise
as limits of finite volume measures, and part (d) shows that these measures satisfy basic continuity
conditions. We return to prove part (c) after proving a large deviation principle for the paths.

Proof of Theorem 9.1 except part (c). Initially, the probability measure Qλ�

pt,yq can be defined on

the product space Rp´8,ts, through Kolmogorov’s extension. But then one notes that for any r ă t,

Qλ�

pt,yq
ˇ̌
Gr:t

“ Qpt,yq,pr,fλ�

r q, where f
λ�

r pzq “ eb
λ�pr,0,r,zq. Indeed, for s ă s1 in pr, ts,

πλ�ps,w |s1, w1q “ Zps1, w1 |s,wqebλ�pr,0,s,wq

eb
λ�pr,0,s1,w1q “ Zps1, w1 |s,wqZps,w |r, fλ�

r q
Zps1, w1 |r, fλ�

r q “ π
r,fλ�

r
ps,w |s1, w1q.

By Theorem 3.13, fλ�

r P MHE for any r, λ P R and � P t´,`u. Existence and uniqueness of the
claimed measure on Cprr, ts,Rq and the claimed α-Hölder-continuity on rr, ts follow from Theorem
2.15 in [1]. Consistency then shows furnishes a measure on Cpp´8, ts,Rq, proving (a).

Turning to part (b), we begin with an observation similar to one in the proof of Theorem 9.1.
We have that if r ă s ă t, then Qpt,yq,pr,zrq

ˇ̌
Gs:t

“ Qpt,yq,ps,grq and Qpt,yq,pr,fq
ˇ̌
Gs:t

“ Qpt,yq,ps,hrq, where
the right-hand sides are the finite-length polymers (2.22) with terminal functions

grpxq “ Zps, x|r, zrq
Zps, 0|r, zrq and hrpxq “ Zps, x|s, fpr, ‚qq

Zps, 0|s, fpr, ‚qq .

The denominators can be cancelled. They are included for the next step.
By Lemma 7.3 (which we now know holds on the space pΩ,F ,Pq), P-almost surely: for any κ ă µ

in D, ε ą 0, and s P R, there exist R ă s and δ ą 0 such that for any r ď R, λ P rκ ´ ε, µ ` εs, z
such that |z

r
` λ| ă δ, and all x P R,

Zps, x|r, zq
Zps, 0|r, zq ď p1 ` εq

`
eb

κps,0,s,xq ` eb
µps,0,s,xq˘.

By Lemma 7.6, P-almost surely: for any κ ă µ in D, ε ą 0, s P R, λ P rκ` ε, µ´ εs, and f P Fλ,
there exists an R ă s such that for any r ď R and x P Rş

R
Zps, x|r, zq fpr, zq dzş

R
Zps, 0|r, zq fpr, zq dz ď p1 ` εq2

`
eb

κps,0,s,xq ` eb
µps,0,s,xq˘.

The claims now follow from Theorem 3.13, the convergence in Theorem 2.16 of [1], and the limits
(3.11) and (3.20). This shows part (b).

By the monotonicity (3.1), if µ P rη ´ 1, η ` 1s, then f
µ�

r pzq ď f
pη`1q`
r pzq ` f

pη´1q´
r pzq, for all

z P R. By (3.10),
ş
R
e´a2zpf pη`1q`

r pzq ` f
pη´1q´
r pzqq dz ă 8 for all a ą 0. The convergence claims

in (d) then follow from Theorem 2.16 [1] and the limits in (3.3). �

Recall the notation Gs:s1 for the σ-algebra on Cprt, t1s,Rq generated by Xs:s1 from the notation
section.

The law of large numbers in Theorem 9.1(c) arises in part through the following large deviation
principle for the finite-dimensional distributions of the path. This LDP has the same quadratic
rate function as Brownian motion with drift ´λ. Note that on every interval, the path measure
should be expected to be singular with respect to a Brownian measure. See [2, Section 4.4].
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Lemma 9.7. The following holds P-almost surely: for all t, y, λ P R, � P t´,`u, and 0 “ τ0 ă
τ1 ă ¨ ¨ ¨ ă τk, the distribution of pr´1Xτ1r, . . . , r

´1Xτkrq under Qλ�

pt,yq satisfies a large deviation

principle, as r Ñ ´8, with normalization |r| and rate function

Iλpu1, . . . , ukq “ 1

2

k´1ÿ

i“0

´ui`1 ´ ui

τi`1 ´ τi
` λ

¯2
pτi`1 ´ τiq , u0 “ 0, pu1, . . . , ukq P Rk.

Remark 9.8. A special case of the above is the large deviation principle for the distribution of

Xr{r under Qλ�

pt,yq, which has the rate function Iλp´µq “ pµ´λq2
2 . In particular, for any ε ą 0,

Qλ�

pt,yqp|Xr ` λr| ą ε|r|q decays exponentially fast as r Ñ ´8.

Remark 9.9. Lemma 9.7 suggests that as r Ñ ´8, the distribution of the scaled path tr´1Xτr :

τ ě 0u under Qλ�

pt,yq satisfies a large deviation principle with rate function

Iλpfq “ 1

2

ż 8

0
pf 1pτq ` λq2 dτ,

where f : r0,8q Ñ R is such that f 1 ` λ is in L2pRq and fp0q “ 0. The above lemma immediately
implies the weak large deviation upper bound. The full LDP is Open Problem 9.

Proof of Lemma 9.7. The weak large deviation principle follows directly from the shape theorems
(3.9) and (3.8). More precisely, consider the full P-probability event that is the intersection of the
events on which parts (g) and (i) of Theorem 3.1, Theorem 3.12, Theorem 3.8, Theorem 6.7 (which
holds on pΩ,F ,Pq), and (6.31) are satisfied. Take ω in this event. Then for any bounded Borel set
A Ă Rk and any pt, yq P R2, � P t´,`u, κ ă µ in D, and λ P pκ, λq,

1

|r| logQ
λ�

pt,yqtpr´1Xτ1r, . . . , r
´1Xτkrq P Au

“ 1

|r| log
ż

rA

eb
λ�pt,y,τkr,zkqZpt, y |τ1r, z1q

k´1ź

i“1

Zpτir, zi |τi`1r, zi`1q dz1:k

ď bλ�pt, y, τkr, yq
|r|

` 1

|r| log
” ż

rA

1tzk ě yuebµpτkr,y,τkr,zkqZpt, y |τ1r, z1q
k´1ź

i“1

Zpτir, zi |τi`1r, zi`1q dz1:k

`
ż

rA

1tzk ď yuebκpτkr,y,τkr,zkqZpt, y |τ1r, z1q
k´1ź

i“1

Zpτir, zi |τi`1r, zi`1q dz1:k
ı

“ bλ�pt, y, τkr, yq
|r| ` 1

|r| log |r|k

` 1

|r| log
” ż

´A

1tvk ě y|r|´1uebµpτkr,y,τkr,vk|r|qZpt, y |τ1r, v1|r|q
k´1ź

i“1

Zpτir, vi|r||τi`1r, vi`1|r|q dv1:k

`
ż

´A

1tvk ď y|r|´1uebκpτkr,y,τkr,vk|r|qZpt, y |τ1r, v1|r|q
k´1ź

i“1

Zpτir, vi|r||τi`1r, vi`1|r|q dv1:k
ı
.

By Theorems 3.12 and 3.8, the |r|´1 logr¨ ¨ ¨ s converges to the maximum of

sup
´pv1,¨¨¨ ,vkqPA,vkě0

!
µvk ´ τ1

24
´ v21

2τ1
`

k´1ÿ

i“1

τi ´ τi`1

24
´

k´1ÿ

i“1

pvi`1 ´ viq2
2pτi`1 ´ τiq

)



60 C. JANJIGIAN, F. RASSOUL-AGHA, AND T. SEPPÄLÄINEN

and

sup
´pv1,¨¨¨ ,vkqPA,vkď0

!
κvk ´ τ1

24
´ v21

2τ1
`

k´1ÿ

i“1

τi ´ τi`1

24
´

k´1ÿ

i“1

pvi`1 ´ viq2
2pτi`1 ´ τiq

)
.

Taking κ and µ to λ gives the limit

sup
´pv1,¨¨¨ ,vkqPA

!
λvk ´ τ1

24
´ v21

2τ1
´

k´1ÿ

i“1

τi ´ τi`1

24
´

k´1ÿ

i“1

pvi`1 ´ viq2
2pτi`1 ´ τiq

)
“
´λ2
2

´ 1

24

¯
τk ´ inf

A
Iλ.

Next, apply (3.4) to get

bλ�pt, y, τkr, yq “ ´ log

ż 8

´8
Zpt, y |τkr, zqebλ�pτkr,y,τkr,zq dz.

Theorem 6.7 implies that after dividing the right-hand side by |r| and taking r Ñ ´8 it converges
to

´τk sup
ν

!
λν ´ ν2

2
´ 1

24

)
“ ´

´λ2
2

´ 1

24

¯
τk.

Thus, we get that

lim
rÑ´8

1

|r| logQ
λ�

pt,yqtpr´1Xτ1r, . . . , r
´1Xτkrq P Au ď ´ inf

A
Iλ.

The matching lower bound comes by switching around κ and µ:

lim
rÑ´8

1

|r| logQ
λ�

pt,yqtpr´1Xτ1r, . . . , r
´1Xτkrq P Au ě ´ inf

A
Iλ.

The weak large deviation principle is proved. (That is, the upper bound holds for compact
instead of all closed sets.) The full large deviation principle follows from exponential tightness.
See Theorem 2.19 in [92]. For this, it is enough to show that P-almost surely, for any t, y, λ P R,
� P t´,`u, and τ P p0, 1s,

lim
CÑ8

lim
rÑ´8

|r|´1 logQλ�

pt,yqt|Xτr| ě C|r|u “ ´8.

This comes with the exact same argument as for (6.31). �

With these large deviation results in-hand, we turn to the proof of Theorem 9.1(c).

Proof of Theorem 9.1(c). Consider the full P-probability event that is the intersection of the events
on which parts (g) and (i) of Theorem 3.1 and Theorems 3.13, 3.16, and 9.1 are satisfied. For x P R

and r ă s ď t define

M s,x,t,y
r “ Zps, x|r,Xrq

Zpt, y |r,Xrq .
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Then tM s,x,t,y
r : r ă su is a Qλ�

pt,yq-backward martingale with respect to the path filtration G´8:r,

which was defined in the notation section 1.7. Indeed, for r1 ă r2 ă r let F be a bounded Gr1:r2-
measurable function. Then

E
Qλ�

pt,yqrM s,x,t,y
r F pXr1:r2qs

“
ż

R2

Zpt, y |r, uqebλ�pt,y,r,uq ¨ Zps, x|r, uq
Zpt, y |r, uq ¨ Zpr, u|r2, vqebλ�pr,u,r2,vqE

Qλ�

pr2,vq rF pXr1:r2qs dv du

“
ż

R2

Zps, x|r, uqZpr, u|r2, vqebλ�pt,y,r2,vq ¨ EQλ�

pr2,vqrF pXr1:r2qs du dv

“
ż

R

Zps, x|r2, vqebλ�pt,y,r2,vq ¨EQλ�

pr2,vqrF pXr1:r2qs dv

“
ż

R

Zpt, y |r2, vqebλ�pt,y,r2,vq ¨ Zps, x|r2, vq
Zpt, y |r2, vq ¨EQλ�

pr2,vqrF pXr1:r2qs dv

“ E
Qλ�

pt,yqrM s,x,t,y
r2 F pXr1:r2qs.

By the martingale convergence theorem (see e.g. [76, Theorem 3.15, page 17]), the limit

(9.5) M
s,x,t,y
´8 “ lim

rÑ´8
Zps, x|r,Xrq
Zpt, y |r,Xrq

exists Qλ�

pt,yq-almost surely.

Suppose now that, with strictly positive Qλ�

pt,yq-probability, r
´1Xr does not have a limit as r Ñ

´8. We can then find κ ă µ in D, the countable dense subset of R from Section 5, such that with
strictly positive Qλ�

pt,yq-probability, we have

lim
rÑ´8

r´1Xr ď ´µ ă ´κ ď lim
rÑ´8

r´1Xr.

By path-continuity the above event equals t´κ and ´ µ are limit points of r´1Xru. Limit (3.11)
of Theorem 3.16 implies that on the intersection of this event and the event on which (9.5) holds,
ż 8

´8
Zpt, y |s,wqebκps,x,s,wq dw “ eb

κps,x,t,yq “ 1

M
s,x,t,y
´8

“ eb
µps,x,t,yq “

ż 8

´8
Zpt, y |s,wqebµps,x,s,wq dw.

The previous equalities then hold Qλ�

pt,yq-almost surely for all rational s ă t and x . Taking s Ñ t

we get that bκpt, x, t, yq “ bµpt, x, t, yq for all rational x. This contradicts (3.10), since κ ‰ µ.

Consequently, we have shown that r´1Xr has a limit, Qλ�

pt,yq-almost surely. Then Lemma 9.7 (or,

more precisely, Remark 9.8) implies that this limit must equal ´λ. �

We turn to prove the second main result of this section, Theorem 9.4 on hyperbolicity.

Proof of Theorem 9.4. Fix λ R Λω.

Part (i). By symmetry, we can assume s ď t. We prove first total variation convergence of the
one-time marginals, that is,

(9.6) lim
rÑ´8

sup
s,x,t,yPr´C,Cs

}Qλ
pt,yqpXr P ‚ q ´Qλ

ps,xqpXr P ‚ q }TV “ 0.

Let Qλ
pt,yq;r denote the distribution of Xr under Qλ

pt,yq. We have for all s, x, t, y P R, r ă s^ t, and

z P R

gλr,s,x,t,ypzq “
dQλ

ps,xq;r
dQλ

pt,yq;r
pzq “ Zps, x|r, zq

Zpt, y |r, zq ¨ ebλps,x,t,yq.

Fix τ ą 0.
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Case 1 of (9.6): t´ s ě τ . By Theorem 3.16, for any λ R Λω, any C ą 0, ε ą 0, and τ ą 0, there
exist R ă 0 and δ ą 0 such that for all r ď R, z such that |z

r
` λ| ă δ, and all s, x, t, y P r´C,Cs

with t´ s ě τ ,
p1 ` εq´2 ď gλr,s,x,t,ypzq ď p1 ` εq3.

By the LDP of Lemma 9.7 and the above uniform bound on the Radon-Nikodym derivative there
exist c “ cpλ, δq ą 0 and R ă 0 such that

sup
t,yPr´C,Cs

Qλ
pt,yqt|Xr{r ` λ| ě δu ď e´c|r| for all r ď R.

Take ε ą 0 small enough so that

1 ´ p1 ` εq´2 ď p1 ` εq3 ´ 1 ď 4ε.

By Lemma C.2,

1

2
}Qλ

ps,xq;r ´Qλ
pt,yq;r}TV ď E

Qλ
pt,yq

“
|gλr,s,x,t,ypXrq ´ 1| ¨ 1t|Xr

r
` λ| ă δu

‰
`Qλ

pt,yq
 

|Xr

r
` λ| ě δ

(

ď 4ε ` e´c|r|.

The bound above is uniform over s, x, t, y P r´C,Cs such that t´ s ě τ and r ď R. Take r Ñ ´8
and then ε Ñ 0. We have proved (9.6) for t´ s ě τ .

Case 2 of (9.6): 0 ď t ´ s ď τ . Pick u ď ´C ´ τ . By the Markov property, for B P BpRq and
K P p0,8q,

Qλ
pt,yq;rpBq ´Qλ

ps,xq;rpBq “ E
Qλ

ps,xq
“
Qλ

pt,yq;rpBq ´Qλ
pu,Xuq;rpBq

‰

“ E
Qλ

ps,xq
“`
Qλ

pt,yq;rpBq ´Qλ
pu,Xuq;rpBq

˘
1|Xu|ďC`K

‰
`Qλ

ps,xqt|Xu| ą C `Ku.
From this, for K ě C ` |u|,

sup
s,x,t,yPr´C,Cs

1

2
}Qλ

pt,yq;r ´Qλ
ps,xq;r}TV ď sup

v,z,t,yPr´C´K,C`Ks: t´věτ

}Qλ
pt,yq;r ´Qλ

pv,zq;r}TV

` sup
s,xPr´C,Cs

Qλ
ps,xqt|Xu| ą C `Ku.

For a fixed K, the first term on the right converges to 0 as r Ñ ´8 by the case already proved.
The last term converges to 0 as K Ñ 8. This completes the proof of (9.6).

The Markov property takes us from (9.6) to (9.3): for r ă s^ t,

sup
APBpCpp´8,rs,Rqq

∣

∣Qλ
pt,yqpX´8:r P Aq ´Qλ

ps,xqpX´8:r P Aq
∣

∣

“ sup
APBpCpp´8,rs,Rqq

∣

∣

∣

∣

ż “
Qλ

pt,yqpXr P dzq ´Qλ
ps,xqpXr P dzq

‰
Qλ

pr,zqpX´8:r P Aq
∣

∣

∣

∣

ď 2}Qλ
pt,yqpXr P ‚q ´Qλ

ps,xqpXr P ‚q }TV.

Part (ii). By (9.3) and the implication (iii)ñ(i) of Theorem 25.25 on p. 576 of Kallenberg [75],
Qλ

pt,yq “ Qλ
ps,xq on the tail σ-algebra Gtail for all time-space points ps, xq, pt, yq P R2. Let A P Gtail

and c “ Qλ
pt,yqpAq the common probability value for all pt, yq P R2. Then Qλ

pt,yq-almost surely, for

s ă t, first by the Markov property and then by martingale convergence,

c “ Qλ
ps,XsqpAq “ Qλ

pt,yqpA|Gs:tq ÝÑ
sÑ´8

1A.

Hence the common value c “ 0 or 1.

Part (iii). The implication from part (ii) to part (iii) is the implication (i)ñ(ii) of Theorem 26.10
on p. 595 of Kallenberg [75]. �
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We close this section with some a result about stochastic monotonicity. Planar directed poly-
mer measures with nearest-neighbor random walk (on the lattice) or continuous sample paths are
typically stochastically monotone in their initial and terminal conditions. This is a straightforward
consequence of the Karlin-McGregor theorem. See the proof of Proposition 5.2 in [1].

To make this precise in our setting, recall that measures on continuous functions come with a
natural partial order, defined as follows. Given s ă t, a function F : Cprs, ts,Rq Ñ R is nonde-
creasing if F pXs:tq ď F pYs:tq whenever Xr ď Yr for all r P rs, ts. Given two probability measures
Q1 and Q2 on Cprs, ts,Rq, we say Q1 is stochastically dominated by Q2, and write Q1 ďst Q2,
if EQ1rF s ď EQ2rF s for all bounded measurable nondecreasing functions F : Cprs, ts,Rq Ñ R.
Then the polymer measures are stochastically ordered. Proposition 2.18 in [1] shows that for all
s, x, t, y, u, v P R with s ă t, u ď x, v ď y, and for all f P MHE, we have the stochastic ordering,

Qpt,vq,ps,uq ďst Qpt,yq,ps,xq and Qpt,vq,ps,fq ďst Qpt,yq,ps,fq.(9.7)

Because the infinite length polymers arise as limits of finite length polymers, they inherit this
monotonicity from the finite volume measures.

Lemma 9.10. The following holds P-almost surely: for all � P t´,`u and all t, y, v, λ, µ P R with

v ď y and λ ă µ, we have the stochastic ordering

Qλ´
pt,yq ďst Q

λ`
pt,yq ďst Q

µ´
pt,yq ďst Q

µ`
pt,yq , Qλ`

pt,vq ďst Q
λ`
pt,yq, and Qλ´

pt,vq ďst Q
λ´
pt,yq.

Proof. The continuity of the paths implies that it is enough to prove the stochastic ordering claims at
the level of the finite marginal distributions. Then an induction, using the Chapman-Kolmogorov
property of the point-to-point measures and the Markov property of the semi-infinite measures,
reduces this to the one-dimensional marginal. See the proof of Proposition 2.18 in [1] for a similar
induction argument.

Start by observing that for r ă t
şa

´8 eb
λ`pr,a,r,uqZpt, y |r, uq du

şa
´8 eb

λ´pr,a,r,uqZpt, y |r, uq du
ď 1 ď

ş8
a
eb

λ`pr,a,r,uqZpt, y |r, uq duş8
a
eb

λ´pr,a,r,uqZpt, y |r, uq du
.

From this we get

1 ´
ş8
a
eb

λ`pt,y,r,uqZpt, y |r, uq du
1 ´

ş8
a
eb

λ´pt,y,r,uqZpt, y |r, uq du
“

şa
´8 eb

λ`pt,y,r,uqZpt, y |r, uq du
şa

´8 eb
λ´pt,y,r,uqZpt, y |r, uq du

ď
ş8
a
eb

λ`pt,y,r,uqZpt, y |r, uq duş8
a
eb

λ´pt,y,r,uqZpt, y |r, uq du
.

Rearranging, one gets

Qλ´
pt,yqpXr ě aq ď Qλ`

pt,yqpXr ě aq.(9.8)

The next two inequalities come similarly.

For the second-to-last inequality apply (C.2) with the function fpwq “ eb
λ`pt,0,r,wq to get

şa
´8 Zpt, y |r, wqebλ`pt,0,r,wq dw
şa

´8 Zpt, v |r, wqebλ`pt,0,r,wq dw
ď

ş8
a
Zpt, y |r, wqebλ`pt,0,r,wq dwş8

a
Zpt, v |r, wqebλ`pt,0,r,wq dw

.

Multiply both sides by eb
λ`pt,y,t,0q{ebλ`pt,v,t,0q and rearrange to get Qλ`

pt,vqpXr ě aq ď Qλ`
pt,yqpXr ě aq.

The last inequality is similar. �

10. Exceptional slopes

This section contains the proofs of the properties of the set Λω of the discontinuities of the
Busemann process, defined in (3.7).
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Proof of Theorem 3.3. Suppose that bλ´pt, x, t, yq “ bλ`pt, x, t, yq for some t P R and x ă y. Take
r ă t and for � P t´,`u let

Fr,�pvq “ Qλ�

pt,xqpXr ď vq “
ż v

´8
Zpt, x|r, zqebλ�pt,x,r,zqdz.

By Lemma 9.10 we have Fr,`pvq ď Fr,´pvq for all v P R. Let U be a uniform random variable

on r0, 1s with distribution Q and independent of everything else. Let Xλ�

r “ F´1
r,� pUq. Then

Xλ´
r ď Xκ

r . Also, the distribution of Xλ�

r under Q is Qλ�

pt,xq. The comparison inequality (C.1) tells

us that

Zpt, y |r,Xλ´
r q

Zpt, x|r,Xλ´
r q

ď Zpt, y |r,Xλ`
r q

Zpt, x|r,Xλ`
r q

,(10.1)

with a strict inequality if Xλ´
r ă Xλ`

r .
By (3.4) we have for s ă t and x, y, λ P R,

eb
λ�pt,x,t,yq “

ż 8

´8
Zpt, y |s, uqebλ�pt,x,s,uq du “ E

Qλ�

pt,xq
”Zpt, y |s,Xλ�

s q
Zpt, x|s,Xλ�

s q
ı
.

Since bλ´pt, x, t, yq “ bλ`pt, x, t, yq we get that equality holds in (10.1) Q-almost surely and therefore
we have QpXλ´

r “ Xλ`
r q “ 1. Consequently, Fr,˘ are equal, which implies that bλ´pt, x, r, zq “

bλ`pt, x, r, zq for all z P R because the probability densities BzFr,�pzq “ Zpt, x|r, zqebλ�pt,x,r,zq are

continuous. Since r ă t was arbitrary, we get that bλ˘pr, u, s, vq match for all r, s P p´8, tq and all
u, v P R. By continuity, this extends to r, s P p´8, ts.

To summarize, we have shown that if for some t P R and some x ă y we have bλ´pt, x, t, yq “
bλ`pt, x, t, yq, then bλ˘ match on p´8, ts ˆ R ˆ p´8, ts ˆ R. A similar argument shows that if for
some t P R, x ă y, and κ ă µ, we have bκ`pt, x, t, yq “ bµ´pt, x, t, yq, then bκ` and bµ´ match on
p´8, ts ˆ R ˆ p´8, ts ˆ R. We are now ready to prove the theorem.

Take λ P Λω. Then there exist s,w, s1, w1 P R such that bλ´ps,w, s1, w1q ‰ bλ`ps,w, s1, w1q.
Then by (3.4) it must be that for any r ă minps, s1q, there exist u ă v such that bλ´pr, u, r, vq ‰
bλ`pr, u, r, vq. By the above, we get that for any t ą r and any x, y P R, we must have bλ´pt, x, t, yq ‰
bλ`pt, x, t, yq. Since r ă minps, s1q is arbitrary, t is also arbitrary and part (i) is proved.

If κ ă µ, then (3.10) implies that for any r P R, there exists a v ą 0 such that bκ`pr, 0, r, vq ‰
bµ´pr, 0, r, vq. This implies that bκ`pt, x, t, yq ‰ bµ´pt, x, t, yq for any t P R and any x, y P R. Part
(ii) follows since we already know that when x ă y, bκ`pt, x, t, yq ď bµ´pt, x, t, yq. �

Proof of Theorem 3.5. The symmetry claims in part (a) follow from the definition (3.7) and the
properties in Theorem 3.2.

From Corollary 3.4

Λω “ tλ : bλ´p0, 0, 0, 1q ă bλ`p0, 0, 0, 1qu.(10.2)

This shows that for a given λ P R, tλ P Λωu is a measurable event and part (b) follows from
Theorem 3.1(c).

For κ ă µ, trκ, µsXΛω ‰ ∅u “ tbκ´p0, 0, 0, 1q ă bµ`p0, 0, 0, 1qu P FW . By part (a), trκ, µsXΛω ‰
∅u is invariant under each shift Tt,x. The ergodicity of pΩ,FW ,Pq under these shifts implies

Ptrκ, µs X Λω “ ∅u P t0, 1u.(10.3)

Combining the statement for shear in part (a) with the shear-invariance of P, we have for any
t, c P R,

Ptrκ, µs X Λω “ ∅u “ Ptrκ ` c, µ ` cs X ΛSt,c ω “ ∅u “ Ptrκ ` c, µ ` cs X Λω “ ∅u.(10.4)
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Suppose now that PtΛω ‰ ∅u ą 0. Then for any n P N there exists a m P Z such that
Ptrm{n, pm ` 1q{ns X Λω ‰ ∅u ą 0. Then (10.3) implies that Ptrm{n, pm ` 1q{ns X Λω ‰ ∅u “ 1
and (10.4) implies that this is in fact true for all m P Z. Thus,

P
 

rm{n, pm ` 1q{ns X Λω ‰ ∅ @n P N, @m P Z
(

“ 1.

Part (c) of Theorem 9.1 is proved. �

11. Ergodic solutions

This section proves the results on ergodic invariant distributions in Section 3.4. Recall the space
ĂM of equivalence classes defined in (3.22), and the random evolution defined on it: for t ě s and
f P Mą0,

Ss,trf s “
#

rZpt, ‚ |s, fqs if Zpt, ‚ |s, fq P Mą0 and

rOs if not.
(11.1)

By (2.13), these operators satisfy the cocycle property: for r ď s ď t,

(11.2) Ss,tSr,s “ Sr,t.

Define the transition kernel πpt, ‚ |s, ‚q on the quotient space ĂM between times s ă t by

ż

ĂM
Φpgqπpt, dg|s, fq “ ErΦpSs,tfqs “

ż

Ω
ΦpSω

s,tfqPpdωq,(11.3)

for f P ĂM and a bounded Borel function Φ : ĂM Ñ R. This is a time-homogeneous transition
kernel, that is, πpt, dg|s, fq “ πpt´ s, dg|0, fq.

Two relevant subspaces of ĂM require mention. Recall definition (2.3) of MHE. Let

(11.4) ĂMHE “ trf s : f P MHE XMą0u “ trf s P ĂM : f P MHEu

denote the subspace of equivalence classes of measures that do not blow up under the evolution.
ĂMHE is not a closed subspace of ĂM. It can be given its own Polish quotient topology but we have
no need for this. Recall also the space CHE of strictly positive continuous densities of measures in

MHE defined in (2.17) and its quotient space rCHE. Both are Polish. Parts (iii) and (iv) of the next
lemma follow because the appropriately initialized equivalence class process S0,tf possesses paths

in the spaces CpR`, ĂMq and CpR`, rCHEq, as mentioned in Section 3.4.

Lemma 11.1. The following hold.

(i) The transition kernel (11.3) satisfies the Chapman-Kolmogorov equations.

(ii) Let P be a probability measure on ĂM. Then tS0,tfutě0 under Ppdωq bP pdfq is a realization

of the Markov process with initial distribution P and transition kernel (11.3).

(iii) If the initial distribution P satisfies P pĂMHEq “ 1, then the Markov process with transition

kernel (11.3) can be realized on the path space CpR`, ĂMq.
(iv) Suppose the initial distribution P satisfies P prCHEq “ 1. Then the Markov process with

transition kernel (11.3) can be realized on the path space CpR`, rCHEq.
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Proof. Let r ă s ă t and pick a state f0 P ĂM:ż

ĂM

´ ż

ĂM
Φpf2qπpt, df2 |s, f1q

¯
πps, df1 |r, f0q “

ż

ĂM

´ ż

Ω
ΦpSω

s,tf1qPpdωq
¯
πps, df1 |r, f0q

“
ż

Ω

´ ż

Ω
ΦpSω

s,tS
ω1
r,sf0qPpdωq

¯
Ppdω1q “

ż

Ω
ΦpSω

s,tS
ω
r,sf0qPpdωq

“
ż

Ω
ΦpSω

s,tf0qPpdωq “
ż

ĂM
Φpf2qπpt, df2 |r, f0q.

In the third equality we used the fact that the time intervals pr, ss and ps, ts are disjoint and hence
their white noises are independent. Thus the two integrals PpdωqPpdω1q combine into one. The
fourth equality used the cocycle property of (11.1). Part (i) is proved.

The Markov process on ĂMR`
is then obtained by an application of Kolmogorov’s consistency

theorem. To prove the distributional claim of part (ii) it is sufficient to check that the finite-
dimensional marginals coincide. This is done inductively through repeated use of the definition
(11.3) and (2.13). For 0 “ t0 ă t1 ă ¨ ¨ ¨ ă tn,

ż

ĂMn`1
Φpf0, . . . , fnq

n´1ź

i“0

πpti`1, dfi`1 |ti, fiqP pdf0q

“
ż

ĂMn

´ż

Ω
Φpf0, . . . , fn´1,S

ω
tn´1,tn

fn´1qPpdωq
¯ n´2ź

i“0

πpti`1, dfi`1 |ti, fiqP pdf0q

“
ż

ĂMn´1

´ż

Ω

Φ
`
f0, . . . , fn´2,S

ω
tn´2,tn´1

fn´2,S
ω
tn´2,tn

fn´2qPpdωq
¯ n´3ź

i“0

πpti`1, dfi`1 |ti, fiqP pdf0q

“ ¨ ¨ ¨ “
ż

ĂM

ż

Ω

Φ
`
f0,S

ω
t0,t1

f0, . . . ,S
ω
t0,tn

f0qPpdωqP pdf0q “ EPbP rΦpf0,St0,t1f0, . . . ,St0,tnf0qs.

From an initial state η P MHE, t ÞÑ Zpt, dx|0, ηq is continuous on R` in the vague topology of
M`pRq by Theorem 2.9(i) in [1]. Note that the topology on MHE in that result is finer than the

vague topology. Consequently, if f P ĂMHE, then the path tS0,tf : t P R`u lies in CpR`, ĂMq and its

distribution defines a probability measure on CpR`, ĂMq. This and part (ii) imply part (iii).
Part (iv). By Theorem 2.9(iii) in [1], the process rs,8q Q t ÞÑ Zpt, ‚ |s, fq is continuous in the

space CHE. Hence so is the process t ÞÑ rZpt, ‚ |s, fqs in the space rCHE. �

Remark 11.2. One can put complete and separable metrics on MHE XMą0 as well as on the space
CHE of strictly positive continuous functions that are Radon-Nikodym derivatives of measures in
MHE. See Lemmas D.1 and D.2 in [1] and the proof of Lemma D.1 in this paper. Then Theorem
2.9 in [1] says that P-almost surely, for any t ą s, the mappings f ÞÑ Zpt, x |s, fq dx on MHE

and f ÞÑ Zpt, ‚ |s, fq on CHE are continuous in the induced topologies. This remains true on the
quotient spaces with their quotient topologies. In particular, by the bounded convergence theorem,
the Markov process of Lemma 11.1 is Feller continuous in the sense that the finite dimensional
marginal distributions are continuous in the weak topology if the initial conditions converge in the
topologies mentioned above. See Remark 2.12 in [1] for a similar argument.

Proof of part (i) of Theorem 3.26. Fix λ P R and recall that bλ has no λ˘ distinction P-a.s. Call

ftp‚q “ eb
λpt,0,t,‚q. By the propagation in (3.4) and the additivity in (3.2), for t ě s,

(11.5) Ss,tfs “ rZpt, ‚ |s, fsqs “ rebλps,0,t,‚qs “ rebλps,0,t,0q ¨ ebλpt,0,t,‚qs “ rebλpt,0,t,‚qs “ ft.

Now, let P P M1prCHEq denote the distribution of reBp‚q`λ‚s, where B is standard Brownian motion.
Recall from Section 3.4 the notation ΠP for the induced measure on the product space. By Theorem
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3.1(d) and the computation above, the finite-dimensional distributions of the rCHE-valued process

pft : t P Rq are given by ΠP . On the other hand, by Theorem 8.2, ftp‚q “ eb
λpt,0,t,‚q is a totally

ergodic CHE-valued process under time shifts. The continuous mapping ft ÞÑ ft “ rfts P rCHE to

equivalence classes implies that f‚ is a totally ergodic rCHE-valued process under time shifts. It
follows that ΠP is totally ergodic under time shifts. �

Proof of part (i) of Theorem 3.28. The Cn
HE
-valued process t ÞÑ pebλ1 pt,0,t,‚q, . . . , eb

λn pt,0,t,‚q q is sta-
tionary and totally ergodic by Theorem 8.2. Mapping the components to their equivalence classes

gives the stationarity and total ergodicity of the process t ÞÑ
`

rebλ1 pt,0,t,‚qs, . . . , rebλn pt,0,t,‚qs
˘
. The

argument in (11.5) applies to each component. �

We turn to develop a series of auxiliary results towards proving part (ii) of Theorem 3.26. Part
(ii) of Theorem 3.28 comes from a small extension of the proof.

Let P ‰ δrOs be a probability distribution on ĂM that is invariant and ergodic for the Markov

kernel (11.3). As recorded in (2.18), any initial condition which does not lie in ĂMHE reaches rOs in
finite time. Hence P pĂMHEq “ 1. As is remarked between (2.16) and (2.18) and proven in Theorem

2.6 of [1], any initial condition in ĂMHE instantaneously becomes a measure in rCHE and therefore

P prCHEq “ 1.

The proof constructs a new cocycle b from P and couples it with the fundamental solution Z and
the Busemann process bλ�. The polymers defined from the cocycle b have asymptotic velocities by
the same martingale argument as used in Section 9. This gives the spatial asymptotics of P claimed
in Theorem 3.26(ii.a). With these asymptotics we appeal to the Busemann limits of Corollary 3.24
to conclude the proof.

Put the product measure Ppdωq bP pdfq on the space Ωˆ rCHE. On this space, define the process
tSs,tf : s ď tu as in (11.1). We construct an ergodic dynamical system that couples a globally
defined cocycle built from P with the fundamental solution Z. An explicit coupling is defined on
each time interval rS,8q and then the joint distribution extended to all times.

For S P R, define the parameter domains

(11.6)
US “ tps, x, t, yq : t ą s ě S; x, y P Ru for strictly ordered times and

R4
S “ tps, x, t, yq : s, t ě S; x, y P Ru for unordered times.

The joint distributions will be constructed on the Polish spaces ΓS “ CpUS,Rq ˆ CpR4
S ,Rq and

extended to the space Γ “ CpR4
Ò ,Rq ˆ CpR4,Rq with unrestricted time coordinates. On the space

Ω ˆ rCHE, define the ΓS-valued random pair pZS , bSq as follows. ZS is the restriction of Z to a
CpUS ,Rq-valued random variable:

Zω
S “ tZωpt, y |s, xq : t ą s ě S; x, y P Ru.

For any f P f P rCHE, pt, xq ÞÑ Zpt, x |S, fq is strictly positive and continuous on rS,8q ˆ R. This
follows from Theorem 2.6 in [1]. Define the CpR4

S ,Rq-valued random variable bS as a function of
pZω

S , fq: for s, t ě S and x, y P R, for any representative f P f ,

(11.7) exptbSps, x, t, y;Zω
S , fqu “ Zωpt, y |S, fq

Zωps, x|S, fq .

Then

(11.8) rS,8q Q t ÞÑ rexptbSpt, 0, t, ‚qus “
„
Zpt, ‚ |S, fq
Zpt, 0|S, fq


“ rZpt, ‚ |S, fqs “ SS,tf

is the stationary rCHE-valued Markov process with marginal distribution P .
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Let PS be the distribution on ΓS of pZS , bSq under Ppdωq b P pdfq. By Proposition C.4 in
Appendix C.5, there is a unique probability measure P on Γ whose projection to ΓS agrees with
PS for each S P R. The coordinate functions on Γ are denoted by pZ, bq. Proposition C.4 gives also
the invariance and ergodicity of P under the time translation group tθuuuPR that acts on Γ by

(11.9) pθuZqpt, y |s, xq “ Zpt` u, y |s` u, xq and pθubqps, x, t, yq “ bps ` u, x, t ` u, yq.
The marginal of P on CpR4

Ò ,Rq is the distribution of the fundamental solution Z of SHE. Hence
all the properties of the fundamental solution transfer to the coordinate function Z on pΓ,BΓ,Pq.
In particular, utilizing Corollary 8.1, we can define the Busemann process bλ� on pΓ,BΓ,Pq as a
function of Z.

The update rule (5.8) and the cocycle property that bS satisfies by its definition (11.7) transfer
to b and so we have P-almost surely:

ebps,x,t,yq “
ż 8

´8
Zpt, y |r, zqebps,x,r,zq dz @t ą r and s, x, y P R and(11.10)

bpr, x, s, yq ` bps, y, t, zq “ bpr, x, t, zq @pr, xq, ps, yq, pt, zq P R2.(11.11)

From (11.8) follows that rebpt,0,t,‚qs has the distribution of the stationary Markov process with
marginal distribution P and transition kernel (11.3), now defined for all t P R.

Next we define quenched semi-infinite backward polymer distributions as functions of the envi-

ronment pZ, bq on the probability space pΓ,BΓ,Pq. For pt, yq P R2 let QZ,b

pt,yq denote the distribution

of the Markov process tXs : s P p´8, tsu with initial point Xt “ y and the transition probability
density from ps, xq to pr, zq, r ă s ď t, given by

πpr, z |s, xq “ Zps, x|r, zqebps,x,r,zq.

That π is a transition probability that satisfies the Chapman-Kolmogorov equations comes from
(11.10), (11.11), and identity (2.11) for Z. Since Ptebpr,0,r,‚q P CHE @r P Ru “ 1, the same proof

as in Theorem 9.1 on page 58 implies that P-almost surely, QZ,b

pt,yq is supported on paths that are

locally α-Hölder for any α P p0, 1{2q. Thus we consider QZ,b
pt,yq as a probability distribution on the

path space Cpp´8, ts,Rq. We will compare measures QZ,b

pt,yq from different starting points pt, yq even
though they may a priori be defined on different path spaces. We can always put them all on

CpR,Rq by stipulating that QZ,b
pt,yqpXr “ y @r P pt,8qq “ 1. Without further comment, we restrict

consideration to the P-almost every environment pZ, bq under which the polymer measures are
well-defined and all the further properties we use below are valid.

By the proof of Theorem 9.1(c) on page 60, P-almost surely, for any s, x, t, y P R,

M s,x,t,y
r “ Zps, x|r,Xrq

Zpt, y |r,Xrq , r ă s^ t,

is a QZ,b
pt,yq-backward martingale with respect to the filtration G´8:r. By martingale convergence,

M
s,x,t,y
´8 “ lim

rÑ´8
Zps, x|r,Xrq
Zpt, y |r,Xrq

exists QZ,b

pt,yq-almost surely and in L1. Next, the proof of Theorem 9.1(c) gives that

(11.12) χ “ lim
sÑ´8

s´1Xs P r´8,8s

exists as a possibly random limit QZ,b
pt,yq-almost surely, for P-almost every pZ, bq. Lemma 11.3 below

shows that χ is finite. We also use

(11.13) χ “ lim
sÑ´8

s´1Xs and χ “ lim
sÑ´8

s´1Xs
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to state events without reference to a particular QZ,b
pt,yq.

For λ P R define the events

(11.14) Aλ “ tχ ě ´λu and Γλ “
 

pZ, bq P Γ : QZ,b

p0,0qpAλq ą 0
(
.

Note that Aλ can be viewed as a tail event on the path space Cpp´8, ts,Rq for each t P R. For any
tail event G P Ş

ră0 G´8:r, for all s ă t and y P R,

Q
Z,b
pt,yqpGq “

ż

R

Zpt, y |s, xqebpt,y,s,xqQZ,b
ps,xqpGq dx.(11.15)

Thus in a given environment pZ, bq, all the polymer measures tQZ,b

pt,yq : pt, yq P R2u are pairwise

mutually absolutely continuous on the tail σ-algebra. This applies in particular to Aλ, and hence

Q
Z,b
p0,0qpAλq ą 0 implies that QZ,b

pt,yqpAλq ą 0 for all pt, yq P R2. Thereby θ´1
t Γλ “ Γλ @t P R and by

ergodicity PpΓλq P t0, 1u.
On the event Aλ, for any rational ε ą 0 and large enough negative r, Xr ď ´rpλ` εq. Then the

comparison inequality (C.1) gives for each x ă 0, and all sufficiently large negative r,

Zpt, x|r,´pλ ` εqrq
Zpt, 0|r,´pλ ` εqrq ¨ 1Aλ

ď Zpt, x|r,Xrq
Zpt, 0|r,Xrq ¨ 1Aλ

“ M t,x,t,0
r ¨ 1Aλ

ď M t,x,t,0
r .

From this and by a direct computation of the expectation,

(11.16)
Zpt, x|r,´pλ ` εqrq
Zpt, 0|r,´pλ ` εqrq Q

Z,b

pt,0qpAλq ď E
QZ,b

pt,0q rM t,x,t,0
r s “ ebpt,0,t,xq.

Consider now λ fixed so that by Theorem 3.1(c) there is no λ˘ distinction. Take r Ñ ´8 and
apply (3.11), then take ε Ñ 0 and apply (3.3) to get

eb
λpt,0,t,xqQZ,b

pt,0qpAλq ď ebpt,0,t,xq for all x ă 0.(11.17)

By the shape theorem (3.9) for Busemann functions for a fixed λ P R, P-almost surely,

pZ, bq P Γλ ùñ @t P R : QZ,b

pt,0qpAλq ą 0 ùñ @t P R : lim
xÑ´8

x´1bpt, 0, t, xq ď λ.(11.18)

By the invariance of P , we have established the following statement:

P
 
Q

Z,b
p0,0qpχ ě ´λq ą 0

(
ą 0 implies P

!
f : lim

xÑ´8
x´1 log fpxq ď λ

)
“ 1.(11.19)

In the last event, f can be any representative of f P rCHE.
For the next step, let Aλ “ tχ ď ´λu. On this event, for any rational ε ą 0 and r large enough

and negative, Xr ě ´pλ´εqr. The comparison lemma (C.1) gives for each x ă 0 and all sufficiently
large negative r,

M t,x,t,0
r ¨ 1Aλ

“ Zpt, x|r,Xrq
Zpt, 0|r,Xrq ¨ 1Aλ

ď Zpt, x|r,´pλ ´ εqrq
Zpt, 0|r,´pλ ´ εqrq ¨ 1Aλ

.

Taking r Ñ ´8 then ε Ñ 0, we see that QZ,b
pt,0q-almost surely,

lim
rÑ´8

M t,x,t,0
r ¨ 1Aλ

ď eb
λpt,0,t,xq ¨ 1Aλ

.
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Compute

E
Q

Z,b

pt,0qrM t,x,t,0
r 1Aλ

s “ E
Q

Z,b

pt,0q
“
M t,x,t,0

r Q
Z,b

pr,XrqpAλq
‰

“
ż
Zpt, 0|r, zqebpt,0,r,zq ¨ Zpt, x|r, zq

Zpt, 0|r, zq ¨QZ,b
pr,zqpAλq dz

“ ebpt,0,t,xq
ż
Zpt, x|r, zqebpt,x,r,zqQZ,b

pr,zqpAλq dz

“ ebpt,0,t,xqQZ,b
pt,xqpAλq.

Therefore for all x ă 0,

ebpt,0,t,xqQZ,b
pt,xqpAλq “ lim

rÑ´8
E

Q
Z,b

pt,0q rM t,x,t,0
r 1Aλ

s “ E
Q

Z,b

pt,0q
“

lim
rÑ´8

M t,x,t,0
r 1Aλ

‰

ď eb
λpt,0,t,xqQZ,b

pt,0qpAλq.
(11.20)

If QZ,b

p0,0qpAλq “ 1, then (11.15) implies QZ,b

pt,xqpAλq “ 1 for all pt, xq P R2. Then, recalling that

χ “ limsÑ´8 Xs{s exists, (11.20) and ergodicity lead to

P
 
Q

Z,b
p0,0qpχ ď ´λq “ 1

(
ą 0 implies P

!
f : lim

xÑ´8
x´1 log fpxq ě λ

)
“ 1.(11.21)

Repeating analogous reasoning twice more shows that

P
 
Q

Z,b
p0,0qpχ ď ´λq ą 0

(
ą 0 implies P

!
f : lim

xÑ8
x´1 log fpxq ě λ

)
“ 1(11.22)

and that

P
 
Q

Z,b
p0,0qpχ ě ´λq “ 1

(
ą 0 implies P

!
f : lim

xÑ8
x´1 log fpxq ď λ

)
“ 1.(11.23)

The left-hand sides in (11.22) and (11.23) cannot fail together. This forces

@λ P R : P
 
f : lim

xÑ8
x´1 log fpxq ě λ

(
“ 1 or P

 
f : lim

xÑ8
x´1 log fpxq ď λ

(
“ 1.

The same works for (11.19) and (11.21). Thus there exist deterministic constants κ, κ P r´8,8s
such that

(11.24) P
!
f : lim

xÑ8
x´1 log fpxq “ κ

)
“ P

!
f : lim

xÑ´8
x´1 log fpxq “ κ

)
“ 1.

From (11.19) and (11.22) we get that

P
 
Q

Z,b
p0,0qp´κ ď χ ď ´κq “ 1

(
“ 1.(11.25)

In particular, κ ď κ.

Lemma 11.3. We have

P
 

@pt, yq P R2 : QZ,b
pt,yqp´8 ă χ ă 8q “ 1

(
“ 1.(11.26)

Proof. Suppose QZ,b
pt,yqpχ “ ´8q ą 0 for some pt, yq P R2. By the mutual absolute continuity on the

tail σ-algebra,

Q
Z,b
p0,´1qpAλq ě Q

Z,b
p0,´1qpχ “ ´8q “ δ ą 0,

for all λ P R. This and (11.20) imply that

bp0, 0, 0,´1q ` log δ ď bλp0, 0, 0,´1q,
for all λ P R. Since bλp0, 0, 0,´1q is normally distributed with mean ´λ and variance 1, letting
λ Ñ 8 contradicts the finiteness of the random variable bp0, 0, 0,´1q. The fact that the limit of
s´1Xs cannot be 8 comes similarly, using (11.17). �
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By (11.25) and (11.26) we know that κ ď κ, κ ă 8 and κ ą ´8. Next we show in Lemma 11.8
that κ ą ´8 and κ ă 8, after several auxiliary lemmas. Recall this identity from (11.16), valid
for r ă s^ t and x, y P R:

(11.27) E
Q

Z,b

ps,xqrM t,y,s,x
r s “ ebps,x,t,yq.

Lemma 11.4. For P-almost every pZ, bq, the following holds for all t P R and x ă y:

(11.28)

ż

R

eb
λ´pt,x,t,yqQZ,b

pt,xqp´χ P dλq ď ebpt,x,t,yq ď
ż

R

eb
λ`pt,x,t,yqQZ,b

pt,xqp´χ P dλq.

Furthermore,

(11.29) κ “ Q
Z,b
p0,0q- ess supp´χq and κ “ Q

Z,b
p0,0q- ess infp´χq.

Proof. In a given environment pZ, bq, the at most countable set of atoms of χ is common to all

polymer distributions QZ,b
pt,zq due to their mutual absolute continuity on the tail σ-algebra (recall

(11.15)). Let t P R and x ă y. Fix m P N. Choose λ´m ă ¨ ¨ ¨ ă λm so that no λi is a jump of
the Busemann process bλ� and no ´λi is an atom of χ. For r ă 0 let zri “ ´λir “ λi|r|. Use the
comparison inequality (C.1) to write

1tXr ă zrmuM t,y,t,x
r “ 1tXr ă zr´mu Zpt, y |r,Xrq

Zpt, x|r,Xrq `
mÿ

i“´m`1

1tzri´1 ď Xr ă zri u Zpt, y |r,Xrq
Zpt, x|r,Xrq

ď 1t´r´1Xr ă λ´mu Zpt, y |r, zr´mq
Zpt, x|r, zr´mq `

mÿ

i“´m`1

1tλi´1 ď ´r´1Xr ă λiu
Zpt, y |r, zri q
Zpt, x|r, zri q .

Under QZ,b
pt,xq, Xr has a continuous distribution, the finite limit χ “ limrÑ´8 r´1Xr exists, and no

´λi is an atom of the limit. Hence the indicators converge. Since zri {r “ ´λi, we can take the

limit as r Ñ ´8 to get, for P-almost every pZ, bq and QZ,b

pt,xq-almost surely,

1t´χ ă λmuM t,y,t,x
´8 ď 1t´χ ă λ´muebλ´m pt,x,t,yq `

mÿ

i“´m`1

1tλi´1 ď ´χ ă λiueb
λi pt,x,t,yq.

Fix µ ą 0. Keep λm “ ´λ´m “ µ while letting m Õ 8 and refining the partition so that
maxipλi ´ λi´1q Ñ 0. For each value of ´χ P r´µ, µq, as the partition refines, the unique λi that
satisfies λi´1 ď ´χ ă λi converges: λi Œ ´χ. In the m Õ 8 limit we get

1t´χ ă µuM t,y,t,x
´8 ď 1t´χ ă ´µueb´µpt,x,t,yq ` 1t´µ ď ´χ ă µuebp´χq`pt,x,t,yq

ď 1t´χ ă ´µueb´µpt,x,t,yq ` eb
p´χq`pt,x,t,yq.

Let µ Õ 8. For x ă y, eb
´µpt,x,t,yq Ñ 0 as ´µ Œ ´8. In the limit we have

(11.30) M
t,y,t,x
´8 ď eb

p´χq`pt,x,t,yq.

For the lower bound, begin with the following and take limits:

M t,y,t,x
r ě

mÿ

i“´m`1

1tzri´1 ă Xr ď zri u Zpt, y |r,Xrq
Zpt, x|r,Xrq

ě
mÿ

i“´m`1

1tλi´1 ă ´r´1Xr ď λiu
Zpt, y |r, zri´1q
Zpt, x|r, zri´1q .

Let r Ñ ´8, refine the partition, and let λm “ ´λ´m Õ 8 to get the lower bound

(11.31) M
t,y,t,x
´8 ě eb

p´χq´pt,x,t,yq.
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The conclusion (11.28) comes from (11.27) and by taking E
Q

Z,b

pt,xq expectation over (11.30) and
(11.31). Identity (11.29) follows from (11.28). �

Lemma 11.5. There exists a P-almost surely finite random λ0 ą 0 such that P-almost surely

(11.32) @λ ě λ0, � P t´,`u, y ě 0 : |bλ�p0, 0, 0, yq ´ λy | ď 1 ` plog λ` 1qy.

Proof. Pick slopes λj Õ 8 and constants αj ą 0. Define standard Brownian motions Bjpyq “
bλj p0, 0, 0, yq ´λjy. Using the exact formula for the probability that Brownian motion ever reaches
a line (Eq. (5.13) on page 197 of [76]),

PtDy ě 0 : |Bjpyq| ě 1 ` αjyu ď PtDy ě 0 : Bjpyq ě 1 ` αjyu ` PtDy ě 0 : Bjpyq ď ´1 ´ αjyu
“ 2e´2αj .

We conclude that

(11.33)

ÿ

j

e´2αj ă 8 ùñ D random j0 ă 8 such that

@j ě j0, y ě 0 : |bλj p0, 0, 0, yq ´ λjy| ď 1 ` αjy.

Then for j ě j0 ` 1, λ P pλj´1, λjq, � P t´,`u, y ě 0:

λy ´ pλj ´ λj´1qy ´ αj´1y ´ 1 ď λj´1y ´ αj´1y ´ 1 ď bλj´1p0, 0, 0, yq
ď bλ�p0, 0, 0, yq ď bλj p0, 0, 0, yq ď λjy ` αjy ` 1

ď λy ` pλj ´ λj´1qy ` αjy ` 1

from which

(11.34) |bλ�p0, 0, 0, yq ´ λy| ď 1 ` pαj´1 _ αj ` λj ´ λj´1qy.

To get (11.32) choose λj “ j and αj “ logpj ´ 1q “ log λj´1 for j ě 2. �

Lemma 11.6. Suppose Q
Z,b

p0,0qp´χ ą λq ą 0 for all λ ă 8. Let µ P p0,8q. Then

(11.35) lim
tÑ8

inf
xPr0,µs, yPr2µ,8q

bp0, 0, 0, tyq ´ bp0, 0, 0, txq
t

“ 8.

Proof. Let λ0 ą 0 be large enough to satisfy Lemma 11.5 and also so that λ ě 4plog λ ` 1q for
λ ě λ0. Then for any y ě 2µ ą µ ě x ą 0 and λ ě λ0,

(11.36)
λpy ´ xq ´ px ` yqplog λ` 1q ě λpy ´ xq ´ 1

4λpx` yq “ 3
4λy ´ 5

4λx

ě λp64µ´ 5
4µq ě 1

4λ0µ.

Abbreviate Qpdλq “ Q
Z,b

p0,0qp´χ P dλq. Since λ ÞÑ bλ`p0, 0, 0, xq is increasing for x ą 0, we have the

positive correlation

(11.37)

ż

pλ0,8q
eb

λ`p0,0,0,xqQpdλq ě Qpλ0,8q ¨
ż

R

eb
λ`p0,0,0,xqQpdλq.
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In the calculation below, begin and end with (11.28).

ebp0,0,0,tyq ě
ż

R

eb
λ´p0,0,0,tyqQpdλq

ě
ż

pλ0,8q
eb

λ`p0,0,0,txq`bλ´p0,0,0,tyq´bλ`p0,0,0,txqQpdλq

pby (11.32)q ě
ż

pλ0,8q
eb

λ`p0,0,0,txq`λtpy´xq´2´tpx`yqplog λ`1qQpdλq

pby (11.36)q ě e´2` 1

4
λ0µt

ż

pλ0,8q
eb

λ`p0,0,0,txqQpdλq

pby (11.37)q ě e´2` 1

4
λ0µt Qpλ0,8q

ż

R

eb
λ`p0,0,0,txqQpdλq

ě e´2` 1

4
λ0µt Qpλ0,8q ebp0,0,0,txq.

Since λ0 can be taken arbitrarily large, the conclusion follows. �

Lemma 11.7. The following large deviation bounds hold P-almost surely.

(a) If κ “ λ and κ “ ´λ for λ P p0,8q, then for µ ă ν in p´λ, λq
lim
tÑ8

t´1 logQZ,b
pt,0qpµt ď X0 ď νtq ă 0,

and for ν 1 ą ν ą λ and µ1 ă µ ă ´λ,
lim
tÑ8

t´1 logQZ,b

pt,0qpµ
1t ď X0 ď µtq ă 0 and lim

tÑ8
t´1 logQZ,b

pt,0qpνt ď X0 ď ν 1tq ă 0.

(b) If κ “ 8 and κ P R, then for any µ ă 0,

lim
tÑ8

t´1 logQZ,b

pt,0qpµt ď X0 ď 0q ă 0.

Similarly, if κ “ ´8 and κ P R, then for any ν ą 0,

lim
tÑ8

t´1 logQZ,b

pt,0qp0 ď X0 ď νtq ă 0.

(c) If κ “ 8, then for any ν ą 0,

lim
tÑ8

t´1 logQZ,b

pt,0qp0 ď X0 ď νtq “ ´8.

Similarly, if κ “ ´8, then for any µ ă 0,

lim
tÑ8

t´1 logQZ,b

pt,0qpµt ď X0 ď 0q “ ´8.

Proof. For t ą 0 and Borel A Ă R,

Q
Z,b
pt,0qpX0 P Aq “

ż

A

Zpt, 0|0, xqebpt,0,0,xq dx “ ebpt,0,0,0q
ż

A

Zpt, 0|0, xqebp0,0,0,xq dx

“
ş
A
Zpt, 0|0, xqebp0,0,0,xq dxş

R
Zpt, 0|0, xqebp0,0,0,xq dx

“
ş
t´1A

Zpt, 0|0, txqebp0,0,0,txq dxş
R
Zpt, 0|0, txqebp0,0,0,txq dx

.

Recall from (11.24) the limits of x´1bp0, 0, 0, xq as x Ñ ˘8. When these limits are finite, we utilize
them in this form: for any C ą 0,

lim
tÑ8

t´1 sup
0ďxďCt

|bp0, 0, 0, xq ´ κx| “ lim
tÑ8

t´1 sup
´Ctďxď0

|bp0, 0, 0, xq ´ κx| “ 0.

We start with the case κ “ ´κ “ λ P p0,8q. Take ν 1 ą ν ą λ, ε ą 0, and 0 ă δ ă ν ´ λ. Then
for t large enough, we have bp0, 0, 0, txq ď κtx` εt for all x P rν, ν 1s and bp0, 0, 0, txq ě κtx´ εt for
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all x P rλ, λ` δs. From the shape theorem (3.8) we also have that for t large enough, Zpt, 0|0, txq ď
eεt´t{24´x2t{2 for all x P rν, ν 1s and Zpt, 0|0, txq ě e´εt´t{24´x2t{2 for all x P rλ, λ ` δs. Putting all
this together gives

Q
Z,b
pt,0qpνt ď X0 ď ν 1tq ď e4εt

şν1

ν
e´x2t{2`λxt dx

şλ`δ

λ
e´x2t{2`λxt dx

ď exp
!
4εt ´ ν2t

2
` λνt` pλ ` δq2t

2
´ λpλ ` δqt

)
¨ δ´1pν 1 ´ νq.

Take logarithms, divide by t and take it to 8, then take δ Ñ 0 then ε Ñ 0 to get

lim
tÑ8

t´1 logQZ,b
pt,0qpνt ď X0 ď ν 1tq ď ´ pν ´ λq2

2
ă 0.

Similarly, if µ1 ă µ ă ´λ, then

lim
tÑ8

t´1 logQZ,b

pt,0qpµ
1t ď X0 ď µtq ď ´ pµ´ λq2

2
ă 0.

Similar arguments give that if ´λ ď µ ă ν ă λ, then

lim
tÑ8

t´1 logQZ,b
pt,0qp0 ď X0 ď νtq ď ´ pν ´ λq2

2
ă 0 and

lim
tÑ8

t´1 logQZ,b

pt,0qpµt ď X0 ď 0q ď ´ pµ´ λq2
2

ă 0.

Part (a) is proved.

Next, consider the case κ “ 8 and κ P R. Take γ ě 1 such that γ2 ´κ2 ą 6 and take ε P p0, 1{3q.
Then, for t large enough, we have

sup
µďxď0

|bp0, 0, 0, xtq ´ κxt| ď εt and inf
xě1

x´1bp0, 0, 0, xtq ě γt.

Below, replace the integrand in the numerator by its global maximum taken at x “ κ.

Q
Z,b
pt,0qpµt ď X0 ď 0q ď

e3εt
ş0
µ
e´x2t{2`κxt dx

şγ`1
γ

e´x2t{2`γxt dx

ď exp
!
3εt ` κ2t

2
` pγ ` 1q2t

2
´ γpγ ` 1qt

)
¨ p´µq ď |µ|e´t.

A similar reasoning works for the case κ “ ´8 and κ P R and part (b) is proved.

To prove part (c), assume κ “ 8 without any assumptions on κ. Let ν ą 0.

t´1 logQZ,b
pt,0qp0 ď X0 ď νtq ď t´1 log

e2εt
şν
0 e

´x2t{2`bp0,0,0,txq dx
ş2ν`1
2ν e´y2t{2`bp0,0,0,tyq dy

ď 2ε ` sup
0ďxďν

2νďyď2ν`1

´
´x2

2
` t´1bp0, 0, 0, txq ` y2

2
´ t´1bp0, 0, 0, tyq

¯
` t´1 log ν

ď 2ε ` p2ν ` 1q2
2

´ inf
0ďxďν

2νďyď2ν`1

bp0, 0, 0, tyq ´ bp0, 0, 0, txq
t

` t´1 log ν ÝÑ
tÑ8

´8.

The last limit follows from Lemma 11.6 because, by Lemma 11.4, κ “ 8 implies that ´χ is
unbounded above.

Again, a similar reasoning works when κ “ ´8 and the lemma is proved. �

Lemma 11.8. Both κ and κ are finite.
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Proof. Recall that κ ď κ, κ ă 8, and κ ą ´8. We prove that κ ă 8, the proof of κ ą ´8 being
similar. So assume κ “ 8. Lemma 11.7(b)–(c) give P-almost surely, for any µ ă 0 ă ν,

lim
tÑ8

t´1 logQZ,b

pt,0qpµt ď X0 ď νtq ă 0.

Use the temporal shift invariance of P to write, for µ ă 0 ă ν,

ErQZ,b
p0,0qp´ν ă χ ă ´µqs ď EE

Q
Z,b

p0,0q
”

lim
rÑ´8

1t´µr ď Xr ď ´νru
ı

ď lim
rÑ´8

EQ
Z,b
p0,0qp´µr ď Xr ď ´νrq “ lim

tÑ8
EQ

Z,b
pt,0qpµt ď X0 ď νtq “ 0.

This contradicts the finiteness of the limiting velocity χ, proved in Lemma 11.3. �

We are ready to complete the proofs of Theorems 3.26 and 3.28.

Proof of part (ii) of Theorem 3.26. The existence of left and right asymptotic slopes was estab-
lished in (11.24). The combination of (11.25) and Lemmas 11.3 and 11.8 show that ´8 ă κ ď κ ă
8. Part (ii.a) of Theorem 3.26 has been proved.

To prove part (ii.b) of Theorem 3.26, assume that either κ ` κ ‰ 0 or κ “ κ “ 0. Define λ P R

as follows:

‚ If κ` κ ą 0 and therefore κ ą 0, let λ “ κ ą 0.
‚ If κ` κ ă 0 and therefore κ ă 0, let λ “ κ ă 0.
‚ If κ “ κ “ 0, let λ “ 0.

In these cases all f P f satisfy the conditions of Lemma 3.22 and are thus in Fλ. Theorem 3.23
implies that P b P -almost surely, for any f P f ,

(11.38) lim
rÑ´8

ş
R
Zpt, y |r, zq fpzq dzş

R
Zps, x|r, zq fpzq dz “ eb

λps,x,t,yq

locally uniformly in ps, x, t, yq P R4. The above ratio does not depend on the choice of f P f .

Since the distribution of fp‚q{fp0q under P is the same as that of ebpr,0,r,‚q under P and ebpr,0,r,‚q is
independent of tZpt, ‚ |r, ‚q : t ą ru we get that for any m ą 0, as r Ñ ´8,

(11.39)

" ş
R
Zpt, y |r, zq ebpr,0,r,zq dzş

R
Zps, x|r, zq ebpr,0,r,zq dz

: s, x, t, y P r´m,ms
*

converges weakly under P, on the space Cpr´m,ms4,Rq, to the distribution of tebλps,x,t,yq : s, x, t, y P
r´m,msu. But (11.10) implies that the ratio of integrals is actually equal to ebps,x,t,yq. Consequently,
the distribution of eb under P is the same as that of eb

λ
under P. In particular, P is the distribution

of rebλp0,0,0,‚qs. Since lim|y|Ñ8 y´1bλp0, 0, 0, yq “ λ, we must have κ “ κ “ λ. �

Proof of part (ii) of Theorem 3.28. The multivariate case follows the same reasoning. Start with

the product measure Ppdωq b P pnqpdf1:nq on the space Ω ˆ rC n

HE
and construct the time-ergodic

measure Ppnq on the space Γpnq “ CpR4
Ò ,Rq ˆ CpR4,Rqn with coordinate variables pZ, b1:nq “

pZ, b1, . . . , bnq. The previous arguments apply to each pZ, biq marginal.
Part (ii.a) of Theorem 3.28 follows from part (ii.a) of Theorem 3.26.
For part (ii.b), the limit (11.38) becomes now P b P pnq-almost sure locally uniform convergence

of the n-tuple:

(11.40) lim
rÑ´8

" ş
R
Zpt, y |r, zq f ipzq dzş

R
Zps, x|r, zq f ipzq dz

*n

i“1

“
 
eb

λips,x,t,yq(n
i“1
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for any f i P f i. In the next step, as in the proof of part (ii) of Theorem 3.26, we get distributional
convergence of n-tuples of continuous functions:

 
eb

ips,x,t,yq : s, x, t, y P r´m,ms
(n
i“1

“
" ş

R
Zpt, y |r, zq ebipr,0,r,zq dzş

R
Zps, x|r, zq ebipr,0,r,zq dz

: s, x, t, y P r´m,ms
*n

i“1

dÝÑ
rÑ´8

 
eb

λi ps,x,t,yq : s, x, t, y P r´m,ms
(n
i“1
.

Since P pnq is the distribution of tebip0,0,0,‚quni“1, we have identified P pnq as the distribution of

tebλi p0,0,0,‚quni“1. �

12. Synchronization and one force–one solution principle

Proof of Lemma 3.33. Given a ϕ-invariant random variable f : Ω Ñ rCHE let f : Ω Ñ CHE be the
function defined by fω P fω and fωp0q “ 1. Define u : R2 ˆ Ω Ñ R as follows: for t P R take a
rational s ă minpt, 0q and let

uωpt, xq “ Zωpt, x|s, f θsωq
Zωp0, 0|s, f θsωq .(12.1)

Observe that by a combination of a temporal translation (2.13) and the ϕ-invariance (3.30) of f ,
the equalities

(12.2)

Zωpt, x|r, f θrωq
Zωp0, 0|r, f θrωq “ Zω

`
t, x

ˇ̌
s, Zωps, ‚ |r, f θrωq

˘

Zω
`
0, 0

ˇ̌
s, Zωps, ‚ |r, f θrωq

˘ “ Zω
`
t, x

ˇ̌
s, Zθrωps´ r, ‚ |0, f θrωq

˘

Zω
`
0, 0

ˇ̌
s, Zθrωps´ r, ‚ |0, f θrωq

˘

“ Zωpt, x|s, f θsωq
Zωp0, 0|s, f θsωq

hold simultaneously for all pt, xq, on a full P-probability event that depends on the pair r ă s in
p´8, tq. We apply (12.2) only for rational r ă s so that the null events do not accumulate. Then
we can conclude that upt, xq is well-defined for all pt, xq P R2 on a single event of full P-probability
and its definition (12.1) is independent of the choice of the rational s ă minpt, 0q.

The definition (12.1) and the cocycle property (2.13) of Z imply that, P-almost surely, for all
pairs t ą s in R2 and all y P R, Z

`
t, y |s, ups, ‚q

˘
“ upt, yq.

Next we check the shift-covariance claim that for each r P R there exists an event Ωr such that
PpΩrq “ 1 and ruθrωpt, ‚qs “ ruωpt ` r, ‚qs for all ω P Ωr and t P R. No proof is needed for r “ 0 so
let r ‰ 0. For each t P R pick and fix a rational s ă minpt, 0q. Then

uθrωpt, xq “ Zθrωpt, x|s, f θs`rωq
Zθrωp0, 0|s, f θs`rωq “ Zωpt` r, x|s` r, f θs`rωq

Zωpr, 0|s ` r, f θs`rωq “ uωpt` r, xq
uωpr, 0q .

The first equality above is the definition (12.1) of u. The second equality is the shift-covariance
(2.8) that holds on an r-dependent full-probability event, simultaneously for all real t and rational
s ă minpt, 0q. The third equality is a combination of (12.1) and (12.2). (12.2) is used here, at the
expense of another r-dependent null event, in case s`r is not rational. The properties of u claimed
in Lemma 3.33 have been checked.

Lastly, we verify that the equivalence class of uωp0, ‚q recovers fω P-almost surely. Fix a rational
s ă 0.

ruωp0, ‚qs “ rZωp0, ‚ |s, f θsωqs (2.8)“ rZθsωp´s, ‚ |0, f θsωqs “ ϕp´s, θsω, f θsωq “ fω,

P-almost surely. The last step is from (3.30) and holds almost surely for a given s.
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Conversely, let u be a CpR, CHEq-valued random variable on pΩ,F ,Pq such that P-almost surely
Zω

`
t, y |s, uωps, ‚q

˘
“ uωpt, yq for all t ą s and y P R, and for each given r ą 0, ruθrωp0, ‚qs “

ruωpr, ‚qs P-almost surely. Then fω “ ruωp0, ‚qs satisfies

ϕpt, ω, fωq “ rZωpt, ‚ |0, uωp0, ‚qqs “ ruωpt, ‚qs p˚q“ ruθtωp0, ‚qs “ f θtω.

By the assumption on u, equality p˚q above holds on a t-dependent full probability event. Thus fω

is a ϕ-invariant random variable f : Ω Ñ rCHE. �

Proof of Theorem 3.38. The measurability claim follows from Theorem 3.1(b). By Theorem 6.5
there exists an event Ω0 such that PpΩ0q “ 1 and for any ω P Ω0, λ P R, and � P t´,`u,
pr, xq ÞÑ bλ�pr, 0, r, xq is in Fλ. By Theorem 3.2(i) there exists an event Ω1

T
such that bλ�pr, 0, r, xq “

bλ�p0, 0, 0, xq ˝ θr, for all ω P Ω1
T
, r P ´T , x, λ P R, and � P t´,`u. Consequently, fωλ�

P Hλ,T pωq,
for ω P Ω0 XΩ1

T
. Part (i) is proved. Part (ii) is immediate from the definition (3.33) and Theorem

3.1(e). Next, note that, on a full P-probability event, we have for s P R and t ě s

rZ
`
t, ‚ |s, ebλ�ps,0,s,‚q˘s “ rebλ�ps,0,t,‚qs “ rebλ�pt,0,t,‚qs

and the left-hand and right-hand sides equal, respectively, ϕpt´ s, θsω, f
θsω
λ�

q and f θtωλ�
if s and t are

in T and ω P ΩT . This proves part (iii).
If g P Hλ,T , then there exists g : Ω Ñ CHE such g “ rgs and taking fpr, xq “ gθrωpxq gives

f P Fλ,T . The proof of Theorem 3.23 works word for word if we restrict r to ´T . Then if λ R Λω,

applying (3.20) (with r restricted to ´T ) gives that Zp0,x |r,fpr,‚qq
Zp0,0|r,fpr,‚qq converges, locally uniformly in

x, to eb
λp0,0,0,xq, as r Ñ ´8 in ´T . This implies (3.37) and part (iv) is proved. Part (v) is in

Theorem 3.3. �

Proof of Theorem 3.35. Let f : Ω Ñ rCHE be a ϕ-invariant random variable such that for any f P f

the distribution of tlog fωpxq ´ log fωp0q : x P Ru under P is that of a Brownian motion with drift
λx. This implies that the distribution of fω under P is the same as that of fωλ under P. We want
to show that in fact the two are equal, P-almost surely.

For s, x, t, y P R take any rational r ă minps, tq and any f P f and let

bps, x, t, yq “ logZpt, y |r, f θrωq ´ logZps, x|r, f θrωq.(12.3)

This definition does not depend on the choice of f P f . It also does not depend on the choice of the
rational r because, similarly to (12.2), for any rational r1 ă r ă minps, tq we have, P-almost surely,
for any s, x, t, y

Zpt, y |r1, f θr1ωq
Zps, x|r1, f θr1ωq “ Zpt, y |r, f θrωq

Zps, x|r, f θrωq .

In the above computation we used (2.13) and the ϕ-invariance of f .
Repeating the above construction with fωλ instead of f gives bλ. Since fω and fωλ have the same

distribution, we get that the distribution of tbps, x, t, yq : s, x, t, y P Ru under P is the same as that
of bλps, x, t, yq : s, x, t, y P Ru. As such, b satisfies the same shape theorem as bλ, namely (6.19).
Then, (6.24) and (6.25) in Theorem 6.5 imply that, on a full P-probability event, pr, xq ÞÑ ebpr,0,r,xq

is in Fλ. Applying (3.20) and (12.3) we get that b ” bλ, P-almost surely. This implies that fω “ fωλ ,
for P-almost every ω. The one force–one solution principle is thus proved.

The synchronization claim follows from Theorem 3.5(b), Lemma 3.22, and Theorem 3.38(iv). �

Acknowledgments. The authors thank Le Chen and Davar Khoshnevisan for valuable discussions.



78 C. JANJIGIAN, F. RASSOUL-AGHA, AND T. SEPPÄLÄINEN

Appendix A. Probability space for white noise

The underlying assumption is that the complete Polish probability space pΩ,F ,Pq supports a
space-time white noise W and a collection of measure-preserving automorphisms as described in
Section 2. This section describes a standard example of a separable Hilbert space (a negative index
Hermite-Sobolev space) satisfying the required hypotheses. This is essentially Example 2 in [101,
Section 4]. In this setting, verifying our hypotheses is relatively simple using the spectral theory
of the quantum harmonic oscillator. We follow [96, Section 6.4] and its notation to supply some of
the details missing from [101].

Define the Hermite functions for x P R by

e0pxq “ 1

π1{4 e
´x2

2 and, for n P N, by enpxq “ 1

2n{2
?
n!

ˆ
x´ d

dx

˙n

e0pxq.

[96, Theorem 6.4.3] shows that the family tenu8
n“0 forms an orthonormal basis for L2pRq. By [96,

Theorem 4.8.11], the family tem,npx, yq “ empxqenpyq : m,nu8
m,n“0 is an orthonormal basis for

L2pR2q. Let H be the two dimensional quantum harmonic oscillator Hamiltonian,

H “ ´∆ ` |x |2 “ ´ B2
By2 ´ B2

Bx2 ` x2 ` y2.

It follows from (6.4.38) in [96], that for f P SpR2q,
xHf, en,myL2pR2q “ 2p1 ` n`mqxf, en,myL2pR2q.(A.1)

[96, Theorem 6.4.7] shows that if f P SpR2q is a Schwartz function, then for all ℓ P N,
8ÿ

m,n“0

p1 `m` nq2ℓxem,n , fy2
L2pR2q ă 8.

Note that there is a typo in the definition of the semi-norm in equation (6.4.45) of [96], which does
not depend on ℓ as written. See equation (6.4.33) for the correct form of the definition.

Define a new Hilbert space H by taking the closure of SpR2q in the norm (with the inner product
defined by polarization)

}f}2H “
8ÿ

m“0

8ÿ

n“0

16p1 `m` nq4xf, em,ny2
L2pR2q.(A.2)

Parseval’s identity and (A.1) combined with (A.2) imply that for f P SpR2q,

}f}2H “
ż

R2

ˇ̌
ˇ̌
ˆ

´ B2
By2 ´ B2

Bx2 ` x2 ` y2
˙2

fpx, yq
ˇ̌
ˇ̌
2

dxdy.(A.3)

Lemma A.1. pH, } ¨ }Hq is separable. H is a dense subset of L2pR2q, and the inclusion ι : pH, } ¨
}Hq ãÑ pL2pR2q, } ¨ }L2pR2qq is Hilbert-Schmidt.

Proof. H has a countable orthonormal basis tfm,n : m,n P Zě0u defined by fm,n “ 4´1p1 ` m `
nq´2em,n. Separability follows. For f P SpR2q, we have }f}H ě }f}L2pR2q. Therefore, H Ă L2pR2q
and the natural inclusion map ι is continuous. Density of H in L2pR2q follows from the density of
SpR2q in L2pR2q. To see that ι is Hilbert-Schmidt, it suffices to observe that by Parseval’s identity
and the orthonormality of tem,n : m,n P Zě0u in L2pR2q, we have

}ι}2HS “
8ÿ

m,n“0

}ιfm,n}2
L2pR2q “

8ÿ

m,n“0

1

16p1 `m` nq4 ă 8. �

Let H˚ denote the continuous dual of H, equipped with its norm topology. Denote by W the
canonical (i.e., identity) random variable on pH˚,BpH˚qq and by ϕ a generic element of H˚.



ERGODICITY AND SYNCHRONIZATION OF KPZ 79

Lemma A.2. There exists a probability measure µ on pH˚,BpH˚qq under which W is space-time

white noise. That is, for f P H,

EµreiW pfqs “
ż

H˚
eiϕpfqµpdϕq “ e

´ 1

2
}f}L2pR2q .

Proof. Existence follows from [101, Theorem 4.1]. The characteristic function identity follows
from the characterization of Hilbert-space valued Gaussian random variables by their characteristic
functions; see [16, Theorem 2.2.4]. The extension to f P L2pR2q follows from the variance isometry
and the fact that H is dense in L2pR2q. �

To verify that H˚ satisfies our hypotheses, we need to construct the automorphisms in our
setting. Before doing this, we note that in the sense of equivalence of norms, we have

}f}2H »
ÿ

|α|ď4

}Dαf}2L2pR2q `
ż

px8 ` y8qfpx, yq2dxdy(A.4)

where for α “ pk, ℓq, Dα “ BkxBℓy denotes the partial derivative with multi-index α and |α| “ k ` ℓ.

See [50, Claim 9.8.7] for the details of the Á bound. The À bound is easier and follows from the
triangle inequality, integration by parts, and repeated applications of Cauchy-Schwarz.

For ϕ P H˚ and f P H, Ts,y ϕpfq “ ϕpT´s,´y fq, R1 ϕpfq “ ϕpR1 fq, R2 ϕpfq “ ϕpR2 fq,
Ss,ν ϕpfq “ ϕpSs,´ν fq, Dα,λ ϕpfq “ ϕpDα´1,λ´1 fq, and N ϕpfq “ ϕpN fq. We first claim that
these are continuous operators from H˚ to itself.

Lemma A.3. For each G P tTs,y,R1,R2,Ss,ν,Dα,λ,N u defined above, G : H˚ Ñ H˚ is a continuous

linear operator.

Proof. Linearity follows from the definition, so it suffices to show norm boundedness. For this,
it suffices to show norm boundedness of each linear map G : H Ñ H where G P tT´s,´y,
R1 R2,Ss,´ν,Dα´1,λ´1 ,Nu. Using (A.3), boundedness of R1,R2, and N are immediate because they
are norm preserving. Boundedness of the remaining maps follow immediately from (A.4). �

Call BpH˚q the completion of BpH˚q with respect to µ and let pΩ,F ,Pq “ pH˚,BpH˚q, µq. We will
make use of the following sufficient condition for mixing. In the statement below, if G : H˚ Ñ H˚

is a map, then G acts on the identity random variable W by pGW qϕ “ Gϕ.

Proposition A.4. Let G : H˚ Ñ H˚ be an invertible, norm bounded, linear transformation and

suppose that pΩ,F ,P,Gq is a measure-preserving dynamical system. Then the condition

lim
nÑ8

ErW pfq GnW pgqs “ 0 for all f, g P H

implies that pΩ,F ,P,Gq is strongly mixing, i.e., for all A,B P F

lim
nÑ8

PpA X G´nBq “ PpAqP pBq.

Proof. We first note that BpH˚q “ σpW pfq : f P Hq by the equivalence of the norm and weak
Borel σ-algebras on H˚ [45, Theorem 1.1]. If fi, i “ 1, 2, . . . , is an orthonormal basis for H, then
σpW pfq : f P Hq “ σpW pfiq : i P Nq. By a standard approximation argument, it therefore suffices
to check the mixing condition for sets A,B P σpW pfiq : i ď kq for some k.

For each n P N, the vector Xn “ pW pf1q, . . . ,W pfkq,GnW pf1q, . . . ,GnW pfkqq is jointly Gaussian

in R2k with mean zero. The hypotheses and orthogonality of f1, . . . , fk show that the covariance ma-
trix converges to a diagonal matrix with entries p}f1}2

L2pRq, . . . , }fk}2
L2pRq, }f1}2

L2pRq, . . . , }fk}2
L2pRqq.

Continuity of the determinant of the covariance matrices implies that for all sufficiently large n,
therefore, Xn has a density function. The hypotheses now imply that these density functions con-
verge pointwise and therefore, by Scheffe’s lemma, Xn converges in total variation norm to a vector
of independent Gaussians with mean zero and the above variances. The result follows. �
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Proposition A.5. With Ts,y,R1,R2,Ss,ν,Dα,λ, and N as above, pΩ,F ,Pq satisfies the hypotheses

of section 2.1.

Proof. SinceH is a separable Hilbert space, so isH˚, and thereforeH˚ is Polish. Direct computation
checks that each of these transformations preserves the mean and covariance structure of µ and
therefore, because the characteristic function is unchanged, each such map is measure preserving.

Take f, g P H. Then for n P N, denoting the n-fold composition of maps with a power superscript,
we have

ErT n
´s,´yW pfqW pgqs “

ż

R2

fpt` ns, x` nyqgpt, xqdtdx and

ErSn
s,´ν W pfqW pgqs “

ż

R2

fpt, x` nνpt´ sqqgpt, xqdtdx.

In each of the expressions on the right-hand side above, so long as ps, yq ‰ p0, 0q and ν ‰ 0,
respectively, the integrals can be seen to converge to zero as n Ñ 8 for all f, g P L2pR2q Ą H by
approximation by compactly supported functions. Mixing follows from Proposition A.4. �

Appendix B. Shape theorem for shift-covariant cocycles

Suppose P is a probability measure on a Polish space pΩ,Fq. Let d P N. Suppose tTx : x P Zdu
is a group of measurable bijections on Ω: TxTy “ Tx`y and T0 is the identity map. Let e1, . . . , ed
denote the canonical basis vectors of Rd and let 0 denote the zero vector and let 1 “ řd

i“1 ei.
Assume that for each i P t1, . . . , du, P is invariant under the action of Tei . Let Ii be the σ-algebra
of Tei-invariant events.

A measurable function F : Ω ˆ Rd ˆ Rd Ñ R is called a cocycle if there exists an event Ω0 such
that P pΩ0q “ 1 and

F pω, x, yq ` F pω, y, zq “ F pω, x, zq for all x, y, z P Rd and all ω P Ω0.

The cocycle is said to be shift-covariant if there exists an event Ω0 such that PpΩ0q “ 1 and

F pω, x ` z, y ` zq “ F pTzω, x, yq for all x, y P Rd, z P Zd, and ω P Ωz.

Let

mpF q “
dÿ

i“1

ErF p0, eiq |Iis ei.

For x, y P Rd, x ď y is interpreted coordinatewise. Let |‚| denote any norm on Rd.

Lemma B.1. Let F be a shift-covariant cocycle. Assume that for some p ą d and k P Zd we have

F p0, eiq P LppPq @i P t1, . . . , du and sup
xPRd:kďxďk`1

|F p0, xq| P LdpPq.(B.1)

Then, with P-probability one, for all C ą 0

lim
nÑ8

n´1 sup
|x|_|y|ďCn

ˇ̌
F px, yq ´mpF q ¨ py ´ xq

ˇ̌
“ 0.

Proof. We derive the result from the corresponding lattice-indexed shape theorem from the litera-
ture. By the cocycle property, F px, yq “ F p0, yq ´F p0, xq and therefore it is enough to prove that
P-almost surely

lim
nÑ8

n´1 sup
|x|ďCn

ˇ̌
F p0, xq ´mpF q ¨ x

ˇ̌
“ 0.

By Theorem 1 of [18] and Lemma B.4 of [70] we have

lim
nÑ8

n´1 sup
ℓPZd:|ℓ|ďCn

ˇ̌
F p0, ℓq ´mpF q ¨ ℓ

ˇ̌
“ 0.
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By assumption, supkďxďk`1 |F p0, xq| P LdpPq. By the shift-invariance of P this implies that A “
sup0ďxď1 |F p0, xq| P LdpPq. Hence, for any ε ą 0

ÿ

xPZd

PtA ě ε|x|u ď C ` CErpA{εqds ă 8,

and then by the Borel-Cantelli lemma, we have P-almost surely

lim
nÑ8

n´1 max
ℓPZd:|ℓ|ďCn

sup
0ďx´ℓď1

|F pℓ, xq| “ 0.

The claim of the lemma follows:

lim
nÑ8

n´1 sup
|x|ďCn

ˇ̌
F p0, xq ´mpF q ¨ x

ˇ̌

ď lim
nÑ8

n´1 sup
ℓPZd,|ℓ|ďCn

ˇ̌
F p0, ℓq ´mpF q ¨ ℓ

ˇ̌
` lim

nÑ8
n´1 max

ℓPZd:|ℓ|ďCn
sup

0ďx´ℓď1

|F pℓ, xq| “ 0. �

Appendix C. Auxiliary results

C.1. Comparison principle.

Lemma C.1. There exists an event Ω0 such that PpΩ0q “ 1 and the following statements hold for

all ω P Ω0. For all real x ă y, s ă t, and v ă w,

Zpt, y |s, vq
Zpt, x|s, vq ă Zpt, y |s,wq

Zpt, x|s,wq .(C.1)

For all real x ă y, s ă t, and z, and any non-negative function f for which the integrals below are

nonzero and finite,
şz

´8 Zpt, y |s,wqfpwq dwşz
´8 Zpt, x|s,wqfpwq dw ă Zpt, y |s, zq

Zpt, x|s, zq ă
ş8
z
Zpt, y |s,wqfpwq dwş8

z
Zpt, x|s,wqfpwq dw

.(C.2)

Similarly, for all real v ă z, s ă t, and x, and any non-negative function f for which the integrals

below are nonzero and finite,
şx

´8 Zpt, u|s, zqfpuq duşx
´8 Zpt, u|s, vqfpuq du ă Zpt, x|s, zq

Zpt, x|s, vq ă
ş8
x
Zpt, u|s, zqfpuq duş8

x
Zpt, u|s, vqfpuq du

.(C.3)

Proof. According to Theorem 2.15 in [1], the fundamental solution Z is strictly totally positive:
that is, on a single event of full probability, for all s ă t, x1 ă ¨ ¨ ¨ ă xn and y1 ă ¨ ¨ ¨ ă yn,
detrZpt, yj |s, xiqsni,j“1 ą 0. The 2 ˆ 2 case gives (C.1). Next, take a non-negative Borel function

f , multiply both sides of (C.1) by Zpt, x|s, vqfpvq, take w “ z and integrate over v ă z. This
gives the first inequality in (C.2), provided the ratios are well-defined. The other inequalities come
similarly. �

C.2. Total variation distance.

Lemma C.2. Let P and Q be two probability measures on a measurable space pΩ,Fq. Suppose

Q ! P and let f “ dQ
dP

. Then for any event B P F ,

1

2
}P ´Q}TV ď sup

APF

“
P pAq ´QpAq

‰
ď EP rp1 ´ fq`

1Bs ` P pBcq.

Proof. First, note that for any event A P F we have

QpAX tf ď 1uq “ EP r1A1tf ď 1uf s ď P pAX tf ď 1uq
and

QpA X tf ą 1uq “ EP r1A1tf ą 1uf s ě P pA X tf ą 1uq.
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Next, write

P pA XBq ´QpA XBq “ P pA XB X tf ď 1uq ´QpA XB X tf ď 1uq
` P pAXB X tf ą 1uq ´QpA XB X tf ą 1uq

ď P pA XB X tf ď 1uq ´QpA XB X tf ď 1uq
“ P pB X tf ď 1uq ´QpB X tf ď 1uq

´ P pAc XB X tf ď 1uq `QpAc XB X tf ď 1uq
ď P pB X tf ď 1uq ´QpB X tf ď 1uq “ EP rp1 ´ fq`

1Bs.
Now

P pAq ´QpAq ď P pA XBq ´QpAXBq ` P pBcq ď EP rp1 ´ fq`
1Bs ` P pBcq. �

C.3. Increments of the Busemann process.

Proof of Claim (d) in Remark 3.7. We work out the case � “ `, the other case being similar. Since
the process has Gaussian marginals we know that the increments have a finite second moment. Since
the process has stationary increments we know that if it had independent increments, then for λ ă µ,
the variance of bµ`pt, x, t, yq ´ bλ`pt, x, t, yq would be equal to σ2pµ ´ λq, where σ2 is the variance
of b1`pt, x, t, yq ´ b0`pt, x, t, yq. The central limit theorem would imply then that the increments
are normally distributed and then we would conclude that λ ÞÑ bλ`pt, x, t, yq is a Brownian motion
with a linear drift. This would contradict the fact that this process is nondecreasing in λ. �

C.4. Membership in Fλ.

Proof of Lemma 3.22. Assume f P Fλ. Consider first the case λ ą 0. Then taking x “ pλ ` δ0q|r|
in (3.12) and (3.13) (with δ “ δ0) and sending r Ñ ´8 shows that x´1 log gpxq Ñ λ as x Ñ 8.
Taking x “ r in (3.14) and sending r Ñ ´8 gives limxÑ´8 x´1 log gpxq ě µ ą ´λ. The case
λ ă 0 is similar. For λ “ 0, taking x “ δr and x “ ´δr in the first condition in (3.15) and sending
r Ñ ´8 gives (3.19).

For the other direction consider the case λ ą 0 and assume (3.17). Choose µ P R to satisfy
limxÑ´8 |x|´1 log gpxq ď ´µ ă λ. Let ε ą 0 and δ0 P p0, λq. Choose x0 ą 0 so that

| log gpxq ´ λx| ď ε|x| for x ě x0

and log gpxq ´ µx ď ε|x| for x ď ´x0.
Let r ď ´x0{pλ´δ0q. Then if |x

r
`λ| ď δ0 we have x ě x0 and log gpxq´λx ě ´εx ě ´εpλ`δ0q|r|.

(3.12) follows. Next, let

r ď min
´

´ε´1 sup
0ďyďx0

plog gpyq ´ λyq, 0
¯
.

Then

log gpxq ´ λx ď ε|r| ď εp|x| ` |r|q for 0 ď x ď x0

and log gpxq ´ λx ď ε|x| ď εp|r| ` |x|q for x ě x0.

(3.13) follows. Finally, let

r ď min
´

´ε´1 sup
´x0ďyď0

plog gpyq ´ µyq, 0
¯
.

Then (3.14) comes from

log gpxq ´ µx ď ε|r| ď εp|r| ` |x|q for ´ x0 ď x ď 0

and log gpxq ´ µx ď ε|x| ď εp|r| ` |x|q for x ď ´x0.
The case λ ă 0 is similar and the case λ “ 0 is an easier version of these arguments. �
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C.5. Extension of PS. We prove the extension of PS to an ergodic measure P utilized in the proof
of Theorem 3.26 in Section 11. The result comes in Proposition C.4 below after some preliminaries.
The setting developed in Section 11 is assumed.

The generic variables on ΓS and Γ are denoted here by pζ, gq to avoid confusion with the processes

Z and bS defined on Ωˆ rCHE. The time translation mapping pu, ζ, gq ÞÑ pθuζ, θugq of (11.9) is jointly
continuous from R ˆ Γ into Γ. Hence for any probability measure Q on Γ that is invariant under
the group tθuuuPR, pΓ,BΓ, Q, θ‚q is a continuous dynamical system in the sense of [38]. We use
S : T to denote evolutions restricted to the time interval rS, T s: SS:T f “ tSS,tf : t P rS, T su,
bS:T “ tbSps, x, t, yq : S ď s, t ď T ; x, y P Ru, and similarly for ZS:T . Abbreviate bSpZS , fq “
bSp‚, ‚, ‚, ‚;ZS , fq when the time-space variables are not explicitly needed. Throughout, f P f and
the choice of representative is immaterial.

We make the cocycle property of bS explicit. Let s, t ě T ą S.

(C.4)
exptbSps, x, t, y;ZS , fqu “ Zpt, y |S, fq

Zps, x|S, fq “ Z
`
t, y |T,ZpT, ‚ |S, fq

˘

Z
`
s, x|T,ZpT, ‚ |S, fq

˘

“ exp
 
bT
`
s, x, t, y;ZT , rZpT, ‚ |S, fqs

˘(
“ exp

 
bT
`
s, x, t, y;ZT ,SS,T f

˘(
.

In words, bS can be calculated from time T onward by letting f evolve from S to T and then
running SHE evolution from initial condition SS,T f .

We make explicit the effect of time shift on b. Let s, t ě S, τ ą 0. Recall from (2.8) that Tτ,0
denotes temporal shift on the white noise probability space.

(C.5)

exptpθτ bSqps, x, t, y;Zω
S , fqu “ exptbSps` τ, x, t` τ, y;Zω

S , fqu

“ Zω
`
t` τ, y |S ` τ, ZωpS ` τ, ‚ |S, fq

˘

Zω
`
s` τ, x|S ` τ, ZωpS ` τ, ‚ |S, fq

˘ “ exp
 
bS
`
s, x, t, y;Z

Tτ,0 ω

S , rZωpS ` τ, ‚ |S, fqs
˘(

“ exp
 
bS
`
s, x, t, y;Z

Tτ,0 ω

S ,Sω
S,S`τ f

˘(
.

Lemma C.3. Let P pdfq be a probability distribution on rCHE. Let S ď T ă S ` τ . Then the

conditional distribution of θτ bS under PbP , given the evolution pZS:T ,SS:T fq over the time interval

rS, T s, is given by the following formula for bounded Borel functions Φ on CpUS ,Rq:

(C.6) EPbP
“
Φpθτ bSq

ˇ̌
Zω
S:T ,S

ω
S:T f

‰
“

ż
Ppdω1q

ż
πpS ` τ, dg|T,Sω

S,T fqΦ
`
bSpZTτ,0 ω

1

S ,gq
˘
.

Note that on the right ω is inherited from the left while ω1 is integrated over.

Proof. By (C.5), θτbSpZω
S , fq “ bSpZTτ,0 ω

S ,Sω
S,S`τ fq. Note that Sω

S,S`τ f depends only on the white

noise on time interval pS, S ` τ s, while ZTτ,0 ω

S is a function of the white noise on time interval
pS` τ,8q. Use independence of white noise over disjoint intervals pS, T s, pT, S` τ s and pS` τ,8q,
the cocycle property of Ss,t in (11.2) and the transition probability in (11.3) to write

ĳ
PpdωqP pdfqΨpZω

S:T ,S
ω
S:T fqΦ

`
bSpZTτ,0 ω

S ,Sω
S,S`τ fq

˘

“
ĳ

PpdωqP pdfqΨpZω
S:T ,S

ω
S:T fq

ż
Ppdω2q

ż
Ppdω1qΦ

`
bSpZTτ,0 ω

1

S ,Sω2
T,S`τS

ω
S,T fq

˘

“
ĳ

PpdωqP pdfqΨpZω
S:T ,S

ω
S:T fq

ż
πpS ` τ, dg|T,Sω

S,T fq
ż
Ppdω1qΦ

`
bSpZTτ,0 ω

1

S ,gq
˘

�

Recall that PS on ΓS is the distribution of pZS , bSq under Ppdωq b P pdfq.

Proposition C.4. Let P P M1prCHEq be an invariant distribution for the Markov kernel (11.3).
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(a) The measures tPS : S P Ru are consistent under projections ΓS Ñ ΓT for S ă T . There is

a unique probability measure P on Γ whose projection to ΓS agrees with PS for each S P R. P is

invariant under the time translation group tθuuuPR.
(b) Assume further that P P M1prCHEq is ergodic for the Markov kernel (11.3). Then P is ergodic

under the time translation group tθuuuPR.

Proof. Step 1. Consistency. Let T ą S and let Φ be a function on ΓT .ż

ΓS

Φ dPS “
ĳ

PpdωqP pdfqΦ
`
ZS |UT

, bS |R4

T
pZS , fq

˘

(C.4)“
ĳ

PpdωqP pdfqΦ
`
ZT , bT pZT , rZpT, ‚ |S, fqsq

˘

“
ĳ

PpdωqP pdfqΦ
`
ZT , bT pZT , fq

˘
“
ż

ΓT

Φ dPT .

The penultimate equality used the independence of ZT and ZS:T and the invariance of P which
gives

P b P tpω, fq : rZωpT, ‚ |S, fqs P Bu “ P pBq for Borel B Ă rCHE.

The projection consistency implies that there is a unique P P M1pΓq whose restriction to ΓS agrees
with PS for each S P R (Corollary 8.22 in [75]).

Step 2. Invariance under time shift. It is enough to check the invariance of PS under positive
time shifts. Let Φ be a bounded measurable function on ΓS and τ ą 0. Use the independence of

Z
Tτ,0 ω

S and Zω
S:S`τ , the assumed invariance of P , and the shift-invariance of P to write

ż

ΓS

Φ dPS ˝ θ´1
τ “

ĳ
PpdωqP pdfqΦ

`
Z

Tτ,0 ω

S , θτ bSpZω
S , fq

˘

(C.5)“
ĳ

PpdωqP pdfqΦ
`
Z

Tτ,0 ω

S , bS
`
Z

Tτ,0 ω

S , rZωpS ` τ, ‚ |S, fqs
˘˘

“
ĳ

PpdωqP pdfqΦ
`
Z

Tτ,0 ω

S , bSpZTτ,0 ω

S , fq
˘

“
ĳ

PpdωqP pdfqΦ
`
Zω
S , bSpZω

S , fq
˘

“
ż

ΓS

Φ dPS .

Step 3. Ergodicity under time shift. We use Definition (1.1.4) of ergodicity from [38]:

(C.7) lim
TÑ8

1

T

ż T

0
PpA X θ´tBq dt “ PpAqPpBq for Borel sets A,B Ă Γ.

By approximation, it suffices to consider sets A and B that depend only on pζS:T , gS:T q for a
bounded time interval rS, T s Ă R. Then we can replace P with PS .

Begin with this auxiliary calculation for S ď T ď S ` τ .
ż

ΓS

ΦpζS:T , gS:T qΨpθτ ζS:T , θτgS:T q dPS
(C.6)“

ĳ
PpdωqP pdfqΦ

`
Zω
S:T , bS:T pZω

S:T , fq
˘

ˆ
ż
πpS ` τ, dg|T,Sω

S,T fq
ż
Ppdω1qΨ

`
Z

Tτ,0 ω
1

S:T , bS:T pZTτ,0 ω
1

S:T ,gq
˘

“
ĳ

PpdωqP pdfqΦ
`
Zω
S:T , bS:T pZω

S:T , fq
˘

ˆ
ż
πpS ` τ, dg|T,Sω

S,T fq
ż
Ppdω1qΨ

`
Zω1
S:T , bS:T pZω1

S:T ,gq
˘
.
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In the last step, we used the Ppdω1q-almost sure equality θτZ
ω1
S:T “ Z

Tτ,0 ω
1

S:T recorded as (2.8) above
and the shift invariance of Ppdω1q.

We verify the limit in (C.7):

1

N

ż N

0
dτ PStpζS:T , gS:T q P A, pθτζS:T , θτgS:T q P Bu

“ OpT´S
N

q `
ĳ

PpdωqP pdfq 1ApZω
S:T , bS:T q

ˆ 1

N

ż N

T´S

dτ

ż
πpS ` τ, dg|T,Sω

S,T fq
ż
Ppdω1q 1B

`
Zω1
S:T , bS:T pZω1

S:T ,gq
˘

“ OpT´S
N

q `
ĳ

PpdωqP pdfq 1ApZω
S:T , bS:T q(C.8)

ˆ 1

N

ż N´S`T

0
dτ

ż
πpτ, dg|0,Sω

S,T fq
ż
Ppdω1q 1B

`
Zω1
S:T , bS:T pZω1

S:T ,gq
˘

ÝÑ
NÑ8

ĳ
PpdωqP pdfq 1ApZω

S:T , bS:T q
ż
P pdgq

ż
Ppdω1q 1B

`
Zω1
S:T , bS:T pZω1

S:T ,gq
˘

(C.9)

“ PStpζS:T , gS:T q P AuPStpζS:T , gS:T q P Bu.

In the second equality above, time homogeneity of the transition probability is used to shift T to
zero and then S ´ T ` τ is renamed τ . The limit (C.9) is justified as follows. By Theorem 3.2.4 on
page 25 of [38], an ergodic invariant distribution µ of a stochastically continuous Markov semigroup
Pt on a Polish space S satisfies

(C.10) lim
TÑ8

1

T

ż T

0
Ptϕdt “

ż
ϕdµ in L2pµq, @ϕ P L2pµq.

We apply this to the transition probability π of (11.3) on the Polish state space rCHE. By Lemma
11.1(iv) the paths are continuous and thereby the stochastic continuity assumption of Theorem
3.2.4 of [38] is satisfied. Thus for Ψ P L2pP pdfqq,

(C.11) lim
NÑ8

1

N

ż N

0
dτ

ż
πpτ, dg|0, fqΨpgq “

ż
ΨpfqP pdfq in L2pP pdfqq.

We take the function Ψpgq “
ş
Ppdω1q 1BpZω1

S:T , bS:T pZω1
S:T ,gqq above.

Now the situation at (C.8) can be abstracted as follows: fN Ñ c in L2pµq, pX,Y q are jointly
defined random variables, 0 ď Y ď 1, and X has distribution µ. Then

|ErY fNpXqs ´ EY ¨ c | ď E
“
Y |fN pXq ´ c|

‰
ď
 
Er|fN pXq ´ c|2 s

(1{2 ÝÑ 0.

In the application to (C.9), fN is the average on the second line of (C.8), X “ SS,T f which has
distribution µ “ P by the invariance of P , and Y “ 1ApZω

S:T , bS:T q. This completes the proof of
Proposition C.4. �

Appendix D. Quotient topology on strictly positive measures

Recall the space M`pRq of positive Radon measures on R and the space

Mą0 “ tζ P M`pRq : supppζq “ Ru

of these measures whose support is the whole real line. Fix a countable dense subset tϕj : j P Nu
of CcpR,R`q such that no ϕj is identically zero and each open interval of R contains the support
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of some ϕj . Define the metrics

dM`pRqpζ, ηq “
8ÿ

j“1

2´j min
! ˇ̌
ˇ
ż

R

ϕj dζ ´
ż

R

ϕj dη
ˇ̌
ˇ , 1

)
and

dMą0
pζ, ηq “

8ÿ

j“1

2´j min
! ˇ̌
ˇ
ż

R

ϕj dζ ´
ż

R

ϕj dη
ˇ̌
ˇ `

ˇ̌
ˇ 1ş

R
ϕj dζ

´ 1ş
R
ϕj dη

ˇ̌
ˇ , 1

)
,

both bounded by one. The topology induced by dM`pRq is the usual vague topology on M`pRq.

Lemma D.1. pMą0, dMą0
q is complete and separable and dMą0

generates the subspace topology

on Mą0, viewed as a subset of M`pRq.

Proof. These topologies are metric and therefore sequential. Separability can be seen by adding ε
times a Gaussian measure to an approximation by a linear combination, with rational coefficients,
of Dirac masses at rational points. To see the completeness, note first that a Cauchy sequence ζn
in pMą0, dMą0

q is also Cauchy in pM`pRq, dM`pRqq. Call its dM`pRq-limit ζ. Because p
ş
ϕj dζnq´1

is Cauchy and
ş
ϕj dζn Ñ

ş
ϕj dζ, these limits of integrals must be strictly positive for all j P N.

Therefore ζ P Mą0. Finally, if ζn P Mą0 converges to ζ P Mą0 vaguely, then for all j,
ˇ̌
ˇ̌
ż

R

ϕjdζn ´
ż

R

ϕjdζ

ˇ̌
ˇ̌ `

ˇ̌
ˇ̌ 1ş

R
ϕjdζn

´ 1ş
R
ϕjdζ

ˇ̌
ˇ̌ Ñ 0

and so dMą0
pζn, ζq Ñ 0. Conversely, dMą0

pζn, ζq Ñ 0 implies dM`pRqpζn, ζq Ñ 0. Therefore, the
topology induced by dMą0

on Mą0 is the subspace topology. �

Add to Mą0 a cemetery state O. Call Mą0 “ Mą0 Y tOu and define a metric on Mą0 by
setting d

Mą0
pO,Oq “ 0, d

Mą0
pζ,Oq “ 1, and d

Mą0
pζ, ηq “ dMą0

pζ, ηq, for η, ζ P Mą0. It is

straightforward to see that because Mą0 is complete and separable under dMą0
, Mą0 is complete

and separable under d
Mą0

.
For η, ζ P Mą0, recall the equivalence relation under which ζ „ η if there exists a finite constant

c ą 0 such that ζ “ cη, and the only element equivalent to O is O itself. Denote the equivalence

class of ζ P Mą0 by rζs. Denote the quotient space Mą0{„ by ĂM and give it the quotient topology.

Remark D.2. If one defines the equivalence relation on M`pRq, then the zero measure 0 makes
the quotient topology uninteresting. This is because cζ Ñ 0 as c Œ 0 for all ζ P M`pRq. Since
all the measures cζ are identified under „, the continuity of the quotient map implies that every
neighborhood of r0s contains the entire quotient space.

Lemma D.3. The quotient topology on ĂM is Polish. There exists a homeomorphism f from ĂM
onto a closed subspace of Mą0 such that

dĂMprηs, rζsq “ d
Mą0

pfprηsq, fprζsqq(D.1)

defines a complete separable metric for the quotient topology of ĂM.

Proof. Call X the space Mą0 equipped with the topology generated by the metric d
Mą0

. Let

Y “
 
ζ P Mą0 ztOu :

ş
R
ϕ1dζ “ 1

(
Y tOu

inherit the subspace topology from pMą0, dMą0
q. Y is Polish, being a closed subset of a Polish

space.
Define the surjection g : X Ñ Y by gpOq “ O and gpζq “ 1ş

R
ϕ1 dζ

¨ ζ for ζ P Mą0 ztOu. g is the

identity on Y. To check that g is continuous, let ζn Ñ ζ in pMą0, dMą0
q. If ζ “ O, then ζn “ O
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for all sufficiently large n because O is isolated. If ζ ‰ O, then ζn ‰ O for all sufficiently large n,
and for j P N,

ż

R

ϕj d
`
gpζnq

˘
“

ş
R
ϕj dζnş

R
ϕ1 dζn

ÝÑ
nÑ8

ş
R
ϕj dζş

R
ϕ1 dζ

“
ż

R

ϕj d
`
gpζq

˘
.

Thus in all cases, gpζnq Ñ gpζq.
The quotient map p : Mą0 Ñ ĂM is ppζq “ rζs. Call X˚ the topological space ĂM equipped with

the quotient topology, i.e., the finest topology in which p is continuous. Since g is constant on each
rζs, [85, Theorem 22.2] implies that the map f : X˚ Ñ Y defined by fprζsq “ gpζq is continuous.
We have the following commuting diagram:

X

X˚ Y

p
g

f

By [85, Corollary 22.3], f is a homeomorphism if and only if g is a quotient map, meaning that
A Ă Y is closed in the topology of Y if and only if g´1pAq is closed in the topology of X.

Continuity tells us that if A is closed in the topology of Y, then g´1pAq is closed in the topology
of X and so it suffices to show the converse. Fix A Ă Y and suppose that g´1pAq is closed in X.
Because Y is sequential, it suffices to show that A is sequentially closed. Take any sequence ζn P A
and suppose that ζn Ñ ζ P Y. Notice that ζn P g´1pζnq and so because g´1pAq is closed, we must
have ζ P g´1pAq. But since ζ P Y, we have gpζq “ ζ and so ζ P gpg´1pAqq “ A.

Because f is a homeomorphism, the quotient topology of ĂM is Polish. �

The space CHE of (2.17) is given the metric defined for f, g P CHE by

(D.2)

dCHE
pf, gq “

8ÿ

m“1

2´m

ˆ
1 ^ sup

´mďxďm

„
|fpxq ´ gpxq| `

ˇ̌
ˇ̌ 1

fpxq ´ 1

gpxq

ˇ̌
ˇ̌
˙

`
8ÿ

m“1

2´m

ˆ
1 ^

∣

∣

∣

∣

ż

R

e´ 1

m
y2fpyqdy ´

ż

R

e´ 1

m
y2gpyqdy

∣

∣

∣

∣

˙
.

Lemma D.2 in [1] shows that this metric is complete and separable.

Lemma D.4. The set

(D.3)
 
η P M`pRq : ηpdxq “ fpxqdx for some strictly positive and continuous f

(

is a Borel subset of M`pRq.

Proof. The set (D.3) can be represented as follows:

!
η P M`pRq : the limit upqq “ lim

nÑ8
1
2nηrq ´ n´1, q ` n´1s exists in R` for each q P Q,

@k P N the function u on r´k, ks X Q is uniformly continuous and bounded away from zero,

and the continuous extension f of u to R satisfies

ż

R

ϕnpxqfpxq dx “
ż

R

ϕn dη @n P N

)
.

Note that
ş
ϕnf dx can be evaluated as a Riemann integral from the values of u on the rationals. �
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Appendix E. Random dynamical systems

In this appendix we give proofs of some well-known results for which we could not find references
in the RDS literature proving the precise statements we wanted. These results build up to a proof
that with the definitions in Section 3.5, P -synchronization implies that the 1F1S principle holds
for P .

The setting in this section is that of Section 12. The independence of FW
´8:0 and FW

0:8 implies
that the RDS ϕ is of white noise type under Definition 2.11 in [36]. Recall the abbreviation θt “ Tt,0.

Define the skew-product flow (or semigroup) pΘtqtě0 acting on the spaces
`
Ω ˆ rCHE,F bBprCHEq

˘

and
`
Ω ˆ rCHE,F

W bBprCHEq
˘
by Θtpω, fq “

`
θtω,ϕpt, ω, fq

˘
. A probability measure P on

`
Ω ˆ

rCHE,F bBprCHEq
˘
is invariant for the RDS ϕ if its marginal on Ω is equal to P and P is invariant

under the action of Θt for all t ą 0.
For a probability measure P on rCHE and t ą 0 call ϕpt, ωqP P M1prCHEq the probability measure

determined for Φ : rCHE Ñ R bounded and Borel measurable by

Eϕpt,ωqP rΦs “
ż
Φpgqϕpt, ωqP pdgq “

ż
Φpϕpt, ω,gqqP pdfq “

ż
ΦpSω

0:tgqP pdfq.

For a probability measure P on
`
Ω ˆ rCHE,F bBprCHEq

˘
with marginal P on Ω, let Pω denote

its regular conditional probability, given F . Then P is invariant for ϕ if, and only if, for all

t ą 0, for P-almost every ω, ϕpt, ωqP ω “ P θtω; that is, for any measurable set A Ă rCHE, Pω

 
f :

ϕpt, ω, fq P A
(

“ P θtωpAq. See Section 2 in [34]. Note that the Borel σ-algebra on rCHE is countably

generated and so it suffices to check this equality on a countable generating π-system. If ω ÞÑ Pω

is FW
´8:0-measurable, then P is said to be Markovian. See Definition 6.14 in [35].

Lemma E.1. For each probability measure P on rCHE that is invariant for the Markov process with

kernel (11.3) there exists a unique Markovian probability measure on
`
Ω ˆ rCHE,F bBprCHEq

˘
that

is invariant for ϕ and whose rCHE-marginal is P . Conversely, the rCHE-marginal of any Markovian

invariant measure for ϕ is invariant for the Markov process with kernel (11.3).

Proof. Suppose that P P M1prCHEq is invariant for the Markov process with kernel (11.3), i.e. ΠP

(defined in Section 3.4) is invariant under the shift θt for each t ą 0. Proposition 4.2 of [36] implies

that there exists a FW
´8:0-measurable random measure ω ÞÑ µω taking values in M1prCHEq and such

that, for any sequence tk Ñ 8,

for P-almost every ω, ϕptk, θ´tkωqP Ñ µω in the weak topology on M1prCHEq(E.1)

and

for each t ą 0, for P-almost every ω, ϕpt, ωqµω “ µθtω.(E.2)

Let P pdω, dfq “ µωpdfqPpdωq be the measure on
`
Ω ˆ rCHE,F bBprCHEq

˘
which satisfies for

bounded measurable Ψ : Ω ˆ rCHE Ñ R,ż
Ψpω,gqP pdω, dgq “

ĳ
Ψpω,gqµωpdgqPpdωq.(E.3)

This identifies that µω “ Pω is a version of the regular conditional distribution given F . (E.2)
implies that P is invariant for the RDS ϕ. It also follows that P has Ω-marginal P and is Markovian.
By the invariance of P for the Markov process,

ş
ϕpt, θ´tωqP Ppdωq “ P . Combined with (E.1),

this implies that P has rCHE-marginal P .

For the uniqueness claim consider a probability measure P
1
on

`
Ω ˆ rCHE,F bBprCHEq

˘
satisfying

(a.i) the Ω-marginal of P
1
is P,

(a.ii) P
1
is invariant under Θt for each t ą 0,
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(a.iii) the rCHE-marginal P
1
ω of its regular conditional probability given F is such that

ş
ΦpfqP 1

ωpdfq
is FW

´8:0-measurable for each bounded measurable Φ : rCHE Ñ R, and

(a.iv) the rCHE-marginal of P
1
is P .

Take Φ bounded and take a bounded F : Ω Ñ R that is FW
´t:8-measurable for some t ą 0. Then

ż
F pωqΦpgqP 1pdω, dgq “

ĳ
F pθtωqΦpϕpt, ω,gqqP 1pdω, dgq

“
ĳ

F pθtωqΦpϕpt, ω,gqqP 1
ωpdgqPpdωq “

¡
F pθtωqΦpϕpt, ω,gqqP 1

ω1pdgqPpdωqPpdω1q

“
ĳ

F pθtωqΦpϕpt, ω,gqqPpdωqP pdgq “
ĳ

F pωqΦpϕpt, θ´tω, fqqPpdωqP pdgq

“
ż
F pωqEϕpt,θ´tωqP rΦsPpdωq.

The first equality is Θ´r-invariance. The third equality used the facts that F pθ´rωqΦpϕpt, ω,gqq is

FW
0:8-measurable, P

1
is Markovian, and FW

0:8 is independent of FW
´8:0. The fourth equality used

the fact that P is the rCHE-marginal of P
1
. The fifth equality used the θr-invariance of P.

Applying (E.1) gives
ż
F pωqΦpgqP 1pdω, dgq “

ż
F pωqΦpgqP pdω, dgq.

By the monotone class theorem, the above equality holds for any bounded measurable Φ : rCHE Ñ R

and any bounded FW
´8:8-measurable F : Ω Ñ R. Lastly, we extend this to any bounded F -

measurable F by utilizing the Markovian property of P and the Markovian assumption on P
1
,

which say that
ş
ΦpgqP ωpdgq and

ş
ΦpgqP 1

ωpdgq are FW
´8:0-measurable. Then

ż
F pωqΦpgqP 1pdω, dgq “

ż
ErF | FW

´8:8sΦpgqP 1pdω, dgq

“
ż
ErF | FW

´8:8sΦpgqP pdω, dgq “
ż
F pωqΦpgqP pdω, dgq.

This implies that P
1 “ P and proves the uniqueness of P . The last claim is in part (ii) of [36,

Proposition 4.2]. �

The next lemma shows how ϕ-invariant random variables are related to ergodic probability
measures for the Markov process.

Lemma E.2. Let f : pΩ,Fq Ñ prCHE,BprCHEqq be a ϕ-invariant random variable and let P on`
Ω ˆ rCHE,F bBprCHEq

˘
be the distribution of pω, fωq under P. Let P be the distribution of ω ÞÑ fω

under P, equivalently, the rCHE-marginal of P . Then the following hold.

(i) P is invariant under the action of Θt for each t ą 0. If fω is FW -measurable, then`
Ω ˆ rCHE,F

W bBprCHEq, P
˘
is ergodic under Θt for all t ą 0. If fω is only F-measurable

but we assume further that pΩ,F ,Pq is ergodic under θt for a given t ą 0, then
`
Ω ˆ

rCHE,F bBprCHEq, P
˘
is ergodic under the action of Θt for that t.

(ii) If f1 : Ω Ñ rCHE is a ϕ-invariant random variable such that the distribution of pω, fω1 q under

P is P , then f “ f1 P-almost surely.

(iii) Assume f is Markovian. Then P is invariant and totally ergodic under the Markov ker-

nel (11.3). If f1 : Ω Ñ rCHE is a Markovian ϕ-invariant random variable such that the

distribution of ω ÞÑ fω1 under P is P , then f “ f1 P-almost surely.
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Proof. Part (i). Consider the event tω : pω, fωq P Au for a measurable A P F bBprCHEq. For each
t ą 0 the ϕ-invariance of f implies that P-almost surely

θ´1
t tω : pω, fωq P Au “ tω : pθtω, f θtωq P Au “ tω : pθtω,ϕpt, ω, fqq P Au “ tω : pω, fωq P Θ´1

t Au.
Therefore, the invariance of P under θt implies the invariance of P under Θt.

For the first ergodicity claim, suppose that A P FW bBprCHEq is invariant under Θt and fω is FW -
measurable. Then tω : pω, fωq P Au P FW is invariant under θt and the ergodicity of pΩ,FW ,Pq
under θt implies that P pAq “ Ptω : pω, fωq P Au P t0, 1u. The second ergodicity claim follows
similarly after replacing FW by F .

Part (ii). The assumptions give for any bounded measurable Φ : rCHE Ñ R and F : Ω Ñ R,
ż
F pωqΦpfω1 qPpdωq “

ż
F pωqΦpgqP pdω, dgq “

ż
F pωqΦpfωqPpdωq.

This implies that Φpfωq “ Φpfω1 q for P-almost every ω. Since rCHE is Polish, there exists a countable
collection of bounded measurable functions Φ that separates points. Thus fω “ fω1 , for P-almost
every ω.

Part (iii). Since P is the distribution of pω, fωq under P we have that Pω “ δfω , P-almost surely.
If fω is FW

´8:0-measurable, then P is Markovian and Lemma E.1 gives the invariance of its marginal
P under the Markov kernel (11.3).

By Part (i), the distribution of pω, fω1 q under P is invariant under Θt for all t ą 0. It has marginals
P and P and is Markovian. The uniqueness in Lemma E.1 implies then that this probability measure
is P and then Part (ii) implies that fω1 “ fω, P-almost surely.

For the ergodicity claim we will use the ergodicity criterion in Theorem 3.2.4(iii) of [38]. Take

any t ą 0 and consider a measurable set A Ă rCHE such that πpt, A|0,gq “ 1Apgq, for P -almost

every g P rCHE. This is the same as PpSω
0,tg P Aq “ 1Apgq for P -almost every g P rCHE, which in turn

says that for P-almost every ω, either fω R A or
ş
1tSω1

0,tf
ω P AuPpdω1q “ 1. By the measurability

condition on fω, this says that for P-almost every ω, either fω R A or Sω
0,tf

ω P A. But then we have

P
 

pΩ ˆAqzΘ´1
t pΩ ˆAq

(
“ P

 
fω P A and Sω

0,tf
ω R A

(
“ 0.

This says that the set Ω ˆ A is P -almost surely invariant under the action of Θt. By Part (i),`
Ω ˆ rCHE,F

W bBprCHEq, P
˘
is ergodic under this action and so P pAq “ P pΩ ˆAq P t0, 1u. �

The last result shows that synchronization implies the 1F1S principle.

Proposition E.3. Let P be a probability measure on rCHE that is invariant for the Markov process

with kernel (11.3). Let f : Ω Ñ rCHE be a ϕ-invariant random variable. Fix a countable subset

T Ă r0,8q with supT “ 8. Suppose that there exist events rC0 Ă rCHE and Ω0 Ă Ω such that

P prC0q “ PpΩ0q “ 1, and for any g P rC0 and ω P Ω0,

lim
T QtÑ8

drCHE

`
ϕpt, θ´tω,gq, fω

˘
“ 0.(E.4)

Then P is the distribution of ω ÞÑ fω under P and f is Markovian. Furthermore, if f1 : Ω Ñ rCHE

is a ϕ-invariant random variable such that the distribution of ω ÞÑ fω1 under P is P , then fω1 “ fω

for P-almost every ω.

Proof. Let P be the unique Markovian probability measure on
`
Ω ˆ rCHE,F bBprCHEq, P

˘
, from

Lemma E.1, with marginals P and P . Define F pω,gq “ drCHE

pg, fωq. The invariance of P under θt,

for all t, and the fact that (E.4) holds P -almost surely imply that F
`
Θtpω,gq

˘
Ñ 0 in P -probability,

as t Ñ 8 in T . Since P is invariant under Θt for all t ą 0 we get that drCHE

pg, fωq “ F pω,gq “ 0,

P -almost surely. This implies that Pω “ δfω , P-almost surely. As a result, f is Markovian and the
marginal P is the distribution of ω ÞÑ fω under P.
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By assumption Ppf θ´tω
1 P rC0q “ P prC0q “ 1 so there exists an event Ω1 Ă Ω such that PpΩ1q “ 1

and f
θ´tω
1 P rC0 for all ω P Ω1 and t P T . Let Ω2 Ă Ω be an event such that PpΩ2q “ 1 and

ϕpt, θ´tω, f
θ´tω
1 q “ fω1 , for all ω P Ω2 and t P T . Then for ω P Ω0 X Ω1 X Ω2 we have that

drCHE

pfω1 , fωq “ drCHE

`
ϕpt, θ´tω, f

θ´tω
1 q, fω

˘
Ñ 0

as t Ñ 8 in T . The proposition is proved. �
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