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Abstract. We establish the existence of generalized Busemann functions and Gibbs-Dobrushin-Landford-

Ruelle measures for a general class of lattice random walks in random potential with finitely many admissible

steps. This class encompasses directed polymers in random environments, first- and last-passage percolation,
and elliptic random walks in both static and dynamic random environments in all dimensions and with

minimal assumptions on the random potential.

1. Introduction

The model of a random walk interacting with a random potential (RWRP) has been a major topic of
research in probability over the last half-century. Through various specializations, it encompasses random
walks in both static and dynamic random environments, directed polymers in random environments, as
well as zero-temperature models of deterministic walks in random environments like directed and undirected
first- and last-passage percolation. The objects we investigate, called generalized Busemann functions, have
been previously studied in specific instances through the structure of positive harmonic functions and the
associated Martin boundary [8], infinite volume Gibbs-Dobrushin-Landford-Ruelle measures and geodesics
[1, 3–5, 7, 12, 14, 21, 22, 25, 35, 37, 48, 57], increment stationary distributions of directed polymers and
stochastic Hamilton-Jacobi equations [1, 3–5, 7, 12, 15, 36, 37, 57], solutions to variational formulas for the
limiting free energy and shape function [8, 51, 54, 55, 63], and, in the related stochastic Hamilton-Jacobi
setting, correctors for the stochastic homogenization problem [13, 37].

In this introductory section, we will motivate the model and questions we consider informally, ignoring
technical complications. A careful treatment follows in the main body of the text. Our model begins with a
time-homogeneous reference random walk with finitely many admissible steps on an integer lattice Zd. We
call the set of admissible steps by R, the associated transition mass function p, and the path law started at
x P Zd Px. The random walk interacts with a random potential tV pω, zq : z P Ru through its position and
its increment.

At positive temperature, the quenched (unrestricted-length) point-to-point polymer measure is a Gibbsian
measure on paths X‚ which are rooted at a site x, defined via the Radon-Nikodym derivative

dQβ,ω
x,y

dPx
pX‚ q “

e´β
řτy´1

k“0 V pTXk
ω,Xk`1´Xkq

Zβ,ω
x,y

1tτyă8upX‚ q.(1.1)

In the previous expression, Tx is a shift of the environment by x, τy is the first time the path reaches site y,
and the partition function is

Zβ,ω
x,y “ Ex

”

e´β
řτy´1

k“0 V pTXk
ω,Xk`1´Xkq1tτyă8u

ı

.(1.2)

Here Ex is the expectation with respect to Px, and β P p0,8q is interpreted as the inverse temperature.
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A straightforward computation checks that these measures are Markovian with one-step transition prob-
abilities from x ‰ y to x ` z, z P R, given by

ppzqe´βV pTxω,zq
Zβ,ω
x`z,y

Zβ,ω
x,y

“ ppzqe´βpV pTxω,zq` 1
β plogZβ,ω

x,y ´logZβ,ω
x`z,yqq.(1.3)

As β Ñ 8, one should expect the measure in (1.1) to converge to a distribution supported on paths which
minimize the potential along the path; that is, the measure is asymptotically supported on minimizers in
the support of Px of the functional

´ min
x‚PsuppPx

"τy´1
ÿ

k“0

V pTxk
ω, xk`1 ´ xkq

*

“ F8,ω
x,y “ lim

βÑ8

1

β
logZβ,ω

x,y .(1.4)

This “zero temperature” RWRP model is known in the literature as first-passage percolation (FPP), with
the standard undirected Euclidean model arising if Px is any random walk with the same admissible steps
as simple symmetric random walk on Zd. In that setting F8,ω

x,y is called the passage time. The statement
that the transition probabilities in (1.3) sum to one becomes the following local rule, which can be used to
construct minimizing paths, called geodesics in FPP:

0 “ min
zPR

tV pTxω, x ` zq ` F8,ω
x,y ´ F8,ω

x`z,yu.

If one replaces stopping on reaching y with stopping after n steps, then the positive-temperature polymer
measure defined through (1.1) is what we call the quenched restricted-length point-to-level polymer measure,
which is defined via the Radon-Nikodym derivative

dQβ,h,ω
x,n

dPx,n
pX‚ q “

e´β
řn´1

k“0 V pTXk
ω,Xk`1´Xkq

Zβ
x,n

.

In the previous expression, Px,n is the restriction of Px to the first n steps of the walk and

Zβ
x,npωq “ Ex,n

”

e´β
řn´1

k“0 V pTXk
ω,Xk`1´Xkq

ı

.

Again, these measures are Markovian with one-step transition probabilities from x to x ` z, where z P R,
given by

ppzqe´βV pTxω,zq
Zβ
x`z,n´1pωq

Zβ
x,npωq

“ ppzqe´βpV pTxω,zq` 1
β plogZβ

x,n´logZβ
x`z,n´1qq.(1.5)

Denote by P the law of the random potential. In general, the above quenched point-to-level polymer
measures are not Kolmogorov consistent as n varies unless it happens to be the case that P almost surely
for all x and all n,

Zβ
x,npωq “ 1 or, equivalently,

ÿ

zPR
ppzqe´βV pTxω,zq “ 1.(1.6)

If this holds, then the restricted point-to-level model reduces to that of an elliptic random walk in a random
environment (RWRE).

As previously noted, except in the special case where the model is exactly an RWRE, the measures
(pQβ,h,ω

x,n qn and pQβ,ω
x,y qy) discussed above are not in general Kolmogorov consistent. The domain Markov

property satisfied by another family of measures (restricted length point-to-point, defined further down in
(2.3)) gives Dobrushin-Landford-Ruelle (DLR) equations which characterize infinite volume Gibbs measures
in this setting. One typically expects such measures to arise in the thermodynamic limit as the terminal
condition (y or n, respectively) tends to infinity. Such a limit is equivalent to the convergence of the transition
probabilities defined through (1.3) (or (1.5)). Writing β´1 logZβ,ω

x,y “ F β,ω
x,y , this, in turn, is equivalent to the

convergence of limits of the form

Bβ,ωpx, x ` zq “ lim
y

!

F β,ω
x,y ´ F β,ω

x`z,y

)

,(1.7)
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where the limit is taken as y Ñ 8 in an appropriate sense. In the zero-temperature setting of FPP, the
analogous limits

B8,ωpx, x ` zq “ lim
y

!

F8,ω
x,y ´ F8,ω

x`z,y

)

(1.8)

are known as Busemann functions, which is a name inherited from their interpretation in metric geometry.
We keep this terminology in the general model.

The existence of such limits is highly non-trivial to prove in general, with most arguments, even in the
planar d “ 2 setting, relying on strong and generally unproven hypotheses about the limiting free energy
(β ă 8) or limit shape (β “ 8). These quantities are defined respectively (in the point-to-point setting)
through the limits

Λβpξq “ lim
nÑ8

1

n
F β,ω
0,xn

and Λ8pξq “ lim
nÑ8

1

n
F8,ω
0,xn

,

where xn{n Ñ ξ P Rd. In the setting of RWRE, the corresponding object has also been studied extensively
in the guise of the quenched large deviation rate function for the time n position of the path.

If the limits in (1.7) and (1.8) exist, then these Busemann functions satisfy four key properties, the first
three of which are inherited immediately from the pre-limit structure of the model:

(i) (Recovery) For β ă 8,

1 “
ÿ

zPR
ppzqe´βpV pω,zq` 1

βBβ,ω
p0,zqq,

and for β “ 8,

0 “ min
zPR

tV pω, zq ` B8,ωp0, zqu.

(ii) (Cocycle) If it is possible for the reference walk to go from x to y and from y to z, then for β P p0,8s,

Bβ,ωpx, yq ` Bβ,ωpy, zq “ Bβ,ωpx, zq.

(iii) (Shift covariance)

Bβ,Tzωpx, yq “ Bβ,ωpx ` z, y ` zq.

(iv) (Duality) There exists m P BΛβpξq for some ξ for which

ErBβ,ωpx, yqs “ m ¨ px ´ yq.(1.9)

In the duality expression, BΛβpξq denotes the superdifferential of the concave function Λβ . With some convex
analysis, one can generally show that duality is actually a consequence of the previous three conditions. We
include this condition as part of our (informal) definition to simplify the discussion below. Random fields
which satisfy these four properties are called generalized Busemann functions. Where such objects exist, they
can serve essentially the same role as true Busemann functions defined through the limits in (1.7) and (1.8).
In particular, in the setting of polymer models (resp. FPP/LPP), the recovery property of the generalized
Busemann functions can be used to construct semi-infinite Markovian path measures (resp. paths). Then,
the coycle property implies that these measures (resp. paths) satisfy the aforementioned DLR equations
(resp. are geodesics). Gibbs measures (resp. geodesics) built in this way have extra structure and can be
shown to also be consistent with the unrestricted-length point-to-point measures (resp. geodesics) which are
discussed above.

The fourth condition in our informal definition of the generalized Busemann function was called duality
because it expresses a Legendre-Fenchel duality (through the concave function Λβ) between the mean vector
m of the Busemann function and a direction ξ for which m P BΛβpξq. This duality is used to prove that
all subsequential limit points of Xn{|Xn|1 under the associated Gibbs measure (or along the geodesic) are
contained in the set of directions ξ for which m P BΛβpξq. A similar property holds for the limit points
of Xn{n, which must lie in the set of vectors ξ which are dual to m in a similar way with respect to the
superdifferential of the restricted-length point-to-point free energy.

The study of these Gibbs measures (and geodesics) has been a focus of significant recent attention.
We discuss some of these related works below and refer the reader to the introduction of [38] for a more
comprehensive discussion. The main results of this work are a construction of these generalized Busemann
functions (Section 4) and an analysis of the associated infinite volume measures (Section 5). Some preliminary
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results on the general structure of infinite volume Gibbs measures in this general setting, including their
equivalence to recovering cocycles, are included in Appendix A.1 of the Ph.D. thesis [28].

What we are calling generalized Busemann functions have previously appeared with other interpretations
in other settings. Restricting attention to the case where all sites communicate under the reference walk

and taking β “ 1, combining the cocycle and recovery properties implies that the function hpxq “ eB
1,ω

p0,xq

satisfies for all x P Zd,

hpxq “
ÿ

z

ppzqe´V pTxω,zqhpx ` zq(1.10)

If the model is an RWRE as in (1.6), then (1.10) says that h is a positive harmonic function for the walk. One
could conversely start with a covariant positive harmonic function and construct a generalized Busemann
function by setting Bpx, yq “ log hpxq ´ log hpyq. Through this connection, generalized Busemann functions
can be seen to be closely related to the Martin boundary theory of the RWRE and generalizations to the
RWRP model. In this interpretation, the infinite volume polymer measures discussed above are the Markov
processes generated by Doob h-transforms of the RWRE with respect to this harmonic h. Through this
connection, it is our hope that the study of the objects constructed in this work may shed some light on the
long-open questions concerning zero-one laws for RWRE models previously studied in [39, 50, 58, 61, 65, 66].

As mentioned in the opening paragraph of this manuscript, many other connections are present in related
settings. Next, we briefly comment on two of these connections. Generalized Busemann functions have been
shown in [36] to be equivalent to translation invariant stationary distributions for directed polymer models
(in the sense that a realization of one induces a realization of the other). See also [37]. These translation-
invariant stationary distributions play a prominent role in the KPZ scaling theory, which predicts the values
of the non-universal constants needed to center and scale to see the universal distributions in the KPZ class
[41, 59].

In the closely related setting of stochastic Hamilton-Jacobi equations, generalized Busemann functions
correspond to globally defined solutions to the corrector equation, as discussed in [13, 37]. The construction
of such objects is a key step in one approach to the problem of proving stochastic homogenization for such
models, beginning with the pioneering work [45]. We refer the reader to the discussion in [6] as well as that in
[37] for connections between the problems studied here and the general stochastic Hamilton-Jacobi setting.

Before concluding this section on motivation, it is important to clarify that our focus in this work lies in
the simultaneous construction of the generalized Busemann functions for a countable dense set of vectors in
the superdifferential of the limiting free energy. Our scope does not encompass the complete construction
of the Busemann process, meaning a stochastic process indexed by the whole superdifferential. Thus far,
such a process has only been successfully constructed generally in two-dimensional directed nearest-neighbor
settings [35, 38], where the path structure imposes a monotonicity that allows for the construction of the
Busemann process based on its values at a dense countable set of directions.

We close this introductory section by remarking that this work leaves open many of the usual questions
(for example, those considered in Newman’s seminal work [48]) about the structure of the semi-infinite Gibbs
measures and geodesics. In particular, it is natural to wonder whether all semi-infinite Gibbs measures and
geodesics are directed into faces of the unrestricted-length limit shape. One might also ask for conditions
under which one can show the uniqueness of these semi-infinite measures and geodesics or the non-existence
of bi-infinite measures and geodesics. See [17, 18] for some recent relevant results. The existence of the full
Busemann process and its connection to the non-uniqueness of Gibbs measures and infinite geodesics as in
[35, 38] would also be of interest.

Another open problem of interest is to determine the conditions under which paths have an asymptotic
law of large numbers (LLN) velocity. In the context of standard FPP, this is commonly referred to as the
problem of asymptotic geodesic length. Our results show that a sufficient condition for paths to possess
an almost sure asymptotic velocity is for the restricted-length limiting free energy to be strictly concave.
However, it is known that this condition does not hold universally, as exemplified by marginally nestling
RWRE, where the limiting free energy features a linear segment [62, Theorems 7.4 and 8.1]. Nevertheless,
even for such models, it has been proven that in certain special cases the paths do have an asymptotic
velocity [20, 49, 60], but the general scenario remains unresolved. The results in [9] and [40] suggest that
in the standard FPP model, for a given asymptotic direction, there is a large class of weight distributions
for which there are multiple asymptotic speeds and, conversely, there is a large class of weight distributions
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for which there is a unique asymptotic speed. Consequently, it is natural to question whether or not having
positive temperature forces the LLN to hold, as is conjectured, for example, in the case of a uniformly elliptic
RWRE with i.i.d. transition probabilities.

1.1. Methods and related work. In the polymer and percolation literature, two main approaches have
been widely utilized to establish the existence of Busemann functions. The earliest approach can be traced
back to the pioneering work of Newman and collaborators [31, 43, 48] on first-passage percolation.

In this approach, quantitative estimates on the strict concavity of the limiting shape are used to prove
geodesic coalescence, from which the existence of Busemann functions follows as a consequence. These ideas
were later carried over to other percolation [3, 5, 15, 16] and polymer [7] models.

However, it is worth noting that obtaining the required curvature bounds for this approach, except for a
few specific cases where the shape function can be explicitly computed, remains a major open problem in
the field. More importantly, from our perspective, such conditions are provably false in full generality. It
was shown by Häggstrom and Meester [29] that in two dimensions, every compact convex shape with all the
symmetries of the lattice appears as the limit shape of some stationary FPP model. See also the polygonal
examples constructed in [2, 11]. Moreover, even in the FPP setting, geodesic coalescence in dimensions three
or higher continues to be an unresolved problem, with even its validity in high dimensions remaining unclear.

The approach we employ in this work is based on the connection between generalized Busemann functions
and invariant measures. It broadly follows the idea of Césaro averaging distributions of Markov processes
to produce stationary distributions, a concept that traces back at least to the classical Krylov-Bogoliouboff
theorem [42]. The essential technical difficulty in this approach in RWRP models is constructing generalized
Busemann functions that satisfy the duality condition (1.9) for a rich set of vectors m. There are two main
steps to such an argument: constructing tight approximate Busemann functions with means converging to
m and then establishing uniform integrability.

A method for proving the existence of generalized Busemann functions with the correct mean structure
was developed (mostly in the context of FPP) over a series of works tracing from Liggett’s proof of the
subadditive ergodic theorem [44, Theorem 1.10], to Garet and Marchand [23] to Gouéré [27], Hoffman
[30], and finally culminating with Damron and Hanson [21]. This approach was subsequently applied by
Cardaliaguet and Souganidis [13] to construct correctors in a class of stochastic Hamilton-Jacobi equations.

The uniform integrability requirement is simplified in settings like FPP where loops are possible and
easy upper and lower bounds on the approximate Busemann functions immediately imply the result. In
settings where loops are not allowed in some directions, only one-sided bounds follow quickly from the model
structure, and one needs more involved tools to obtain the mean convergence. In the queueing literature,
this issue was also encountered in the construction of stationary ‚/G/1/8 queues in [46], which also follows
the general Krylov-Bogoliouboff approach mentioned above. This construction was later applied in [26] to
show the existence of Busemann functions in the two-dimensional directed last-passage percolation model.
A generally applicable method was introduced in [35] in the context of a 1` 1 dimensional nearest-neighbor
directed polymer in an i.i.d. random environment, where a variational representation of Λβ , originally proven
in that setting in [24], was used to show the uniform integrability.

Implementing these previous ideas in this general setting is complicated by the variety of admissible paths
and the structure of the limiting free energy and shape function in the range of models we study. Our
approach is a hybrid of that of [21] and [35], but with some significant differences from both. In [21], the
approximate Busemann functions corresponding to a direction ξ are increments of point-to-(randomized-
)hyperplane passage times, where the hyperplane is chosen to be tangent to the limit shape in direction
ξ. These point-to-hyperplane passage times can be viewed as a random discrete approximation to the dual
norm of the limit shape. One sees immediately from this construction how the relationship to a vector in
the subdifferential of the (convex) limit shape arises. In the restricted-length setting of [35], by contrast, the
approximate Busemann functions are increments of point-to-(randomized-)time-level passage times, with
an external field added to the potential. These tilted point-to-level passage times are a random discrete
approximation of the Legendre transform of the shape function. Standard convex analytic arguments then
connect the external field to the superdifferential of the (concave) limiting free energy.

In our setting, which encompasses models with characteristics of both directed and undirected models,
neither of these approaches appears to work on its own. Notably, there are cases where the tangent to
the limiting free energy can be the zero vector, or the limiting free energy itself can be zero in non-trivial
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directions (e.g., in certain RWRE models), which poses challenges in implementing the approach of [21]
in a general setting. Furthermore, when loops are permitted in the model, introducing external fields to
unrestricted-length point-to-level models may lead to infinite partition functions. To address these challenges,
we employ a hybrid approximation utilizing a point-to-hyperplane free energy with an external field, which
proves successful except in purely directed cases where all hyperplanes become the zero hyperplane. In such
instances, our approach closely resembles the one adopted in [35].

With generalized Busemann functions constructed, the existence of Gibbs-Dobrushin-Landford-Ruelle
measures follows essentially immediately from the cocycle and recovery properties. We show that these mea-
sures are simultaneously consistent with both the restricted and unrestricted length point-to-point measures,
as well as with the Green’s function. The next natural questions are if the paths under these measures are
directed (meaning that Xn{|Xn|1 converges) and if they satisfy a law of large numbers (meaning that Xn{n
converges).

The argument that the paths under the semi-infinite measures have an asymptotic direction requires
some care because our models allow for the possible existence of traps that constrain paths to bounded
sets. We give an exact characterization of when this occurs and provide easy-to-check conditions on the
environment that ensure the paths do not become trapped. We then show that in the absence of traps, the
paths are strongly directed into the set of directions that are in a Legendre-Fenchel duality (defined through
the concave function Λβ) with the mean of the Busemann function. This is the set of directions ξ such that
m P BΛβpξq, where m is the mean vector of the Busemann function. This essentially follows by combining
the recovery property of the generalized Busemann functions with the shape theorems for both the free
energy and the generalized Busemann functions themselves. This argument is similar to the approach taken
in [21, 25], with certain details modified in the positive temperature case.

We also prove a large deviation principle for the velocity of the path under the semi-infinite polymer
measure, using methods similar to [35, 52]. The possible law of large numbers limiting velocities are then
included in the zero set of the rate function, which turns out to be the set of vectors ξ that are dual to the
mean of the Busemann function through the concave function Λβ , i.e., such that m P BΛβpξq.

We close this section with a brief technical remark. For simplicity in the above discussion, we exclusively
discussed the free energy Λβ and its superdifferential as a function on the cone generated by the admissible
stepsR. When considering directions ξ which lie in the cone generated by the admissible stepsR, the relevant
free energy is the upper-semicontinuous regularization of Λβ restricted to the unique face of the cone that
contains said direction in its relative interior. This is because paths that have ξ as their asymptotic direction
can only use steps that belong to this face. The upper-semicontinous regularization is the unique continuous
extension of Λβ from the interior of the face to the whole face and the Gibbs measures (and geodesics) we
construct are probability measures (and paths) that are supported on those semi-infinite paths that only
take steps that keep them in the appropriate face of the cone.

Outline of paper. The outline of the remainder of the paper is as follows. Section 2 describes our setting,
defining the relevant path spaces and RWRP measures, then collects results about the free energies, and
states the shape theorems. Section 3 collects the technical conditions for our results and states our main
result concerning the existence of Gibbs measures and geodesics. Section 4 includes both the statement
and proof of our results concerning the existence of the generalized Busemann functions. Section 5 contains
the construction of the associated semi-infinite Gibbs measures. Section 6 then concludes the proofs of
the results stated in Section 3. Appendix A collects some basic facts we use from linear algebra and
convex analysis. Appendix B discusses Gibbs consistency and inconsistency of the various RWRP models we
consider. Appendix C proves the shape theorems we state in Section 2. Appendix D relates the restricted-
and unrestricted-length limiting free energies.

Notation. R denotes the real numbers and Z denotes the integers. For a P R, Rěa “ ra,8q, Rąa “ pa,8q,
Zěa “ Rěa X Z, and Rďa, Răa, Ząa, Zďa, Zăa are similar. For x P Rd, let |x|1 denote the ℓ1 norm of x,
and |x|8 denote the ℓ8 norm of x. A sequence pxkqnďkďm is denoted by xn:m. Similarly, x´8:n “ pxkqkďn,
xn:8 “ pxkqkěn, and x´8:8 “ pxkqkPZ. When the index set is understood, we denote the sequence by x‚.
For a P R, a` “ maxpa, 0q and a´ “ ´minpa, 0q.

Throughout, we use the convention that inf ∅ “ 8. riA denotes the relative interior of a set A Ă Rd.
extA denotes the set of extreme points of a convex set A Ă Rd.
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Given a metrizable topological space X , we denote by BpX q the Borel σ-algebra of X . The collection of
probability measures on pX ,BpX qq is denoted by M1pX q and equipped with the weak topology.

The symbol △ marks the end of a numbered remark.

2. Setting

In this section, we describe the models of random walks in random potential that we study in this work.
The examples at the end of Section 2.2 show how a large number of models studied elsewhere in the literature
are special cases of the models we consider.

2.1. The admissible paths. We begin by defining the path spaces used by the various models. Let d ě 1
be a positive integer and consider a non-empty finite subset R Ă Zd containing at least two points. This is
the set of admissible steps. R may contain the zero vector 0 P Zd.

We denote the additive group and semi-group generated by R by

G “

!

ÿ

zPR
bzz : bz P Z

)

and G` “

!

ÿ

zPR
bzz : bz P Zě0

)

.

For each n P Zě0, the set of points that are accessible from 0 in exactly n admissible steps is

Dn “

!

x P G` : DpbzqzPR P ZR
ě0 with

ÿ

zPR
bz “ n and x “

ÿ

zPR
bzz

)

.

We now define several collections of admissible paths. The set of all admissible paths of length n P Zě0

from x P Zd is denoted

Xn
x “

␣

x0:n : x0 “ x, xi ´ xi´1 P R for all 1 ď i ď n
(

.

For integers j ď k, the set of admissible paths from x P Zd at time j to y P Zd at time k is denoted

Xj,k
x,y “

␣

xj:k : xj “ x, xk “ y, xi`1 ´ xi P R for all j ď i ď k ´ 1
(

.

This set is empty unless y ´ x P Dk´j . When j “ 0, we abbreviate the set of admissible paths from x to y
of length n by

Xn
x,y “ X0,n

x,y .

The set of all admissible paths from x P Zd to y P Zd is

Xx,y “

8
ď

n“0

Xn
x,y.

This set is empty unless y ´ x P G`. Define the space of paths from x P Zd that reach y P Zd for the first
time in exactly k P Zě0 steps

Xk

x,y “
␣

x0:k P Xk
x : xi ‰ y for all 0 ď i ă k and xk “ y

(

.

Define the space of killed paths from x P Zd to y P Zd, i.e. paths of arbitrary length that start at x and end
when they reach y:

Xx,y “

8
ď

k“0

Xk

x,y.

The set of all semi-infinite paths rooted at x P Zd is denoted

Xx “
␣

x0:8 : x0 “ x, xi ´ xi´1 P R for all i ě 1
(

.

Xx and the spaces above, which can be embedded in it, come equipped with natural filtration generated
by the coordinate projections. We denote the natural stochastic process on these path spaces by X‚ . For
y P Zd, define the stopping time τy “ inftk ě 0 : Xk “ yu.

All of the path spaces discussed above are compact metrizable spaces in the product-discrete topology.
When we wish to emphasize the dependence on the set R of admissible steps, we will write DnpRq, Xn

xpRq,
XxpRq, and so on.

Let p : R Ñ p0, 1s be a probability kernel, i.e.
ř

zPR ppzq “ 1. We assume, without loss of generality,
ppzq ą 0 for all z P R. Let Px (with expectation Ex) be the classical random walk starting at x and having
i.i.d. increments with distribution p. This random walk is referred to as the reference walk, and Px is the
reference measure.
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2.2. Random walks in random potentials. Let pΩ,Sq be a Polish space endowed with its Borel σ-
algebra. We assume this measurable space is equipped with a commutative group of continuous bijections
T “ tTx : Ω Ñ Ω : x P Zdu such that T0 is the identity map, and for all x, y P Zd, Tx ˝ Ty “ Ty ˝ Tx “ Tx`y.
A generic element in Ω will be denoted by ω and is referred to as an environment. Let P (with expectation
E) be a probability measure on pΩ,Sq, called the environment measure. We assume P is invariant under
Tx for all x P Zd. For a subset S Ă Zd, we say pΩ,S,P, tTz : z P Suq is ergodic if for every event A P S
satisfying T´1

z A “ A for all z P S, PpAq P t0, 1u.
Let V : Ω ˆ R Ñ R be a measurable function, which we will call a potential. For q ě 1, we say V P Lq if

Er|V pω, zq|qs ă 8 for all z P R.
Let β be a positive real number, called the inverse temperature. For x, y P Zd such that y ´ x P G`,

n P Zą0, and u, v P Zd and n P N such that v ´ u P Dn, the restricted and unrestricted-length point-to-point
partition functions at inverse temperature β are, respectively,

Zβ
u,v,npωq “ Eu

”

e´β
řn´1

k“0 V pTXk
ω,Xk`1´Xkq1tXn“vu

ı

and(2.1)

Zβ
x,ypωq “ Ex

”

e´β
řτy´1

k“0 V pTXk
ω,Xk`1´Xkq1tτyă8u

ı

.(2.2)

Since R is finite, Zβ
u,v,npωq is always finite. Zβ

x,ypωq, on the other hand, can be infinite if the potential V can
take negative values and the paths can make loops. When loops are present, (3.2) below suffices to ensure
that Zβ

x,ypωq is finite. Define Zβ
u,v,npωq “ 0 when v ´ u R Dn and Zβ

x,ypωq “ 0 when y ´ x R G`.
The corresponding restricted and unrestricted-length point-to-point free energies are, respectively,

F β
u,v,npωq “

1

β
logZβ

u,v,npωq and F β
x,ypωq “

1

β
logZβ

x,ypωq.

If v ´ u R Dn, define F β
u,v,npωq “ ´8. Similarly, if y ´ x R G`, then F β

x,ypωq “ ´8.

Remark 2.1. A more physically correct definition of the free energy includes a minus sign. Many mathematics
papers, including those on which we rely in this work, omit this sign to avoid proliferating minus signs in
the various computations. To maintain consistency and avoid conflicting notation with the earlier works we
cite, we have also omitted the minus sign. △

The corresponding quenched point-to-point polymer measures are the probability measures on X0,n
u,v and

Xx,y, respectively, such that

dQβ,ω
u,v,n

dPu
pX‚ q “

e´β
řn´1

k“0 V pTXk
ω,Xk`1´Xkq1tXn“vu

Zβ
u,v,npωq

and

dQβ,ω
x,y

dPx
pX‚ q “

e´β
řτy´1

k“0 V pTXk
ω,Xk`1´Xkq1tτyă8u

Zβ
x,ypωq

.

(2.3)

For a tilt (or external field or force) h P Rd and an integer n ě 1, define the tilted n-step partition function

Zβ,h
x,n pωq “ Ex

”

e´β
řn´1

k“0 V pTXk
ω,Xk`1´Xkq`βh¨pXn´xq

ı

and the corresponding free energy

F β,h
x,n pωq “

1

β
logZβ,h

x,n pωq.

Similarly to the point-to-point case, Zβ,h
x,n pωq is always finite, since R is finite. The corresponding quenched

polymer measure is the probability measure on Xn
x such that

dQβ,h,ω
x,n

dPx
pX‚ q “

e´β
řn´1

k“0 V pTXk
ω,Xk`1´Xkq`βh¨pXn´xq

Zβ
x,npωq

.

Through most of the manuscript, we work with the unrestricted-length model. This is without loss of
generality because a restricted-length model can be rewritten as an unrestricted-length model, as explained
in the following remark.
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Remark 2.2. (Restricted-length models as unrestricted-length models) Consider a restricted-length model in
Zd with steps z P R, random walk probability kernel p, and potential function V pω, zq. This model can be
written as an unrestricted-length model in Zd`1 as follows. Write Zd`1 “ Zd ˆ Z and denote elements of
Zd`1 by xz, ny, where z P Zd and n P Z. The set of admissible steps of the new model is R “ txz, 1y : z P Ru.
Shifts in the pd ` 1q-st dimension are defined to be the identity shift, i.e., T xz,ny “ Tz. The probability

kernel is ppxz, 1yq “ ppzq, and the potential function is V pω, xz, 1yq “ V pω, zq. Then the restricted-length
point-to-point partition function and quenched polymer measure from x to y in n steps are equivalent to the
corresponding unrestricted-length objects from xx, 0y to xy, ny. Theorem 2.14 and Remarks 4.6 and 5.9 are
examples of how results for the restricted-length model can be obtained from ones for the unrestricted-length
model. Remark 3.13 explains how other quantities for the restricted-length model transfer to ones for the
unrestricted-length model. △

Taking β Ñ 8 in the above definitions leads to polymer models at zero temperature, where the free
energy becomes a passage time. For x, y P Zd with y ´ x P G` and an integer k ě 0, the restricted and
unrestricted-length point-to-point passage times are given by

F8
x,y,k “ sup

x0:kPXk
x,y

k´1
ÿ

i“0

p´V pTxi
ω, xi`1 ´ xiqq and

F8
x,y “ sup

kPZě0

sup
x0:kPXk

x,y

k´1
ÿ

i“0

p´V pTxi
ω, xi`1 ´ xiqq.

Similar to the positive temperature situation, while F8
x,y,k is always finite, condition (3.2) below suffices to

ensure the finiteness of F8
x,y if loops are allowed.

At zero temperature, the quenched measures are replaced by (restricted and unrestricted-length) geodesics,
which are optimal paths that achieve the passage time. Between two points, there may be multiple geodesics.
One may choose an ordering on R to order all paths lexicographically, obtaining an ordering of geodesics.
Then, for example, the first geodesic in this ordering is unique.

Next, we give examples of models that appear in the literature and are covered by our setting.

Example 2.3 (Edge and vertex weights). We can represent random weights assigned to the vertices of Zd by

taking Ω “ RZd

and V pωq “ ω0. To represent directed edge weights, take Ω0 “ RR, Ω “ ΩZd

0 . Then for each
x P Zd, ωx “ pωpx,x`zqqzPR is the vector of edge weights out of x. The potential function is V pω, zq “ ωp0,zq.

The shifts are pTvωqpx,x`zq “ ωpx`v,x`v`zq for v P Zd. For undirected edge weights, assume 0 R R and define

the set of edges E “ ttx, yu Ă Zd : y ´ x P R or x ´ y P Ru. Let Ω “ RE and V pω, zq “ ωt0,zu. The shifts

are pTvωqtx,x`zu “ ωtx`v,x`v`zu for v P Zd.

Example 2.4 (Product environment). Let Ω0 be a Polish space, and Ω “ ΩZd

0 equipped with the product
topology and Borel σ-algebra. We denote points ω “ pωxqxPZd . The translations are pTxωqy “ ωx`y. P is a
product measure if tωxuxPZd are i.i.d. random variables under P. P has a finite range of dependence if there
exists an r0 ě 0 such that for any A,B Ă Zd where |x ´ y|1 ě r0 for all x P A and y P B, tωx : x P Au

and tωy : y P Bu are independent. V is local if there exists an L ě 0 such that for all z P R, V pω, zq is
measurable with respect to σtωx : |x|1 ď Lu. In other words, V only depends on finitely many coordinates
ωx.

Example 2.5. Our general setting covers the following models.

(1) First- and last-passage percolation. At zero temperature, directed last-passage percolation is obtained

by taking R “ te1, . . . , edu, Ω “ RZd

, setting V pω, zq “ ´ω0, and taking β “ 8. The last-passage
time is

F8
x,y “ sup

kPZ
sup

x0:kPXk
x,y

k´1
ÿ

i“0

ωxi
.

Standard first-passage percolation is obtained by taking R “ t˘e1, . . . ,˘edu, putting weights on the
edges as explained in Example 2.3, then taking β “ 8 and putting a minus sign in front of the free
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energy. The first-passage time is

´F8
x,y “ inf

kPZ
inf

x0:kPXk
x,y

k´1
ÿ

i“0

ωtxi,xi`1u.

(2) Directed polymers. This is the case where β ă 8 and there exists a vector pu P Rd with z ¨ pu ą 0 for
all z P R or, equivalently, where 0 does not lie in the convex hull of R. Thus, the polymer always
moves strictly forward in direction pu; by [54, Corollary A.2], this is equivalent to the condition that
there are no loops, i.e., X0,0 “ ∅. A commonly studied special case, which we call a space-time
directed polymer, is one where there exists a vector pu P Rd such that z ¨ pu “ 1 for all z P R. Then
pXn ´X0q ¨pu “ n plays the role of a time coordinate. There is a large literature studying this model;
see [19] and the references therein. By Lemma A.2, this is satisfied if and only if, for any two points
x and y in Zd such that y´x P G`, all paths from x to y take the same number of steps. A common
example of this is when R “ te1, e2, . . . , edu.

(3) Random walk in a random environment. Let R be general and β “ 1. Let πz : Ω Ñ r0, 1s, z P R,
be measurable such that

ř

zPR πz “ 1, P-almost surely. Let V pω, zq “ ´ log πzpωq ` log ppzq. Then

Z1,ω
x,n “ 1 and the measures tQ1,0,ω

x,n : n P Nu are consistent, being the marginal distributions of
the Markov chain Xn starting at x which uses transition probabilities πy,y`z “ πzpTyωq. Similarly,

Q1,0,ω
x,y is the distribution of this Markov chain conditioned on reaching y. A space-time directed

polymer which is also a random walk in a random environment is called a random walk in a dynamic
random environment.

(4) Stretched polymers. The term h ¨ pXn ´ xq in the definition of Qβ,h,ω
x,n can be interpreted as an

external force that stretches the polymer. A special case that appears in the literature is when

R “ t˘e1,˘e2, . . . ,˘edu, Ω “ RZd

, and V pω, zq “ ω0. This model is studied in [32], for example.

(5) Killed polymers. Let β ă 8 and consider an unrestricted-length model with Ω “ RZd

, R “

t˘e1,˘e2, . . . ,˘edu, and V pω, zq “ ω0. The Green’s function gpx, yq, defined in (3.8), can be
interpreted as the number of visits of the reference random walk to the site y before it is “killed” by
the potential. See, for example, [64, p. 249].

2.3. Gibbs consistency. As stated in the next lemma, the restricted-length finite path measures are con-
sistent in the sense of conditioning.

Lemma 2.6. For j, k, n P Zě0 with j ď k ď n, for u, v, x, y P Zd such that x ´ u P Dj, y ´ x P Dk´j, and
v ´ y P Dn´k, and for β P p0,8q, ω P Ω, x0:j P X0,j

u,x, xj:k P Xj,k
x,y, and xk:n P Xk,n

y,v ,

Qβ,ω
u,v,npX0:n “ x0:n |X0:j “ x0:j , Xk:n “ xk:nq “ Qβ,ω

u,v,npXj:k “ xj:k |Xj “ x,Xk “ yq

“ Qβ,ω
x,y,k´jpX0:k´j “ xj:kq.

Lemma 2.6 is proved in Appendix B. This consistency puts the collection of point-to-point polymer
measures Qβ,ω

u,v,n in the familiar framework of Gibbs measures, where the condition in Lemma 2.6 says that
this family forms a Gibbs specification. See Section 2.4 in [34]. The question of whether measures on
semi-infinite paths consistent with the point-to-point measures exist is a natural one, which is addressed in
Theorem 3.10 below.

Let U be the convex hull of R, with riU denoting its relative interior. The unrestricted-length finite path
measures are also consistent in the case that 0 R U , so there are no loops.

Lemma 2.7. Assume 0 R U . Let β P p0,8q, ω P Ω, and u, v, x, y P Zd such that x ´ u, y ´ x, v ´ y P G`.
Let x0:n P Xu,v, such that xj “ x and xk “ y for some 0 ď j ď k ď n. Then,

Qβ,ω
u,v pX0:τv “ x0:n |X0:τx “ x0:j , Xτy :τv “ xk:nq “ Qβ,ω

u,v pXτx:τy “ xj:k | τx ď τy ă 8q

“ Qβ,ω
x,y pX0:τy “ xj:kq.

The proof is in Appendix B. It is also shown in that appendix that the measures Qβ,ω
u,v are not consistent

in general if 0 P U , but they are asymptotically consistent as |v|1 Ñ 8. Thus, once again, it is natural
to inquire whether there exist measures on semi-infinite paths that are consistent with the point-to-point
measures in the sense that

Qβ,ω
u pXτx:τy “ xj:k | τx ď τy ă 8q “ Qβ,ω

x,y pX0:τy “ xj:kq.
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At zero temperature, the consistency properties become the following facts about geodesics. Given a
geodesic x0:n, for any integers 0 ď j ď k ď n, xj:k optimizes the passage time among all paths in Xk´j

xj ,xk

in the restricted-length case, and among all paths in Xxj ,xk
in the unrestricted-length case. The question

about the existence of semi-infinite polymer measures becomes then one of the existence of restricted-length
or, respectively, an unrestricted-length semi-infinite geodesics. These are semi-infinite admissible paths x0:8

with the property that for all integers 0 ď j ă k, xj:k is a restricted-length or, respectively, unrestricted-
length geodesic from xj to xk.

Theorem 3.10 demonstrates the existence of semi-infinite polymer measures at both zero and positive
temperature.

2.4. Limiting free energies. Before we get to our main result, we need to state a few limit theorems for
the various free energies defined in Section 2.2. These results require the following definition.

Definition 2.8. For a finite subset R Ă Zd and z P Rzt0u, a non-negative measurable function g : Ω Ñ R
is in class Lz,R if

lim
εŒ0

lim
nÑ8

max
xPG`

pRq

|x|1ďn

n´1
ÿ

0ďkďεn

gpTx`kzωq “ 0 for P-a.e. ω.

Membership in class Lz,R depends on a trade-off between the moments of g and the degree of mixing of
P. For example, if pP, Tzq is exponentially mixing, then g P LqpPq for some q ą d is sufficient. For a general
P, if g is bounded, then g P Ls,R. See [54, Lemma A.4] for a precise formulation of sufficient conditions to
ensure g P Lz,R.

For inverse temperature β P p0,8s and velocity ξ P U the restricted-length limiting quenched point-to-point
free energy is defined by

Λβ
respξq “ lim

nÑ8
n´1F β

0,pxnpξq,n,(2.4)

where pxnpξq P Dn is a lattice point approximation of nξ as defined in [52, (2.1)].
It was shown in Theorems 2.2 in [52] and Theorem 2.4 in [24] that the limit (2.4) exists in p´8,8s,

P-almost surely, for all ξ P U simultaneously. By [52, Theorem 2.6] and the inequalities in [24, (2.11)],
Λβ
respξq is either identically infinite for all ξ P riU and β P p0,8s or Λβ

res is bounded on U , for each β P p0,8s.
When Λβ

res is finite, [52, Theorem 2.6] and [24, Remark 2.5] state that with P-probability one, Λβ
res is

lower semicontinuous and bounded on U and concave and continuous on riU . Furthermore, the upper
semicontinuous regularization of Λβ

res and its unique continuous extension from riU to U are equal. Λβ
res is

finite under the conditions of Theorem 2.14 below.

Remark 2.9. In [24] and [52], the authors assume that P is ergodic, but the results we mention above
continue to hold for a stationary P by the ergodic decomposition theorem. The authors of these papers also
assume that for each z1 P R, |V pω, z1q| P L1pPq and belongs to Lz,R for all z P Rz0. However, upon closer
examination of their proofs, it can be observed that the condition on V in Theorem 2.14 below is sufficient
for their results to hold. This can be seen, for instance, in the proof of Lemma 5.20, which demonstrates
how the arguments can be adjusted to work under the weaker assumptions. △

Remark 2.10. In general, Λβ
respξq may not be deterministic. For example, if 0 is an extreme point of U , then

Λβ
resp0q “ ´V pω,0q ` β´1 log pp0q. A sufficient condition to ensure that it is deterministic is to have the

ergodicity of
`

Ω,SV
R1 ,P, tTz : z P R1u

˘

, where R1 “ U 1 X R, U 1 is the unique face of U such that ξ P riU 1,

SV
R1 “ σpV pTxω, zq : x P G1, z P R1q, and G1 is the additive group generated by R1. △

Define the cone

C “

!

ÿ

zPR
bzz : bz P R`

)

.

For the definition of a face of a convex set, see Appendix A. For a face A of C, let RA “ RXA, UA “ U XA,
and let GA and G`

A denote, respectively, the group and the semigroup generated by RA.
Define

Rid
A “ tz P RA : Tz is the identity mapu(2.5)

to be the set of steps for which the associated shift is the identity. If 0 P RA, then 0 P Rid
A. Non-zero steps

can also be in this set. As an example, in the restricted-length setting of Remark 2.2, if 0 is an admissible
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step, T x0,1y is the identity. It may also be the case that Rid
A “ ∅. Let A be the set of faces A of C such that

RA ‰ Rid
A. Note that if 0 is an extreme point of U , then the face t0u is not in A.

Given A P A, ξ P riA, and an inverse temperature β P p0,8s, the unrestricted-length limiting quenched
point-to-point free energy is defined by

Λβpξq “ lim
nÑ8

n´1F β
0,xn

,(2.6)

where the sequence xn P G`
A satisfies xn{n Ñ ξ. In [33, Theorem 2.8] it is shown that the limit exists P-

almost surely for all ξ P C simultaneously, and is finite, positively 1-homogeneous, and lower semicontinuous
on C, and concave and continuous on ri C. As in Remark 2.9, although [33] assumes stronger conditions on
class L membership, minor adjustments of their proofs (along the lines of the proof of our Lemma 5.20) give
the same results under the assumptions of Theorem 2.12 below.

Remark 2.11. Similarly to the restricted-length case, a sufficient condition to guarantee that Λβpξq is deter-
ministic is to have the ergodicity of

`

Ω,SV
R1 ,P, tTz : z P R1u

˘

, where R1 “ A X R, A P A is the unique face

of C such that ξ P riA, and SV
R1 is as in Remark 2.10. △

The above limits can be strengthened to uniform limits, commonly referred to as “shape theorems.” The
shape theorem for the unrestricted-length model is provided in [33, Theorem 3.10], where the uniform limit
applies within the interior of each face. Theorem 2.12 below extends that to the entire face. Theorem 2.14
presents the shape theorem for the restricted-length model. The proofs can be found in Appendix C. One
noteworthy observation to make is that the proper centering is achieved through the upper semicontinuous
regularization of the limiting shape. This is due to the fact that paths starting at origin and leading to a
particular point stay within the face that contains that the endpoint in its relative interior.

Recall the upper semicontinuous regularization of a function f : X Ñ r´8,8q defined as

fuscpxq “ inf
!

sup
yPG

fpyq : G Q x and G is open
)

.

Given a face U 1 of U (resp. a face A of C), let Λβ
U 1,res (resp. Λ

β
A) be the function that equals Λβ

res (resp. Λ
β)

on U 1 (resp. A) and equals ´8 outside of U 1 (resp. A). Denote the upper semicontinuous regularizations of

Λβ
U 1,res (resp. Λ

β
A) by Λβ,usc

U 1,res (resp. Λ
β,usc
A ). Then, under the conditions of Theorem 2.14 (resp. Theorem 2.12),

Λβ,usc
U 1,res (resp. Λ

β,usc
A ) is the unique continuous extension of Λβ

U 1,res (resp. Λ
β
A) to U 1 (resp. A). In particular,

Λβ,usc
U 1,res and Λβ,usc

A are concave and Λβ,usc
A is positively 1-homogeneous.

For x P G` let Ix be the σ-algebra generated by A P S such that T´1
x A “ A.

Theorem 2.12. Let β P p0,8s. Fix a face A P A of C (possibly C itself ). Assume V `pω, zq P L1pPq for
each z P RA, and V `pω, zq P Lz,RA for each z P RAzRid

A. For each z P Rid
A, assume that there exists a

pz P RAzRid
A such that V `pω, zq P L

pz,RA . Assume that E
“

supně1 n
´1ErF β

0,nx | Ixs
‰

ă 8 for all x P G`
Azt0u.

Then P-almost surely, Λβ
A is finite, Λβ,usc

A is the unique continuous extension of Λβ
A to A,

lim
|x|1Ñ8

xPG`
A

F β
0,x ´ Λβ,usc

A pxq

|x|1
ď 0,(2.7)

and, simultaneously for all ξ P A with |ξ|1 “ 1 and any sequence vn P G`
A with |vn|1 Ñ 8 and vn{|vn|1 Ñ ξ,

we have

Λβpξq ď lim
nÑ8

|vn|
´1
1 F β

0,vn
ď lim

nÑ8
|vn|

´1
1 F β

0,vn
ď Λβ,usc

A pξq.(2.8)

If furthermore
`

Ω,SV
RA

,P, tTz : z P RAu
˘

is ergodic, then Λβ,usc
A is deterministic on A.

Remark 2.13. [33, Theorem 2.8] provides common cases which guarantee the hypothesis

E
”

sup
ně1

n´1ErF β
0,nx | Ixs

ı

ă 8

holds for all x P G`zt0u. Particularly this hypothesis is satisfied under Condition 3.2 below. See [33, Lemmas
3.11 and 3.12] for the proofs of these implications. △
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Theorem 2.14. Let β P p0,8s. Fix a face U 1 ‰ t0u of U (possibly U itself ). Let A be the cone generated
by U 1. Assume RA ‰ Rid

A. Assume V `pω, zq P L1pPq for each z P RA, and V `pω, zq P Lz,RA for each
z P RAzRid

A. For each z P Rid
A, assume that there exists a pz P RAzRid

A such that V `pω, zq P L
pz,RA . Take

β P p0,8s. Assume that for all k P Zą0 and x P DkpR X U 1q, E
“

supně1 n
´1ErF β

0,nx,nk | Ixs
‰

ă 8. Then

P-almost surely, Λβ
U 1,res is finite, Λβ,usc

U 1,res is the unique continuous extension of Λβ
U 1,res to U 1,

lim
nÑ8

max
xPnU 1XDn

F β
0,x,n ´ Λβ,usc

U 1,respxq

n
ď 0,(2.9)

and, simultaneously for all ξ P U 1 and any sequence vn P G`
A with vn{n Ñ ξ we have

Λβ
U 1,respξq ď lim

nÑ8

n´1F β
0,vn,n

ď lim
nÑ8

n´1F β
0,vn,n

ď Λβ,usc
U 1,respξq.(2.10)

If furthermore
`

P,SV
R1 ,PtTz : z P RAu

˘

is ergodic, then Λβ,usc
U 1,res is deterministic on U 1.

Remark 2.15. Condition 3.3 below implies

E
”

sup
ně1

n´1ErF β
0,nx,nk | Ixs

ı

ă 8

holds for all k P Zą0 and x P DkpR X U 1q. This can be shown by transforming the restricted-length model
into an unrestricted-length one, as described in Remark 2.2, using (3.10), and following the argument in
Remark 2.13 within the context of the unrestricted-length version. △

3. The main result

Recall thatR denotes the set of admissible steps, its convex hull U , and the cone C “ t
ř

zPR bzz : bz P R`u.
By [54, Corollary A.2], 0 P U is equivalent to the existence of loops, i.e. X0,0 ‰ ∅. By [54, Corollary A.3],
0 P riU is equivalent to the existence of admissible paths from 0 to each x P G, i.e. G` “ G. See Figure 3.1
for an illustration of possible cases of R and U .

0 0

0 0
0

Figure 3.1. The different panels depict various possible cases of R and U . In each panel, the
large balls represent z P R that are extreme in U , the small ball is 0, and U is the lightly shaded
figure. Left to right: Dpu : @x P U , x ¨ pu “ 1; 0 R U ; 0 P extU ; 0 P UzriU ; 0 P riU .

Given a proper concave function f : Rd Ñ r´8,8q, we will denote by Bf the superdifferential of f . For
ξ P Rd,

Bfpξq “ tv P Rd : fpζq ď fpξq ` v ¨ pζ ´ ξq @ζ P Rdu.

By the argument in [56, p. 15], Bfpξq is a closed convex set. The image of A Ă Rd is denoted by BfpAq. If
f is positively 1-homogeneous, then by the Fenchel-Young inequality, if m P Bfpξq then fpξq “ m ¨ ξ. See
Lemma A.1.

For each face A P A (possibly C itself), let WA be the linear subspace of Rd generated by RA. Since

Λβ,usc
A pζq “ ´8 when ζ R WA we have

WA X BΛβ,usc
A pξq “

␣

v P WA : Λβ,usc
A pζq ď Λβ,usc

A pξq ` v ¨ pζ ´ ξq @ζ P WA
(

.

The set on the right-hand side is the superdifferential at ξ of the restriction of Λβ,usc
A to WA. If Λ

β,usc
A pξq is

finite for all ξ P A, then [56, Theorem 23.4] says that this set is non-empty and bounded. It then has an
extreme point, e.g., by the Krein–Milman theorem. Remark 3.5 explains how Conditions 3.2 and 3.4 below

guarantee the finiteness of Λβ,usc
A . See Figure 3.2 for an illustration of possible super-level sets of Λβ,usc.
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0

0

0

0 0 0

Figure 3.2. The different panels depict various possible cases of the super-level sets Bt “ tξ P

C : Λβ,usc
pξq ě tu, which are depicted darkly shaded. When 0 P riU , the cone C is the whole of Rd.

When 0 R riU , the cone C is depicted lightly shaded. These cones are unbounded but truncated in
the drawings and hence appear as pyramids. The faces of each of these cones are the cone itself,
the two-dimensional faces that are truncated in the drawing and appear as triangles on the side
of the pyramid, the lines that are the boundaries of the two-dimensional faces, and the point 0.
The super-level sets on the first row are all bounded. Left to right: 0 P riU , t ă 0, and Λβ,usc is
differentiable; 0 P riU , t ă 0, and Bt is polygonal; 0 R U , Λβ,usc

pξq ă 0 @ξ ‰ 0, t ă 0, and Bt is
polygonal. The shapes on the second row are all unbounded and are truncated in the drawings.
Left to right: 0 R U , Λβ,usc takes both ă 0 and ě 0 values, t ă 0, and Bt is polygonal; 0 R U , Λβ,usc

takes both ą 0 and ă 0 values, t ą 0, and Λβ,usc is differentiable; 0 R U , Λβ,usc
pξq ą 0 @ξ ‰ 0,

t ą 0, and Λβ,usc is differentiable.

Let DA be a countable (possibly empty or finite) set of pairs pβ,mq so that for each pair, β P p0,8s,

Λβ,usc
A is deterministic and finite on A, and there exists a ξ P priAqzt0u such that m P WA X BΛβ,usc

A pξq and,

if 0 P UA, Λ
β
Apξq ‰ 0. An important case will be one where m is an extreme point,

(3.1) m P extpWA X BΛβ,usc
A pξqq for some ξ P priAqzt0u.

Also, define D “ tpA, β,mq : A P A, pβ,mq P DAu and B “ tβ P p0,8s : Dm P Rd,A P A with pA, β,mq P Du.

Remark 3.1. It can happen that pβ,mq can be in DA for multiple faces A of C. A simple, albeit degenerate,
example is one where d “ 3, R “ te1, e2, e3u, and Λβpξq “ ξ ¨ e1. Then for A P tC, Cpe1, e2q, Cpe1, e3q, Cpe1qu,

and ξ P riA, BΛβ
Apξq “ e1. For all other faces A, Λβ

A ” 0 and BΛβ
A “ 0. △

To ensure that the unrestricted-length polymer measures in the next theorem are well defined, we need
the following conditions.

Condition 3.2 (Unrestricted-length conditions). Given a face A of C (possibly C itself ), assume that one
of the following holds:
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(a) The potential satisfies

PtV pω, zq ě 0u “ 1 for all z P RA(3.2)

and V `pω, zq P L1pPq for each z P RA.

(b) The setting is directed (meaning 0 R UA), there exists c P R such that

PtV pω, zq ě cu “ 1 for all z P RA,(3.3)

and V `pω, zq P L1pPq for each z P RA.

(c) The setting of Example 2.4 holds, 0 R UA, V is local, P has a finite range of dependence r0, and for
some q ą d, V `pω, zq P L1pPq and V ´pω, zq P LqpPq for all z P RA.

Note that if 0 P UA, then Condition 3.2(a) is necessary because otherwise loops can be repeated indefi-
nitely, causing Zβ

x,ypωq “ 8 for x, y P Zd with y ´ x P G`
A.

When considering a restricted-length model, one can convert it to an unrestricted-length model as in
Remark 2.2. When viewing the model without doing this, parts (b) and (c) of the above condition then
specialize to the condition below, which we present without going through unrestricted-length measures for
the convenience of the reader.

Condition 3.3 (Restricted-length conditions). Given a face U 1 of U (possibly U itself ), assume that one of
the following holds:

(a) There exists c P R such that

PtV pω, zq ě cu “ 1 for all z P R X U 1(3.4)

and V `pω, zq P L1pPq for each z P R X U 1.

(b) The setting of Example 2.4 holds, 0 R U 1, V is local, P has a finite range of dependence r0, and for
some q ą d, V `pω, zq P L1pPq and V ´pω, zq P LqpPq for all z P R X U 1.

Recall the set Rid
A, defined in (2.5). To apply the shape theorems for the limiting free energy we need the

following mild technical condition. As explained after Definition 2.8, this condition is a trade-off between
moment and mixing assumptions and is typically valid in practice.

Condition 3.4. Given a face A of C (possibly C itself ), assume V `pω, zq P L1pPq for each z P RA, and
V `pω, zq P Lz,RA for each z P RAzRid

A. For each z P Rid
A, assume that there exists a pz P RAzRid

A such that
V `pω, zq P L

pz,RA .

Remark 3.5. By [33, Theorem 2.8], if Conditions 3.2 and 3.4 are satisfied, then we have, P-almost surely,

|Λβ
Apξq| ă 8 for all ξ P riA, and |Λβ,usc

A pξq| ă 8 for all ξ P A. As mentioned earlier, the version of Condition
3.4 assumed by [33] is stronger than the one we assume here. However, their results still hold under our
weaker condition with minor adjustments in the proofs. For detailed information on these adjustments, see
the proof of Lemma 5.20. △

A primary objective in this work is to construct polymer measures that are supported on the set of directed
semi-infinite paths. To that end, we now define directedness.

Definition 3.6. For a set A Ă U , the sequence xn is directed into A if |xn|1 Ñ 8 and all limit points of
xn{|xn|1 are contained in A.

The directedness of the polymers we construct requires the following extra assumption that avoids degen-
erate situations. Let U0 be the unique face of U that contains 0 in its relative interior. Let R0 “ RXU0. If
0 R U , then U0 “ R0 “ ∅. Let

A0 “

!

ÿ

zPR0

bzz : bz P R`

)

.

Condition 3.7. Assume that

PtV pω, zq ě 0u “ 1 for all z P R0(3.5)

and if β ă 8, then assume also that either the reference walk P0 is transient or it is recurrent and

P
␣

Dx P G`
A0

, Dz P R0 : V pTxω, zq ą 0
(

“ 1.
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Remark 3.8. Condition (3.5) states that the potential V must be non-negative along any loops that may exist.
This is implied by Condition 3.2, which we already assume to ensure the well-definedness of the unrestricted-
length polymer measures with which we work. By Lemma 5.14 below, Condition 3.7 is equivalent to the
positive-temperature semi-infinite polymers we construct being transient, which is a necessary precondition
for them to move in a preferred direction. △

For β P p0,8s, a face A P A (including C), and m P BΛβ,usc
A priAq, define

(3.6) Fβ
m,A “ tξ P A : |ξ|1 “ 1 and Λβ,usc

A pξq “ m ¨ ξu.

This set is not empty because m P BΛβ,usc
A priAq and Λβ,usc is positively 1-homogeneous.

Also, define

(3.7) Uβ
m,A “ tξ P UA : Λβ,usc

A,respξq “ m ¨ ξu.

Theorem 3.10 shows that this set is not empty.

Definition 3.9. For x, y P Zd with y ´ x P G the Green’s function is given by

gpx, yq “

8
ÿ

ℓ“0

Zβ
x,y,ℓ “ 1ty“xu `

8
ÿ

ℓ“1

Ex

“

e´β
řℓ´1

j“0 V pTXj
ω,Xj`1´Xjq1tXℓ“yu

‰

“ Ex

”

8
ÿ

ℓ“0

e´β
řℓ´1

j“0 V pTXj
ω,Xj`1´Xjq1tXℓ“yu

ı

,

(3.8)

where an empty sum is taken to be zero.

The following is our main result. It produces for each linear facet of Λβ,usc
A (which can degenerate into a

singleton) a probability measure on semi-infinite paths that is consistent with both the restricted-length and
the unrestricted-length point-to-point quenched polymer measures and under which the polymer is directed
into the given facet.

Theorem 3.10. For each face A P A (possibly C itself ) where DA ‰ ∅, assume that V satisfies Conditions
3.2 and 3.4 on A and that (3.1) holds for each pβ,mq P DA. For each x P Zd, there exists a family

tQA,β,m,ω
x : A P A, pβ,mq P DAu of random probability measures on semi-infinite paths x0:8 P XxpRAq, such

that the following is satisfied. There exists an event Ωdir Ă Ω with PpΩdirq “ 1, for which the following
properties hold:

(a) If β ă 8, then for all non-negative integers j ď k ď n, points u, x, y P Zd with x ´ u and y ´ x in
G`
A, x0:k P Xu,y with j “ mint0 ď i ď k : xi “ xu, and xk:n P Xn´k

y pRAq,

QA,β,m,ω
u pX0:τy`n´k “ x0:n | τx ď τy ă 8, X0:τx “ x0:j , Xτy :τy`n´k “ xk:nq

“ QA,β,m,ω
u pXτx:τy “ xj:k | τx ď τy ă 8q “ Qβ,ω

x,y pX0:τy “ xj:kq.

(b) If β ă 8, then for each distinct x, y P Zd such that y ´ x P G`
A,

EQA,β,m,ω
x

”

8
ÿ

n“0

1tXn“yu

ˇ

ˇ

ˇ
τy ă 8

ı

“
gpx, yq

Zβ,ω
x,y

.

(c) If β ă 8, then for all non-negative integers j ď k ď n, points u, x, y P Zd such that x ´ u P DjpRAq

and y ´ x P Dk´jpRAq, x0:j P X0,j
u,x, xj:k P Xj,k

x,y, and xk:n P Xn´k
y pRAq,

QA,β,m,ω
u pX0:n “ x0:n |X0:j “ x0:j , Xk:n “ xk:nq “ QA,β,m,ω

u pXj:k “ xj:k |Xj “ x,Xk “ yq

“ Qβ,ω
x,y,k´jpX0:k´j “ xj:kq.

(d) If β “ 8, then for each x P Zd, QA,8,m,ω
x is supported on a set of semi-infinite geodesics rooted at

x and having increments in RA.

(e) If either β “ 8, or β ă 8 while A ‰ A0, or β ă 8, A “ A0, and Condition 3.7 holds, then for all

x P Zd, QA,β,m,ω
x t|Xn|1 Ñ 8u “ 1 and

QA,β,m,ω
x pX0:8 is directed into Fβ

m,Aq “ 1.(3.9)

(f) For each x P Zd, QA,β,m,ω
x pall limit points of Xn{n are contained in Uβ

m,Aq “ 1.
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Remark 3.11. If Fβ
m,A consists of a single point, e.g. when Λβ,usc

A is strictly concave, then (3.9) says that the

polymer has an asymptotic direction, QA,β,m,ω
x -almost surely. Similarly, when Uβ

m,A is a singleton, (f) says

that the polymer has an asymptotic velocity, QA,β,m,ω
x -almost surely. △

Remark 3.12. A common way to parametrize the measures in the above theorem is by directions ξ P

priAqzt0u, A P A instead of by vectors m in the superdifferential BΛβ,usc
A priAq, A P A. This can be done

by applying Theorem 3.10 with m P extpWA X BΛβ,usc
A pξqq. Such an extreme point must exist, as explained

earlier in this section. Then by homogeneity, pξ{|ξ|1q ¨ m “ Λβ,usc
A pξ{|ξ|1q, and ξ{|ξ|1 P Fβ

m,A. As a result,

P-almost surely, under QA,β,m,ω
x , X0:8 is almost surely directed into Fβ

m,A, which is a linear facet of Λβ,usc
A

that contains ξ. △

Remark 3.13. (Restricted-length models as unrestricted-length models) Remark 2.2 explained how one can
rewrite a restricted-length model as an unrestricted-length one. We explain here how certain quantities for
the restricted-length model transfer to ones for the unrestricted-length model. Consider a face U 1 of U . Then
the cone A generated by U 1 is a face of the cone C and RA “ R X U 1. Continuing to use bars to denote the

quantities in the unrestricted-length model, let R1
“ txz, 1y : z P RAu and let A be the cone generated by

this set. Then RA “ R1
, and A “ txζ, ty : ζ P A, t ą 0, ζ{t P U 1u Y tx0, 0yu. Since, by definition, T xz,1y “ Tz,

for all z P R, we have Rid

A “ txz, 1y : z P Rid
Au. In particular, RA ‰ Rid

A implies RA ‰ Rid

A and A is the set

of faces A such that A P A.
If V ` satisfies the conditions of Theorem 2.14, then V

`
satisfies the conditions of Theorem 2.12. Similarly,

Condition 3.3 transfers to Condition 3.2. If V ` satisfies Condition 3.4, then V
`
also satisfies that condition.

Since for all k P Zą0 and x P Dk, F
β

x0,0y,xx,ky “ F β
0,x,k and Ixx,ky “ Ix,

E
„

sup
ně1

n´1ErF
β

x0,0y,nxx,ky | Ixx,kys

ȷ

“ E
„

sup
ně1

n´1ErF β
0,nx,nk | Ixs

ȷ

.(3.10)

Therefore, if the right-hand side is finite (as assumed, e.g., in Theorem 2.14), then so is the left-hand side. In

this case, Theorem 2.12 implies that with P-probability one, Λ
β

A is finite on A. Then, from (2.4) and (2.6),

we get that, P-almost surely, Λ
β

Apxζ, tyq “ Λβ
U 1,respζ{tq for all ζ P A and t ą 0 with ζ{t P U 1. This implies that,

with P-probability one, Λβ
U 1,res is finite on U 1, and as mentioned above Remark 2.9, this implies that, P-almost

surely, Λβ,usc
U 1,res is the unique continuous extension of Λβ

U 1,res to U 1. By Theorem 2.12, P-almost surely, Λ
β,usc

A is

the unique continuous extension of Λ
β

A to A. Therefore, with P-probability one, Λ
β,usc

A pxζ, tyq “ Λβ,usc
U 1,respζ{tq

for all ζ P A and t ą 0 with ζ{t P U 1. △

The proof of Theorem 3.10 is given in Section 6. Sections 4 and 5 develop a more general theory from
which Theorem 3.10 follows.

4. Recovering cocycles

In this section, we construct the generalized Busemann functions mentioned in the introduction. We then
use them to construct the semi-infinite polymer measures in Theorem 3.10.

Definition 4.1. Given a face A P A (possibly C itself ), consider a Borel-measurable function

B : tpx, yq : x, y P Zd, y ´ x P GAu ˆ Ω Ñ R.

(a) B is said to be a cocycle, if for P-almost every ω, Bpv, x, ωq`Bpx, y, ωq “ Bpv, y, ωq for all v, x, y P Zd

with x ´ v, y ´ x P GA.

(b) B is T -covariant if for P-almost every ω, Bpx ` v, y ` v, ωq “ Bpx, y, Tvωq for all v, x, y P Zd with
y ´ x P GA.

(c) For β P p0,8s, we say that B β-recovers, if for P-almost every ω, we have for all x P Zd,
ÿ

zPRA

ppzq exp t´βBpx, x ` z, ωq ´ βV pTxω, zqu “ 1, for β ă 8 and(4.1)

min
zPRA

tBpx, x ` z, ωq ` V pTxω, zqu “ 0, for β “ 8.(4.2)
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(d) A cocycle B on A is said to be L1pPq if Er|Bp0, zq|s ă 8 for all z P RA. If also ErBp0, zqs “ 0 for
all z P RA, then B is centered.

(e) An L1pPq T -covariant β-recovering cocyle is called a generalized Busemann function (in inverse
temperature β).

For a face A P A (possibly C itself), recall that WA is the linear span of RA. Let IA be the σ-algebra
generated by the events that are invariant under Tz for all z P GA. For a T -covariant L1pPq cocycle B on
A, the invariance of P under the shifts Tz implies that ErBpx, yq | IAs “ ErBp0, y ´ xq | IAs for all x, y P GA.
Consequently, there exists a unique (possibly random) vector mpBq P WA such that

ErBpx, yq | IAs “ mpBq ¨ py ´ xq.(4.3)

Remark 4.2 (Space-time cocycles). If we write a restricted-length model as an unrestricted-length model, as
in Remark 2.2, then a cocycle in the unrestricted-length version corresponds to a space-time cocycle in the
restricted-length version. Precisely, let GA be the group generated by txz, 1y : z P RAu. Lemma A.3 gives a
characterization of this group. Consider a Borel-measurable function

B : tpx, j, y, kq P Zd ˆ Z ˆ Zd ˆ Z, xy ´ x, k ´ jy P GAu ˆ Ω ÝÑ R.

(a) B satisfies the space-time cocycle property if for P-almost every ω, all x, y, z P Zd, and all j, k, ℓ P Z
with xy ´ x, k ´ jy, xz ´ y, ℓ ´ ky P GA,

Bpx, j, y, k, ωq ` Bpy, k, z, ℓ, ωq “ Bpx, j, z, ℓ, ωq.(4.4)

(b) B is T -covariant if for P-almost every ω, Bpx ` v, j ` ℓ, y ` v, k ` ℓ, ωq “ Bpx, j, y, k, Tvωq for all
j, k, ℓ P Z and x, y, v P Zd such that xy ´ x, k ´ jy P GA. In particular, Bpx, j ` ℓ, y, k ` ℓ, ωq “

Bpx, j, y, k, ωq, i.e., the cocycle depends on the time coordinates only through the size of the time
increment. Consequently, in the case of a space-time directed polymer, described in Example 2.5(2),
one can drop the time coordinates and write Bpx, yq, since py´xq ¨ pu determines the time increment.

(c) For β P p0,8s, the β-recovery property is that for P-almost every ω, we have for all x P Zd and j P Z,
ÿ

zPRA

ppzq exp t´βBpx, j, x ` z, j ` 1, ωq ´ βV pTxω, zqu “ 1, if β ă 8, and(4.5)

min
zPRA

tBpx, j, x ` z, j ` 1, ωq ` V pTxω, zqu “ 0, if β “ 8.(4.6)

(d) A space-time cocycle is said to be L1pPq if Er|Bp0, 0, z, 1q|s ă 8 for all z P RA. If in addition
ErBp0, 0, z, 1qs “ 0 for all z P RA, then B is centered.

(e) For a shift-covariant L1pPq space-time cocycle B, the random vector mpBq P WA ˆ R is the unique
vector such that ErBpx, j, y, kq | IAs “ mpBq ¨ xy ´ x, k ´ jy for all x, y P Zd and j, k P Z such that
xx, jy, xy, ky P GA. △

We document here a property of the random vector mpBq, which will be of use to us in what follows.

Lemma 4.3. Fix a face A P A (possibly C itself ). Let B be an L1pΩ,Pq T -covariant β-recovering cocycle

on A. If ErmpBqs P BΛβ,usc
A pξq for some ξ P riA, then mpBq P BΛβ,usc

A pξq, P-almost surely. If additionally

ErmpBqs P ext BΛβ,usc
A pξq, then mpBq “ ErmpBqs, P-almost surely.

Proof. Let ξ P riA be such that ErmpBqs P BΛβ,usc
A pξq. This implies that Λβpξq “ Λβ,usc

A pξq “ ErmpBqs ¨ ξ.
By the variational formula [33, Theorem 2.14], we have P-almost surely, Λβpζq ď mpBq ¨ ζ for all ζ P A.
Thus, it must be that, P-almost surely,

0 “ Λβpξq ´ mpBq ¨ ξ ď sup
ζPA

pΛβpζq ´ mpBq ¨ ζq ď 0.

Then applying [53, Theorem 4.21], we obtain that mpBq P BΛβ,usc
A pξq. If additionally ErmpBqs is an extreme

point of BΛβ,usc
A pξq, then mpBq “ ErmpBqs P-almost surely by the definition of an extreme point. □

For a face A of C and a non-empty set I Ă Zd, define the set of points reachable from some point of I
taking steps in RA,

(4.7) Iě
A “ ty P Zd : y ´ x P G`

A for some x P Iu.
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Also, define the set of points unreachable from all points in I with steps in RA,

(4.8) Iă
A “ ty P Zd : y ´ x R G`

A for all x P Iu.

If the model is undirected on A, i.e. 0 P riUA, then G`
A “ GA so that Iě

A “
Ť

xPIpx ` GAq and Iă
A “ ZdzIě

A .
Recall the countable (possibly finite or empty) set of inverse temperatures and extremal supergradients

DA defined in the paragraph containing (3.1). For each A P A, let EA “ tpβ,m, x, zq : pβ,mq P DA, x P

Zd, z P RAu and let pΩ “ Ω ˆ
ś

APA REA be equipped with the product topology and its Borel σ-algebra,
pS. For pω P pΩ, let πΩppωq be the projection to its Ω coordinate ω. We will sometimes write this as ωppωq.
For each A P A and pβ,m, x, zq P EA let BA,β,mpx, x ` z, pωq be the pA, β,m, x, zq-coordinate of pω. Let
pT “

␣

pTv : v P Zd
(

be the pS-measurable group of transformations that map

pω, tbA,β,m,x,z : A P A, pβ,m, x, zq P EAuq

to

pTvω, tbA,β,m,x`v,z : A P A, pβ,m, x, zq P EAuq .

As such, we have πΩp pTvpωq “ TvπΩppωq and for all A P A and pβ,m, x, zq P EA, BA,β,mpx, x ` z, pTvpωq “

BA,β,mpx ` v, x ` v ` z, pωq. Note that pΩ satisfies the hypotheses on Ω in Section 2.2.

Theorem 4.4. For each face A P A (possibly C itself ) where DA ‰ ∅, assume that V satisfies Conditions

3.2 and 3.4 on A. There exists a pT -invariant probability measure pP on ppΩ, pSq and a real-valued measurable

function BA,β,mpx, y, pωq of tpA, β,m, x, y, pωq : A P A, pβ,mq P DA, x P Zd, y P Zd, y ´ x P GA, pω P pΩu such
that the following hold.

(a) For any event A P S, pPpπΩppωq P Aq “ PpAq.

(b) There exists a pT -invariant event pΩcoc with pPppΩcocq “ 1 such that for each face A P A, pω P pΩcoc,
u, v, x, y P Zd such that x ´ u P GA, y ´ x P GA, and pβ,mq P DA,

BA,β,mpx ` v, y ` v, pωq “ BA,β,mpx, y, pTvpωq(4.9)

BA,β,mpu, x, pωq ` BA,β,mpx, y, pωq “ BA,β,mpu, y, pωq(4.10)
ÿ

zPRA

ppzq exp
!

´βBA,β,mpx, x ` z, pωq ´ βV pωp pTxpωq, zq

)

“ 1, if β ă 8(4.11)

min
zPRA

!

BA,β,mpx, x ` z, pωq ` V pωp pTxpωq, zq

)

“ 0, if β “ 8.(4.12)

(c) For any face A P A, pβ,mq P DA, and x, y P Zd such that y ´ x P GA, B
A,β,mpx, yq is integrable

under pP,

(4.13) pErBA,β,mpx, yqs “ m ¨ py ´ xq,

and pErmpBA,β,mqs “ m.

(d) Fix a face A P A. If the random variables tpV pTvω, zqqzPRA : v P Zdu are independent under P, then
for any non-empty set I Ă Zd, the variables

(4.14)
␣

BA,β,mpx, y, pωq : x P I, y ´ x P G`
A, pβ,mq P DA

(

are independent, under pP, of the variables tV pTvω, zq : z P RA, v P Iă
Au.

Remark 4.5. Our construction shows that the claim in part (d) continues to hold if independence is replaced
by mixing. That is, if σtpV pTvω, zqqzPRA : v P Au and σtpV pTvω, zqqzPRA : v P A1u mix under P at rate rk,
when A,A1 Ă Zd are separated by distance k, then σ

␣

BA,β,mpx, y, pωq : x P I, y ´ x P G`
A, pβ,mq P DA

(

and

σtV pTvω, zq : z P RA, v P I 1u mix at the same rate rk if I Ă Zd and I 1 Ă Iă
A are separated by distance k. △

Remark 4.6 (Restricted-length case). The above can be applied to restricted-length polymers as follows.
Let U 1 be a face of U with RA ‰ Rid

A, where A is the cone generated by U 1. Let β P p0,8s. Write the
restricted-length model in terms of an unrestricted-length model as described in Remark 2.2. If V satisfies
Conditions 3.3 and 3.4, it satisfies the conditions of Theorem 2.14, and V satisfies Conditions 3.2 and 3.4
on A, and hence it satisfies the conditions of Theorem 2.12. Then, as explained in Remark 3.13, we get

that with P-probability one, Λβ,usc
U 1,res is finite on U 1, Λ

β,usc

A is finite on A, and Λ
β,usc

A pxζ, tyq “ Λβ,usc
U 1,respζ{tq
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for all ζ P A and t ą 0 with ζ{t P U 1. Therefore, if Λβ,usc
U 1,res is P-almost surely deterministic on U 1, then

Λ
β,usc

A is P-almost surely deterministic on A. Observe next that if ξ P riU 1, then ξ “ xξ, 1y P priAqztx0, 0yu.

Take m P WA X BΛ
β,usc

A pxξ, 1yq for some ξ P riU . (This set is non-empty, bounded, and has at least one
extreme point, as explained at the beginning of Section 3.) Now all the hypotheses of Theorem 4.4 are

satisfied for the unrestricted-length model, and the theorem produces the cocycles B
A,β,m

pxx, ky, xy, ℓy, pωq,
xy ´ x, k ´ ℓy P GA. Then, for the original restricted-length model, we define the space-time cocycles (see
Remark 4.2) by setting

BU 1,β,mpx, k, y, ℓ, pωq “ B
A,β,m

pxx, ky, xy, ℓy, pωq.

In particular, if we write m “ xm, cy, then

pErBU 1,β,mpx, k, y, ℓqs “ pErB
A,β,m

pxx, ky, xy, ℓyqs “ m ¨ xy ´ x, ℓ ´ ky “ m ¨ py ´ xq ` cpℓ ´ kq.

A direct computation given at the end of Appendix A shows that

c “ Λβ,usc
U 1,respξq ´ m ¨ ξ;(4.15)

moreover, m is in the superdifferential at ξ of the concave function that is equal to Λβ,usc
A on U 1 and is set

to ´8 outside U 1. △

We prove the theorem towards the end of the section. For a high-level summary of the ideas, see Section
1.1 in the introduction. We begin by defining a few objects and proving a few bounds. Assume the hypotheses
of the above theorem for the rest of this section.

For a face A P A and a pair pβ,mq P DA, m P WA X BΛβ,usc
A pξq for some ξ P riAzt0u. Define pu, h P Rd in

the following way:
If either Condition 3.2(b) or 3.2(c) holds, then 0 R UA. By [33, Lemma A.1], there exists a vector u such

that u ¨ z ą 0 for all z P RA. Then u ¨ ξ ą 0. Define pu “ u{pu ¨ ξq and h “ pu ´ m.
If instead only Condition 3.2(a) holds, then recall that Λβpξq ă 0. Also by Remark 3.5, Λβpξq ą ´8.

Define pu “ m
Λβpξq

and h “
1´Λβ

pξq

Λβpξq
m. Note that pu ¨ ξ “ m

Λβpξq
¨ ξ “ 1, since m ¨ ξ “ Λβ,usc

A pξq “ Λβpξq by

Lemma A.1.
With the above definitions, we can now consider that throughout the proof, each A P A and pβ,mq P DA

are accompanied by ξ, pu, and h that satisfy these properties:

(4.16)

m “ pu ´ h,

pu ¨ ξ “ 1,

pu ¨ z ą 0 for all z P RA, if either Condition 3.2(b) or 3.2(c) holds, and

h “ p1 ´ Λβpξqqpu, if Condition 3.2(a) holds.

Let

R0 “
ÿ

zPR
|z ¨ pu|(4.17)

and take R ą R0. For x P Zd and t P R, let

LA,x,t “ LA,x,tpR, puq “ tv P Zd : v ´ x P GA and t ď v ¨ pu ă t ` Ru.

Note that if y P Zd with y ´ x P GA, then LA,x,t “ LA,y,t. We abbreviate LA,0,t “ LA,t. For β ă 8, x P Zd,
t ą x ¨ pu, and ε ě 0 define the tilted point-to-level partition function

ZA,β,ε
x,ptq pωq “

ÿ

vPLA,x,t

Zβ
x,vpωqeβh¨pv´xq´ε|v|1 .

Recall the convention that Zβ
x,v “ 0 if there are no admissible paths from x to v. Hence, the above sum is

only over sites v that are accessible from x, i.e., v ´ x P G`
A. Since ξ ¨ pu “ 1 there exists a z P RA such that

z ¨ pu ą 0. Since z ¨ pu ă R and x ¨ pu ă t, there is at least one v P LA,x,t which is reachable from x. The
corresponding free energy is

FA,β,ε
x,ptq pωq “

1

β
logZA,β,ε

x,ptq pωq.
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At zero temperature, define

FA,8,0
x,ptq pωq “ sup

vPLA,x,t

pF8
x,vpωq ` h ¨ pv ´ xqq.

Recall the convention that F8
x,v “ ´8 if there are no admissible paths from x to v, meaning that v is not

considered in the supremum.

Condition 3.2 guarantees that FA,β,ε
x,ptq pωq is finite and integrable, which we now show.

Lemma 4.7. If β “ 8 or Condition 3.2(b) or (c) is satisfied, take ε “ 0. If β ă 8 and Condition 3.2(a)
holds, take ε ą 0. Then, for each A P A, x P Zd, β P p0,8s, and t ą x ¨ pu,

Er|FA,β,ε
x,ptq |s ă 8.

Proof. Let A, x, β, ε, and t be as in the statement. Choose y such that y P LA,x,t and y ´ x P G`
A. The

hypothesis on t and the definition of R ensure that such a y exists. Then for β P p0,8q,

FA,β,ε
x,ptq “

1

β
log

ÿ

vPLA,x,t

Zβ
x,ve

βh¨pv´xq´ε|v|1 ě
1

β
logZβ

x,ye
βh¨py´xq´ε|y|1 , and

FA,8,0
x,ptq ě F8

x,y ` h ¨ py ´ xq.

The last quantity on the first line is bounded below by a constant by [33, Lemmas 3.11 and 3.12]. The same
holds for the right-hand side on the second line because F8

x,y ě 1
β logZβ

x,y.

For the upper bound, first consider the case where Condition 3.2(a) is satisfied so that V pω, zq ě 0 for all

z P RA. Then for all v such that v ´ x P G`
A, Zβ

x,v “ Ex

”

e´β
řτv´1

i“0 V pTXi
ω,Xi`1´Xiq1tτvă8u

ı

ď 1. Recall that

Λβpξq ă 0 and h “ p1 ´ Λβpξqqpu. Then,

FA,β,ε
x,ptq “

1

β
log

ÿ

vPLA,x,t

Zβ
x,ve

βh¨pv´xq´ε|v|1 ď
1

β
log

ÿ

vPLA,x,t

eβp1´Λβ
pξqqpu¨v´βh¨x´ε|v|1

ď
1

β
log

ÿ

vPLA,x,t

eβp1´Λβ
pξqqpt`Rq´βh¨x´ε|v|1 “ p1 ´ Λβpξqqpt ` Rq ´ h ¨ x `

1

β
log

ÿ

vPZd

e´ε|v|1

ď p1 ´ Λβpξqqpt ` Rq ´ h ¨ x `
1

β
log

ˆ

C
8
ÿ

k“0

kde´εk

˙

ď p1 ´ Λβpξqqpt ` Rq ´ h ¨ x `
1

β
log

ˆ

C
8
ÿ

k“0

e´εk{2

˙

ď p1 ´ Λβpξqqpt ` Rq ´ h ¨ x ` β´1 logpCε´1q.(4.18)

At zero temperature, the equivalent bound is

FA,8,0
x,ptq “ sup

vPLA,x,t

pF8
x,vpωq ` h ¨ pv ´ xqq ď sup

vPLA,x,t

pp1 ´ Λβpξqqv ¨ pu ´ h ¨ xq

ď p1 ´ Λβpξqqpt ` Rq ´ h ¨ x.(4.19)

Next, assume that either Condition 3.2(b) or (c) holds. Then 0 R UA and there exists a δ ą 0 such that
for all z P RA, pu ¨ z ě δ ą 0. For v P LA,x,t, all paths from x to v have length at least pt ´ x ¨ puqR´1

since R ą
ř

zPRA
|z ¨ pu|. Similarly all paths have length at most pt ` R ´ x ¨ puqδ´1 since z ¨ pu ě δ for all

z P RA. Let ℓ “ ℓptq “ tpt ` R ´ x ¨ puqδ´1u be the maximum possible length. Let rLA,x,t be the finite set

of v P LA,x,t which are reachable from x. The cardinality of rLA,x,t is bounded above by Cℓd for some fixed
constant C ą 0.
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Suppose Condition 3.2(b) holds so that V pω, zq ě c for some c P R and all z P RA. Then,

FA,β,0
x,ptq “

1

β
log

ÿ

vPLA,x,t

Zβ
x,ve

βh¨pv´xq “
1

β
log

ÿ

vPLA,x,t

Ex

”

e´β
řτv´1

i“0 V pTXi
ω,Xi`1´Xiq1tτvă8u

ı

eβh¨pv´xq

ď
1

β
log

ÿ

vPLA,x,t

Ex

”

e´βℓc1tτvă8u

ı

eβh¨pv´xq ď
1

β
log

ÿ

vPrLA,x,t

e´βℓc`βh¨pv´xq

“ ´ℓc `
1

β
logCℓd ` max

vPrLA,x,t

h ¨ pv ´ xq

ď ´ℓc `
1

β
logCℓd ` ℓd max

1ďiďd
|hi| ¨ max

zPRA
1ďiďd

|zi|.(4.20)

The last line follows since v is at most ℓ steps from x. At zero temperature, the equivalent bound is

FA,8,0
x,ptq “ sup

vPLA,x,t

pF8
x,v ` h ¨ pv ´ xqq ď sup

vPrLA,x,t

pℓ|c| ` h ¨ pv ´ xqq

ď ℓ|c| ` ℓd max
1ďiďd

|hi| ¨ max
zPRA
1ďiďd

|zi|.(4.21)

Lastly, suppose Condition 3.2(c) is satisfied. Then in the positive temperature case,

FA,β,0
x,ptq “

1

β
log

ÿ

vPLA,x,t

Zβ
x,ve

βh¨v ď
1

β
log

`

Cℓd max
vPrLA,x,t

Zβ
x,ve

βh¨vq ď max
vPrLA,x,t

1

β
log eβF

8
x,v`βh¨v `

1

β
logCℓd

ď max
pt´x¨puqR´1ďkďpt`R´x¨puqδ´1

max
vPrLA,x,t

pF8
x,v,k ` h ¨ vq `

1

β
logCℓd.(4.22)

Similarly, in the zero temperature case,

FA,8,0
x,ptq ď max

pt´x¨puqR´1ďkďpt`R´x¨puqδ´1
max

vPrLA,x,t

pF8
x,v,k ` h ¨ vq.(4.23)

The bound now follows since ErF8
x,v,ks ă 8 for each of the finitely many k and v because V ´pω, zq P L1pPq

for each z P RA. □

The free energy satisfies an approximate shift-covariance property for each t ą maxtx ¨ pu, px ` yq ¨ puu and
ε ě 0. Note that if ε “ 0, this property is exact. For β P p0,8q, start by writing

FA,β,ε
x`y,ptqpωq “

1

β
log

ÿ

vPLA,x`y,t

Zβ
x`y,vpωqeβh¨pv´x´yq´ε|v|1 “

1

β
log

ÿ

vPLA,x`y,t

Zβ
x,v´ypTyωqeβh¨pv´x´yq´ε|v|1

“
1

β
log

ÿ

vPLA,x,t´y¨ pu

Zβ
x,vpTyωqeβh¨pv´xq´ε|v`y|1 .(4.24)

Using the bounds ´ε|v|1 ´ ε|y|1 ď ´ε|v ` y|1 ď ´ε|v|1 ` ε|y|1, we see that

(4.25)
ˇ

ˇ

ˇ
FA,β,ε
x`y,ptqpωq ´ FA,β,ε

x,pt´py¨puqq
pTyωq

ˇ

ˇ

ˇ
ď

ε|y|1

β
.

At zero temperature, ε “ 0, and this shift-covariance is exact.

FA,8,0
x`y,ptqpωq “ sup

vPLA,x`y,t

pF8
x,v´ypTyωq ` h ¨ pv ´ x ´ yqq

“ sup
vPLA,x,t´py¨ puq

pF8
x,vpTyωq ` h ¨ pv ´ xqq “ FA,8,0

x,pt´py¨puqq
pTyωq.(4.26)

For A P A, pβ,mq P DA, ε ě 0, t P R, x P Zd, and z P RA, define

BA,β,m
t,ε px, x ` zq “ FA,β,ε

x,ptq ´ FA,β,ε
x`z,ptq ´ h ¨ z,(4.27)

if t ą max
␣

x ¨ pu, px ` zq ¨ pu : z P RA
(

and BA,β,m
t,ε px, x ` zq “ 0 otherwise.
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Lemma 4.8. Let A P A, pβ,mq P DA, and ε ě 0. Then P-almost surely for all x P Zd and t ą max
␣

x ¨

pu, px ` zq ¨ pu : z P RA
(

,
ÿ

zPRA

ppzq exp
!

´βBA,β,m
t,ε px, x ` zq ´ βV pTxω, zq

)

“ 1 if β ă 8 and(4.28)

min
zPRA

!

BA,8,m
t,ε px, x ` zq ` V pTxω, zq

)

“ 0 if β “ 8.(4.29)

Proof. The desired equations essentially come from the one-step decomposition of ZA,β,ε
x,ptq . Take A, β,m, ε, x,

and t as in the statement. Recall that LA,x,t “ LA,x`z,t if z P RA. Then
ÿ

zPRA

ppzq exp
␣

´βBA,β,m
t,ε px, x ` zq ´ βV pTxω, zq

(

“
ÿ

zPRA

ppzq exp
␣

´βpFA,β,ε
x,ptq ´ FA,β,ε

x`z,ptq ´ h ¨ zq ´ βV pTxω, zq
(

“
ÿ

zPRA

ppzq exp
␣

logZA,β,ε
x`z,ptq ´ logZA,β,ε

x,ptq ` βh ¨ z ´ βV pTxω, zq
(

“ pZA,β,ε
x,ptq q´1

ÿ

zPRA

ppzqeβh¨z´βV pTxω,zqZA,β,ε
x`z,ptq

“ pZA,β,ε
x,ptq q´1

ÿ

zPRA

ppzqeβh¨z´βV pTxω,zq

ˆ
ÿ

vPLA,x`z,t

eβh¨pv´x´zq´ε|v|1 Ex`z

”

exp
!

´β
τv´1
ÿ

i“0

V pTXi
ω,Xi`1 ´ Xiq

)

1tτvă8u

ı

“ pZA,β,ε
x,ptq q´1

ÿ

vPLA,x,t

eβh¨pv´xq´ε|v|1
ÿ

zPRA

ppzqEx

”

exp
!

´β
τv´1
ÿ

i“0

V pTXiω,Xi`1 ´ Xiq

)

1tτvă8u

ˇ

ˇ

ˇ
X1 “ x ` z

ı

“ pZA,β,ε
x,ptq q´1

ÿ

vPLA,x,t

eβh¨pv´xq´ε|v|1 Ex

”

exp
!

´β
τv´1
ÿ

i“0

V pTXi
ω,Xi`1 ´ Xiq

)

1tτvă8u

ı

“ pZA,β,ε
x,ptq q´1ZA,β,ε

x,ptq “ 1.

The recovery property (4.28) is proved. For the zero temperature case, write

min
zPRA

!

BA,8,m
t,ε px, x ` zq ` V pTxω, zq

)

“ min
zPRA

!

FA,8,0
x,ptq ´ FA,8,0

x`z,ptq ´ h ¨ z ` V pTxω, zq

)

“ min
zPRA

!

FA,8,0
x,ptq ´ sup

vPLA,x`z,t

sup
kě1

sup
x0:kPXk

x`z,v

!

´

k´1
ÿ

i“0

V pTxiω, xi`1 ´ xiq ` h ¨ pv ´ x ´ zq

)

´ h ¨ z ` V pTxω, zq

)

“ FA,8,0
x,ptq ´ max

zPRA
sup

vPLA,x,t

sup
kě2

sup
x0:kPXk

x,v

x1“x`z

!

´

k´1
ÿ

i“0

V pTxi
ω, xi`1 ´ xiq ` h ¨ pv ´ xq

)

“ FA,8,0
x,ptq ´ sup

vPLA,x,t

sup
kě1

sup
x0:kPXk

x,v

!

´

k´1
ÿ

i“0

V pTxiω, xi`1 ´ xiq ` h ¨ pv ´ xq

)

“ FA,8,0
x,ptq ´ FA,8,0

x,ptq “ 0.

The recovery property (4.29) is proved. □

The next lemma gives some information about where the minimum in (4.29) is attained.

Lemma 4.9. Let A P A and let m be such that p8,mq P DA. Then P-almost surely, for any finite set
A Ă Zd and any t ą maxtx ¨ pu, px` zq ¨ pu : x P A, z P RAu, there exists y P A and z P RA such that y ` z R A

and V pTyω, zq ` BA,8,m
t,0 py, y ` zq “ 0.
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Proof. Take A and t as in the statement, x P A and ε ą 0. Let v P LA,x,t be such that

FA,8,0
x,ptq pωq ´ ε ď F8

x,vpωq ` h ¨ pv ´ xq ď FA,8,0
x,ptq pωq.

Take a path x0:n “ x0:npεq P Xn
x,v such that

F8
x,vpωq ´ ε ď ´

n´1
ÿ

i“0

V pTxi
ω, xi`1 ´ xiq ď F8

x,vpωq.

Note v R A by the definition of t. Let k “ kpεq “ minti P r0, n ´ 1s : xi`1 R Au, y “ ypεq “ xk, and
z “ zpεq “ xk`1 ´ xk. Since F8

x,ypωq ` F8
y,vpωq ď F8

x,vpωq for all v P LA,x,t, we have F8
x,ypωq ` h ¨ py ´ xq `

FA,8,0
y,ptq pωq ď FA,8,0

x,ptq pωq. Thus,

F8
x,ypωq ` h ¨ py ´ xq ` FA,8,0

y,ptq pωq ´ 2ε ď FA,8,0
x,ptq pωq ´ 2ε ď ´

n´1
ÿ

i“0

V pTxi
ω, xi`1 ´ xiq ` h ¨ pv ´ xq

ď F8
x,ypωq ` h ¨ py ´ xq ´

n´1
ÿ

i“k

V pTxi
ω, xi`1 ´ xiq ` h ¨ pv ´ yq,

which implies

FA,8,0
y,ptq pωq ´ 2ε ď ´

n´1
ÿ

i“k

V pTxiω, xi`1 ´ xiq ` h ¨ pv ´ yq.

Thus,

V pTyω, zq ` BA,8,m
t,0 py, y ` zq “ V pTyω, zq ` FA,8,0

y,ptq ´ FA,8,0
y`z,ptq ´ h ¨ z

ď V pTyω, zq ` FA,8,0
y,ptq ´ F8

y`z,vpωq ´ h ¨ pv ´ y ´ zq ´ h ¨ z

ď FA,8,0
y,ptq `

n´1
ÿ

i“k

V pTxiω, xi`1 ´ xiq ´ h ¨ pv ´ yq ď 2ε.

Since A and RA are finite, we can find a subsequence εj Ñ 0 and y P A, z P RA, such that ypεjq “

y P A and zpεjq “ z P RA for all j. Applying the above with ε “ εj and taking j Ñ 8 shows that

V pTyω, zq ` BA,8,m
t,0 py, y ` zq ď 0. The claim follows from this and (4.29). □

Next, we develop bounds on the limiting free energy. Recall the definition of R0 in (4.17). If necessary,
enlarge the slab width to satisfy R ą 2R0.

Lemma 4.10. If β “ 8 or Condition 3.2(b) or (c) is satisfied, take ε “ 0. If β ă 8 and Condition 3.2(a)
holds, take ε ą 0. Then, for any a ă b,

1 ´
|ξ|1ε

β
ď lim

nÑ8

1

n
Er inf

aďsďb
FA,β,ε
0,pn`sq

s ď lim
nÑ8

1

n
Er sup

aďsďb
FA,β,ε
0,pn`sq

s ď 1(4.30)

and, P-almost surely,

1 ´
|ξ|1ε

β
ď lim

nÑ8

1

n
inf

aďsďb
FA,β,ε
0,pn`sq

ď lim
nÑ8

1

n
sup

aďsďb
FA,β,ε
0,pn`sq

ď 1.(4.31)

Proof. It will be convenient in this and the following paragraph to modify our notation to include the width

of the slab, writing FA,β,ε
0,pn`a,Rq

when this width is R. With this notation, we see that if R1 ą R, then s ď t ď

t`R ď s`R1, then FA,β,ε
0,pt,Rq

ď FA,β,ε
0,ps,R1q

. Thus, for any s P ra, bs, n`a ď n`s ď n`s`R ď n`a`pR`b´aq

and, therefore, supaďsďb F
A,β,ε
0,pn`s,Rq

ď FA,β,ε
0,pn`a,R`b´aq

.

Similarly, for any s P ra, bs, take j “ t2R´1ps´aqu, which satisfies n`s ď n`a`jR{2 ď n`a`pj`1qR{2 ď

n ` s ` R and 0 ď j ď 2R´1pb ´ aq ` 1. Therefore,

inf
aďsďb

FA,β,ε
0,pn`s,Rq

ě min
jPr0,2R´1pb´aq`1sXZ

FA,β,ε
0,pn`a`jR{2,R{2q

.

The upshot is that, modulo increasing or decreasing the size of R, it is enough to prove the claims of the
lemma for a fixed s P R, without taking suprema or infima over s P ra, bs. In the rest, we will go back to
omitting the width of the slab from the free energy notation.
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Fix s P R. We will show that for each s P R, we have, P-almost surely,

1 ´
|ξ|1ε

β
ď lim

nÑ8

1

n
FA,β,ε
0,pn`sq

ď lim
nÑ8

1

n
FA,β,ε
0,pn`sq

ď 1.(4.32)

This then proves (4.31), as explained in the above two paragraphs.
We start with the lower bound. Write ξ “

ř

zPRA
bzz with coefficients bz ě 0. For n P Zě0 let bn,z “

rpn ` sqbzs if z ¨ pu ě 0 and bn,z “ tpn ` sqbzu otherwise. Let vn “
ř

zPRA
bn,zz. Note that vn{n Ñ ξ as

n Ñ 8. Since ξ ¨ pu “ 1,

n ` s “ pn ` sq
ÿ

zPRA

bzz ¨ pu ď vn ¨ pu ď pn ` sq
ÿ

zPRA

bzz ¨ pu `
ÿ

zPRA

|z ¨ pu| ă n ` s ` R.

Thus, vn P LA,n`s for all n and

1

n
FA,β,ε
0,pn`sq

“
1

nβ
log

ÿ

vPLA,n`s

Zβ
0,ve

βh¨v´ε|v|1 ě
1

nβ
logZβ

0,vn
`

βh ¨ vn ´ |vn|1ε

nβ
.

Since pu ´ h P BΛβ,usc
A pξq and ξ ¨ pu “ 1, by Lemma A.1, Λβpξq “ Λβ,usc

A pξq “ ppu ´ hq ¨ ξ “ 1 ´ h ¨ ξ. Taking
n Ñ 8 and applying (2.8), we obtain, P-almost surely,

lim
nÑ8

1

n
FA,β,ε
0,pn`sq

ě Λβpξq ` h ¨ ξ ´
|ξ|1ε

β
“ 1 ´

|ξ|1ε

β
.

The equivalent result at zero temperature is

lim
nÑ8

1

n
FA,8,0
0,pn`sq

ě lim
nÑ8

1

n
pF8

0,vn
` h ¨ vnq “ Λ8pξq ` h ¨ ξ “ 1.

Next, we derive the almost sure upper bound. Recall that we are now working with a fixed s. The
upper bound (2.7) implies that, with P-probability one, there exists n0 “ n0pω, εq such that whenever
|v|1 ¨ |pu|8 ě n0,

1

β
logZβ

0,v ď Λβ,usc
A pvq `

ε

2β
|v|1.

Also note that since pu ´ h P BΛβ,usc
A pξq, for v P LA,n`s

Λβ,usc
A pvq ď Λβ,usc

A pξq ` pv ´ ξq ¨ ppu ´ hq “ v ¨ ppu ´ hq ď n ` s ` R ´ v ¨ h.

For n ě n0,

1

n
FA,β,ε
0,pn`sq

“
1

nβ
log

ÿ

vPLA,n`s

Zβ
0,ve

βh¨v´ε|v|1

ď
1

nβ
log

ÿ

vPLA,n`s

eβΛ
β,usc
A pvq`βh¨v´ε|v|1{2

ď
1

nβ
log

ÿ

vPLA,n`s

eβpn`s`R´v¨hq`βh¨v´ε|v|1{2

ď
n ` s ` R

n
`

1

nβ
log

ÿ

vPZd

e´ε|v|1{2

ď
n ` s ` R

n
`

1

nβ
log

´

C
8
ÿ

k“0

kde´εk{2
¯

ÝÝÝÑ
nÑ8

1.

The equivalent bound at zero temperature is

1

n
FA,8,0
0,pn`sq

“
1

n
sup

vPLA,n`s

pF8
0,v ` h ¨ vq ď

1

n
sup

vPLA,n`s

pΛ8,usc
A pvq ` 1 ` h ¨ vq ď

1

n

`

n ` s ` R ` 1
˘

ÝÝÝÑ
nÑ8

1.

Now we turn to proving (4.30). As explained at the beginning of the proof, it is enough to prove that for
each s P R,

1 ´
|ξ|1ε

β
ď lim

nÑ8

1

n
ErFA,β,ε

0,pn`sq
s ď lim

nÑ8

1

n
ErFA,β,ε

0,pn`sq
s ď 1.(4.33)
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We first prove the upper bound. For this, we consider the three cases in Condition 3.2.
If Condition 3.2(a) or (b) is satisfied, then the upper bound in (4.33) follows from the bounds (4.18-4.21),

the upper bound in (4.32), and Fatou’s Lemma.
Suppose now that Condition 3.2(c) holds. Without any loss of generality, we can assume r0 ą R. Let

fpωq “ maxzPRA V ´pω, zq ` maxzPRA |h ¨ z|. Then bounds (4.22) and (4.23) give

1

n
FA,β,0
0,pn`sq

ď
1

n
max

pn`sqR´1ďkďpn`s`Rqδ´1
max

vPrLA,0,n`s

pF8
0,v,k ` h ¨ vq `

1

nβ
logCℓd

ď
1

n
max

x0:ℓPXℓ
0pRAq

ℓ´1
ÿ

k“0

fpTxk
ωq `

1

nβ
logCℓd,(4.34)

where it is understood that in the zero temperature case, the last term on the right-hand side is 0. In the
second inequality, we used the fact that f is non-negative, and hence the sum of shifts of f does not get
smaller if we add more terms, and the maximum does not get smaller if we drop the requirement that the
endpoint v P LA,n`s. We will bound the first term on the right-hand side using lattice animal bounds.

A subset S of Zd is said to be connected if, for any two points in S, there exists a nearest-neighbor path
in S that connects them. Given n P Zą0, a connected subset of Zd that has cardinality n is called a lattice
animal of size n. Let Sn denote the set of lattice animals of size n. Let B “ t0, 1, 2, . . . , r0 ´ 1ud. Then
tr0y ` B : y P Zdu is a disjoint tiling of Zd.

Consider a path x0:ℓ P Xℓ
0pRAq. Let y0, . . . , yℓ P Zd and u0, . . . , uℓ P B be (the unique points) such

that xk “ r0yk ` uk for each 0 ď k ď ℓ. It must be that |yk`1 ´ yk|8 ď 1, since r0 ą R. Although yk
and yk`1 might not be nearest neighbors, we can fill in with at most d ´ 1 intermediate points to obtain
a nearest-neighbor sequence. This new sequence may have repetitions and fewer than ℓpd ´ 1q points, but
it will be contained in a lattice animal S P Sℓpd´1q. Since the path x0:ℓ does not repeat points, the pairs
pyk, ukq are distinct. Therefore,

ℓ´1
ÿ

k“0

fpTxk
ωq “

ℓ´1
ÿ

k“0

fpTr0yk`uk
ωq ď

ÿ

uPB

max
SPSℓpd´1q

ÿ

yPS

fpTr0y`uωq.

We have thus shown that

1

n
max

x0:ℓPXℓ
0pRAq

ℓ´1
ÿ

k“0

fpTxk
ωq ď

ℓ

n
¨
1

ℓ

ÿ

uPB

max
SPSℓpd´1q

ÿ

yPS

fpTr0y`uωq.

Since tfpTr0y`uωq : y P Zdu are i.i.d. and f P LqpPq for some q ą d, [47, Theorem 1.1] implies that the
right-hand side converges both almost-surely and in L1pPq. This, the upper bound (4.34), the upper bound
in (4.32), and Fatou’s Lemma imply the upper bound in (4.33) and, therefore, the upper bound in (4.30) is
proved.

We finish the proof by arguing for the lower bound in (4.33). We work out the case of a positive tem-
perature, with the case of zero temperature being similar. Observe that for any n P Zą0 and u, v P Zd such
that v ´ u P GA X Dn,

Zβ
u,v,npωq “ Eu

”

e´β
řn´1

k“0 V pTXk
ω,Xk`1´Xkq1tXn“vu

ı

ď Eu

”

e´β
řτv´1

k“0 V pTXk
ω,Xk`1´Xkq1tτv“nu

ı

ď Eu

”

e´β
řτv´1

k“0 V pTXk
ω,Xk`1´Xkq1tτvă8u

ı

“ Zβ
u,vpωq.

To justify the first inequality note that if 0 R U , then Xn “ v implies τv “ n while if 0 P U , then Condition
3.2(a) must hold, in which case Xn “ v implies V pTXk

ω,Xk`1 ´ Xkq ě 0 for all k ď n and, therefore,

e´β
řn´1

k“τv
V pTXk

ω,Xk`1´Xkq
ď 1.

Take any t ą 0 such that ξ{t P UA. Let x̂npξ{tq be the path defined in [52, (2.1)]. Note that this path
has increments in RA and satisfies x̂npξ{tq P GA X Dn for all n P Zą0 and x̂npξ{tq{n Ñ ξ{t as n Ñ 8. This
and ξ ¨ pu “ 1 imply that there exists a subsequence mn such that x̂mn

pξ{tq P LA,n`s for all n large enough.
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Thus, for n large enough,

1

n
FA,β,ε
0,pn`sq

“
1

nβ
log

ÿ

vPLA,n`s

Zβ
0,ve

βh¨v´ε|v|1 ě
1

nβ
logZβ

0,x̂mn pξ{tq `
βh ¨ x̂mnpξ{tq ´ |x̂mnpξ{tq|1ε

nβ

ě
1

nβ
logZβ

0,x̂mn pξ{tq,mn
`

βh ¨ x̂mnpξ{tq ´ |x̂mnpξ{tq|1ε

nβ
.

By [52, Theorem 2.2] (and [24, Theorem 2.4] for the zero temperature case), m´1F β
0,x̂mpξ{tq,m converges

both almost surely and in L1pPq, as m Ñ 8. Furthermore, dividing

n ` s ď x̂mnpξ{tq ¨ pu ă n ` s ` R

by mn and taking n Ñ 8 implies that mn{n Ñ t as n Ñ 8. Thus, pnβq´1F β
0,x̂mn pξ{tq,mn

converges both

almost surely and in L1pPq, as n Ñ 8. This allows us to apply Fatou’s Lemma and deduce the lower bound
in (4.33) from the one in (4.32), completing the proof of the lemma. □

For each n P Zą0, let pUnqnPZą0 be a sequence of independent random variables, independent of everything
else, and such that for each n, Un is uniformly distributed on r0, ns. Denote the distribution of this sequence
by U and let P “ P b U with expectation E. Define Pn,ε to be the distribution of

´

ω,
␣

BA,β,m
Un,ε

px, x ` zq : A P A, pβ,mq P DA, x P Zd, z P RA
(

¯

induced by P on ppΩ, pSq.

Lemma 4.11. If β “ 8 or Condition 3.2(b) or (c) is satisfied, take ε “ 0. If β ă 8 and Condition 3.2(a)
holds, take ε ą 0. Then, the family tPn,ε : n P Zą0u is tight.

Proof. Take x P Zd and z P RA. Let t0 “ maxt0, x ¨ pu, px` zq ¨ pu : z P RAu. Recall that BA,β,m
t,ε px, x` zq “ 0

whenever 0 ă t ď t0. Then for n ą t0, use the approximate shift-covariance properties (4.25) and (4.26) to
obtain

E
“

BA,β,m
Un,ε

px, x ` zq
‰

“
1

n

ż n

t0

E
“

BA,β,m
s,ε px, x ` zq

‰

ds

“
1

n

ż n

t0

E
“

FA,β,ε
x,psq

´ FA,β,ε
x`z,psq

´ h ¨ z
‰

ds

ď
1

n

ż n

t0

E
“

FA,β,ε
0,ps´x¨puq

´ FA,β,ε
0,ps´px`zq¨puq

‰

ds ´
pn ´ t0qh ¨ z

n
`

ε

β
p|x|1 ` |x ` z|1q

“
1

n

ż n

t0

E
“

FA,β,ε
0,ps´x¨puq

‰

ds ´
1

n

ż n´z¨pu

t0´z¨pu

E
“

FA,β,ε
0,ps´x¨puq

‰

ds ´
pn ´ t0qh ¨ z

n
`

ε

β
p|x|1 ` |x ` z|1q

“
1

n

ż n

n´z¨pu

E
“

FA,β,ε
0,ps´x¨puq

‰

ds ´
1

n

ż t0

t0´z¨pu

E
“

FA,β,ε
0,ps´x¨puq

‰

ds ´
pn ´ t0qh ¨ z

n
`

ε

β
p|x|1 ` |x ` z|1q

“
1

n

ż ´x¨pu

´px`zq¨pu

E
“

FA,β,ε
0,pn`sq

‰

ds ´
1

n

ż t0´x¨pu

t0´px`zq¨pu

E
“

FA,β,ε
0,psq

‰

ds ´
pn ´ t0qh ¨ z

n
`

ε

β
p|x|1 ` |x ` z|1q.(4.35)

In the above computation, we use the convention that if b ă a, then
şb

a
“ ´

şa

b
. When β “ 8, we take ε “ 0,

and the last term is understood to be zero.
On the event tUn ą t0u, (4.28) and (4.29) imply that

BA,β,m
Un,ε

px, x ` zq ě ´V pTxω, zq ` β´1 log ppzq ě ´V `pTxω, zq ` β´1 log ppzq.(4.36)
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Again when β “ 8, the last term is understood to be 0. Then,

E
“
ˇ

ˇBA,β,m
Un,ε

px, x ` zq
ˇ

ˇ

‰

“ E
“
ˇ

ˇBA,β,m
Un,ε

px, x ` zq
ˇ

ˇ1tUn ą t0u
‰

“ E
“

BA,β,m
Un,ε

px, x ` zq1tUn ą t0u
‰

´ 2E
“

min
␣

0, BA,β,m
Un,ε

px, x ` zq
(

1tUn ą t0u
‰

“ E
“

BA,β,m
Un,ε

px, x ` zq
‰

´ 2E
“

min
␣

0, BA,β,m
Un,ε

px, x ` zq
(

1tUn ą t0u
‰

ď
1

n

ż ´x¨pu

´px`zq¨pu

E
“

FA,β,ε
0,pn`sq

‰

ds ´
1

n

ż t0´x¨pu

t0´px`zq¨pu

E
“

FA,β,ε
0,psq

‰

ds

´
pn ´ t0qh ¨ z

n
`

ε

β
p|x|1 ` |x ` z|1q ` 2ErV `pω, zqs ´ 2β´1 log ppzq.

(4.37)

All the terms on the right-hand side except the first are trivially uniformly bounded in n. The first term
on the right-hand side is also bounded in n by (4.33). This proves the claimed tightness. □

If β “ 8 or Condition 3.2(b) or (c) is satisfied, then let P0 (with expectation E0) be any weak sub-
sequential limit point of Pn,0. Otherwise, for each 0 ă ε ď 1, let Pε (with expectation Eε) denote any
weak subsequential limit point in n of Pn,ε. Recall that BA,β,mpx, x ` zq is the pA, β,m, x, zq-coordinate

of pω P pΩ. By (4.36) we have that Pn,ε-almost surely, for all A P A, pβ,mq P DA, x P Zd, and z P RA,
BA,β,mpx, x ` zq ě ´|V pTxω, zq| ` β´1 log ppzq.

Use (4.37), Fatou’s Lemma, and the upper bound in (4.30) to obtain

Eε

“
ˇ

ˇBA,β,mpx, x ` zq
ˇ

ˇ

‰

ď lim
nÑ8

1

n

´

ż ´x¨pu

´px`zq¨pu

E
“

FA,β,ε
0,pn`sq

‰

ds ´
1

n

ż t0´x¨pu

t0´px`zq¨pu

E
“

FA,β,ε
0,psq

‰

ds ´
pn ´ t0qh ¨ z

n

¯

`
ε

β
p|x|1 ` |x ` z|1q ` 2Er|V pω, zq|s ´ 2β´1 log ppzq

ď m ¨ z `
1

β
p|x|1 ` |x ` z|1q ` 2Er|V pω, zq|s ´ 2β´1 log ppzq.(4.38)

The family tPε : 0 ă ε ď 1u is therefore tight. Similarly, using Fatou’s Lemma with (4.35) and (4.30) gives

Eε

“

BA,β,mpx, x ` zq
‰

ď pu ¨ z ´ h ¨ z `
ε

β
p|x|1 ` |x ` z|1q “ m ¨ z `

ε

β
p|x|1 ` |x ` z|1q.(4.39)

Let pP denote any weak subsequential limit point of Pε as ε Ñ 0 in p0, 1s. If β “ 8 or Condition 3.2(b)

or (c) is satisfied, then take pP “ P0.

Lemma 4.12. pP is pT -invariant.

Proof. Let x, y P Zd, and z P RA. Using (4.25) we get

ˇ

ˇ

ˇ
BA,β,m

t,ε px ` y, x ` y ` z, T´yωq ´ BA,β,m
t´y¨pu,εpx, x ` z, ωq

ˇ

ˇ

ˇ
ď

2ε|y|1

β
.(4.40)

Fix y P Zd. Let α ě 0, ℓ P Zą0, and take f to be a bounded, α-Lipschitz continuous function of any
ℓ coordinates of pω. These coordinates can be faces A, vectors m, inverse temperatures β, vertices x, or
increments z. Let t0 be large enough so that t0 ą maxty ¨pu, x ¨pu, px`zq ¨pu, px`yq ¨pu, px`y`zq ¨pu : z P RAu,
where the maximum goes over all of the at most ℓ values of the x P Zd coordinates on which f depends. Let
pnε,kqkPZą0

be the subsequence along which Pn,ε converges weakly to Pε. Let εj Ñ 0 be the sequence along
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which Pεj converges weakly to pP. Then using continuity of pTy, we have

pErf ˝ pTys “ lim
jÑ8

Eεj rf ˝ pTys “ lim
jÑ8

lim
kÑ8

Enk,εj rf ˝ pTys

“ lim
jÑ8

lim
kÑ8

Enk,εj

“

f
`

Tyω, tBA,β,mpx ` y, x ` y ` zqu
˘‰

“ lim
jÑ8

lim
kÑ8

´

Opn´1
k q `

1

nk

ż nk

t0

E
“

f
`

Tyω, tBA,β,m
s,εj px ` y, x ` y ` z, ωqu

˘‰

ds
¯

“ lim
jÑ8

lim
kÑ8

1

nk

ż nk

t0

E
“

f
`

ω, tBA,β,m
s,εj px ` y, x ` y ` z, T´yωqu

˘‰

ds

“ lim
jÑ8

lim
kÑ8

1

nk

ż nk

t0

␣

E
“

f
`

ω, tBA,β,m
s´y¨pu,εj

px, x ` z, ωqu
˘‰

` αℓOpβ´1εj |y|1q
(

ds

“ lim
jÑ8

lim
kÑ8

1

nk

ż nk´y¨pu

t0´y¨pu

E
“

f
`

ω, tBA,β,m
s,εj px, x ` z, ωqu

˘‰

ds

“ lim
jÑ8

lim
kÑ8

1

nk

ż nk

t0

Erfpω, tBA,β,m
s,εj px, x ` z, ωquqs ds “ lim

jÑ8
lim
kÑ8

Enk,εj rf s “ pErf s.

On the fourth line, we used the T -invariance of P. On the fifth line, we used (4.40) and that f is an α-
Lipschitz continuous function of ℓ coordinates of pω. The first equality on the last line follows because the
integrals differ by at most 2|y ¨ pu| sup |f |. □

We are now ready to prove the main theorem of this section.

Proof of Theorem 4.4. For each n P Zą0, ε ě 0, and A P S, Pn,εpπΩppωq P Aq “ Ppω P Aq. Since πΩppωq is

continuous, taking n Ñ 8 and ε Ñ 0 shows that pP too has this property, for all closed sets A and hence also
for all A P S. Part (a) is proved.

Take x, y P Zd with y ´ x P G`
A. Consider a path x0:k P Xx,y of some length k P Zě0. For any t large

enough that t ą xi ¨ pu for all 0 ď i ď k,

k´1
ÿ

i“0

BA,β,m
t,ε pxi, xi`1q “

k´1
ÿ

i“0

´

FA,β,ε
xi,ptq

´ FA,β,ε
xi`1,ptq

´ h ¨ pxi`1 ´ xiq

¯

“ FA,β,ε
x,ptq ´ FA,β,ε

y,ptq ´ h ¨ py ´ xq.

Thus, for any pair of paths x0:k, x
1
0:k1 P Xx,y, P-almost surely, on the event

␣

Un ą c2 “ maxtxi ¨ pu, x1
j ¨ pu : 0 ď i ď k, 0 ď j ď k1u

(

,

we have
k´1
ÿ

i“0

BA,β,m
Un,ε

pxi, xi`1q “

k1
´1
ÿ

i“0

BA,β,m
Un,ε

px1
i, x

1
i`1q.

From this, we get

Pn,ε

!

k´1
ÿ

i“0

BA,β,mpxi, xi`1q “

k1
´1
ÿ

i“0

BA,β,mpx1
i, x

1
i`1q

)

ě PtUn ą c2u ÝÑ
nÑ8

1.

Since the event on the left-hand side is closed and pP is a weak limit point of Pn,ε, we conclude that the

event has pP-probability one. Similarly, for any n P Zą0 and ε ě 0, BA,β,m
Un,ε

px, xq “ 0, P-almost surely and

hence BA,β,mpx, xq “ 0, pP-almost surely, for any x P Zd. Consequently, there is a pT -invariant event pΩ0 with
pPppΩ0q “ 1 such that for all pω P pΩ0, A P A, pβ,mq P DA, and x, y P Zd with y ´ x P G`

A, BA,β,mpx, x, pωq “ 0
and

BA,β,mpx, y, pωq “

k´1
ÿ

i“0

BA,β,mpxi, xi`1, pωq(4.41)

has the same value for all paths x0:k P Xx,y.
For each z P RA and x P Zd, set BA,β,mpx, x ´ z, pωq “ ´BA,β,mpx ´ z, x, pωq. This definition is consistent

with the one above when it also happens to be that ´z P G`
A. With this definition we have that the right-hand

side of (4.41) has the same value for all paths x0:k with k P Zě0, x0 “ x, xk “ y, and xi`1´xi P RAYp´RAq
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for 0 ď i ď k ´ 1. Therefore, one can use the right-hand side of (4.41) to define BA,β,mpx, y, pωq for all

x, y P Zd with y ´ x P GA and pω P pΩ0. With this definition, we have the cocycle property (4.10), for all

pω P pΩ0, pβ,mq P DA, and u, x, y P Zd such that x ´ u, y ´ x P GA.

The covariance property (4.9) holds, for all pω P pΩ and v, x, y P Zd with y´x P RA simply by the definition

of the shift pTz. Then the definition (4.41) ensures that this holds for all pω P pΩ0 and v, x, y P Zd such that
y ´ x P GA, without the restriction y ´ x P RA.

Using a similar argument as above one deduces from (4.28) and (4.29) and passing n Ñ 8 and ε Ñ 0

that there exists a pT -invariant event pΩcoc Ă pΩ0 with pPppΩcocq “ 1 such that (4.11) and (4.12) hold for all

pω P pΩcoc, x P Zd, and pβ,mq P DA. Part (b) is proved.
Next, we prove part (c). By (4.36) we have that P-almost surely, for all A P A, pβ,mq P DA, x P Zd, and

z P RA, B
A,β,m
ε px, x ` zq ě ´|V pTxω, zq| ` β´1 log ppzq.

Recall the vector mpBA,β,mq from (4.3). Using (4.11-4.12) and applying Fatou’s Lemma to (4.38-4.39)

we get that BA,β,mpx, x ` zq is integrable under pP and that

´Er|V pTxω, zq|s ` β´1 log ppzq ď pErBA,β,mpx, x ` zqs ď m ¨ z.(4.42)

This implies that pErmpBA,β,mq ¨ ζs ď m ¨ ζ for all ζ P A. In particular, pErmpBA,β,mq ¨ ξs ď m ¨ ξ “ Λβpξq.

By the variational formula [33, (2.8)], ´Λβpξq ě ´mpBA,β,mq ¨ ξ, pP-almost surely. Hence mpBA,β,mq ¨ ξ “

Λβpξq, pP-almost surely. Since ξ P riA, we can scale ξ by a positive constant to obtain a direction in
riUA, apply [56, Theorem 6.9], and rescale back to ξ to obtain constants az ą 0 for z P RA, such that

ξ “
ř

zPRA
azz. Then pP-almost surely,

ÿ

zPRA

azz ¨ mpBA,β,mq “ mpBA,β,mq ¨ ξ “ Λβpξq “ m ¨ ξ “
ÿ

zPRA

azz ¨ m.

Taking the expectation and rearranging, we obtain
ÿ

zPRA

azpm ¨ z ´ pErmpBA,β,mqs ¨ zq “ 0.

By (4.42), pErmpBA,β,mqs ¨ z ď m ¨ z for each z P RA, so each term in the sum is non-negative. Therefore

each term is exactly 0. Since az ą 0, it must be that pErmpBA,β,mqs ¨ z “ m ¨ z for each z P RA. Since

m and pErmpBA,β,mqs are vectors of the linear subspace generated by the steps z P RA, this implies that

m “ pErmpBA,β,mqs, and part (c) follows.
It remains to prove part (d) of the theorem. Recall the definitions of Iě

A and Iă
A in (4.7) and (4.8). Observe

that the distribution of
´

tV pTvω, zq : z P RA, v P Iă
Au,

␣

BA,β,mpx, x ` z, pωq : x P I, z P RA, pβ,mq P DA
(

¯

under pP comes from taking subsequential limits of the distribution of
´

tV pTvω, zq : z P RA, v P Iă
Au,

␣

BA,β,m
Un,ε

px, x ` z, ωq : x P I, z P RA, pβ,mq P DA
(

¯

under P, first taking n Ñ 8 then ε Ñ 0. The independence claim comes then from the fact that if
tpV pTvω, zqqzPRA : v P Zdu are independent under P, then the two families in the above display are indepen-
dent under P. The proof of Theorem 4.4 is complete. □

The same argument that gives (4.12) from (4.29) proves the following lemma using Lemma 4.9.

Lemma 4.13. Suppose the assumptions of Theorem 4.4 hold. There exists a pT -invariant event pΩ0 with
pPppΩ0q “ 1 such that for all pω P pΩ0, each face A P A, m such that p8,mq P DA, and any finite set A Ă Zd,
there exists a y P A and a z P RA such that y ` z R A and V pTyω, zq ` BA,8,mpy, y ` zq “ 0.

We close this section with a result showing a version of weak continuity of covariant cocycles. For A P A
let rΩA “ Ω ˆ RZd

ˆRA , equipped with the product topology and its Borel σ-algebra, rSA. For rω P rΩA, let
ωprωq be the projection to its Ω coordinate ω and let BApx, x ` z, rωq be the px, zq-coordinate of rω.
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Lemma 4.14. Fix a face A P A. Let pβ,mq be such that β P p0,8s, Λβ,usc
A is deterministic and finite on A,

and there exists a ξ P priAqzt0u such that m P WA X BΛβ,usc
A pξq. Let βn P p0,8s and mn P BΛβn,usc

A priAq

be such βn Ñ β and mn Ñ m. For each n, let Bβn,mn be an L1pPq shift-covariant βn-recovering cocycle
on A which satisfies the conclusions of Theorem 4.4(b) and (c). Then there is a subsequence tnkukě1 such

that Bβnk
,mnk converges weakly to a random variable Bβ,m on prΩ, rSq, which also satisfies the conclusions

of Theorem 4.4(b) and (c) on A.

Proof. Let βn Ñ β, mn Ñ m, and Bβn,mn be as in the statement. Since the mean vectors mn Ñ m, the

distributions of pω,Bβn,mnq P rΩ under P is tight. Let rP be a weak limit along a subsequence tnkukě1. Then,

we can repeat the proof of Theorem 4.4(c) to show that, under rP, the coordinate projection BApx, x ` zq is
integrable with mean m ¨ z. The covariance property (4.9) and cocycle property (4.10) hold for each Bβn,mn

and are inherited in the limit since coordinate projections and shifts are continuous in the product topology.

Define the function f : p0,8s ˆ RZd
ˆRA Ñ R by

fpβ,Bq “

#

1
β log

ř

zPRA
ppzq exp

␣

´βBpx, x ` zq ´ βV pωp rTxrωq, zq
(

if β P p0,8q,

fp8, Bq “ ´minzPRApBpx, x ` zq ` V pωp rTxrωq, zqq.

Note that f is continuous on p0,8s ˆ RZd
ˆRA , including at β “ 8.

Thus, the recovery properties (4.11) and (4.12) that Bβnk
,mnk satisfy for each k can be transferred to BA

by applying Skorohod’s representation theorem. □

5. Semi-infinite path measures

We begin by defining semi-infinite polymer measures from a shift-covariant recovering cocycle. Throughout
this section, pΩ,S,P, tTx : x P Zduq satisfies the general stationary setting described in the first paragraph

of Section 2.2. We note that the extended space ppΩ, pS, pP, t pTx : x P Zduq from Theorem 4.4 satisfies these
hypotheses. We switch to this case in Section 6 where we prove Theorem 3.10.

Definition 5.1. Let B be an L1pΩ,Pq T -covariant β-recovering cocycle on a face A P A (possibly C itself ).

For x0 P Zd, 0 ă β ă 8, and ω P Ω such that (4.1) is satisfied for all x P Zd, define Qβ,B,ω
x0

to be
the probability measure on Xx0pRAq that is the distribution of the Markov process X0:8 with transition
probability from x P Zd to x ` z, z P RA, given by

ppzqe´βBpx,x`z,ωq´βV pTxω,zq.

For a subset A Ă Zd, let PA be the set of all probability measures on A, with the convention that P∅ “ ∅.

Definition 5.2. A tie-breaker is an element t P

´

ś

AĂR PA

¯Zd

. A covariant tie-breaker is a measurable

function t : Ω Ñ

´

ś

AĂR PA

¯Zd

that is covariant: for any x, z P Zd and A Ă R, tTzω
x,A “ tωx`z,A.

Definition 5.3. Let B be an L1pΩ,Pq T -covariant 8-recovering cocycle on a face A P A (possibly C itself ).

For x0 P Zd, ω P Ω such that (4.2) is satisfied for all x P Zd, and a tie-breaker t define Q8,B,t,ω
x0

to be the
probability measure on Xx0

pRAq that is the distribution of the Markov process X0:8 with transition probability
from x P Zd to x ` z, z P RA, given by tx,Apzq, where

A “
␣

z P RA : Bpx, x ` z, ωq ` V pTxω, zq “ 0
(

.

Example 5.4. Let S denote the set of bijections from R to t1, . . . , |R|u. One natural way to define a covariant

tie-breaker is by taking a covariant measurable function z : Ω Ñ SZd

and setting tωx,A to be a Dirac mass at

the step in A that has the lowest zωx -value. In this case, the probability measure Q8,B,ω
x0

is a Dirac mass on
a single semi-infinite path in Xx0

pRAq, which is the path that out of x follows the increment that satisfies
Bpx, x ` z, ωq ` V pTxω, zq “ 0 and uses the ranking given by zx to break the tie if there are multiple such
increments.

In the next theorem, we will use a condition to guarantee the transience of semi-infinite geodesic paths at
zero temperature.
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Condition 5.5. Given a face A P A (possibly C itself ) and an 8-recovering cocycle B on the face A, assume
that P-almost surely, for any finite set A Ă Zd, there exists a y P A and a z P RA such that y ` z R A and
V pTyω, zq ` Bpy, y ` zq “ 0.

Remark 5.6. This condition is necessary for transience at zero temperature since a set A violating the
condition acts as a trap from which the semi-infinite path cannot exit, Q8,B,t,ω

u -almost surely. We will show
in Lemma 5.15 below that the converse is also true. Hence, this condition is, in fact, equivalent to having
transient paths. △

Remark 5.7. Lemma 5.17 below shows that 8-recovering cocycles that violate the above condition may exist.
Nevertheless, by Lemma 4.13, Condition 5.5 is always satisfied for the cocycles BA,β,m that we construct in
Theorem 4.4. △

The following theorem shows that the measures Qβ,B,ω
u are consistent with both the restricted-length and

unrestricted-length point-to-point measures. It also relates these measures to the Green’s function (3.8).

Theorem 5.8. Fix a face A P A (possibly C itself ). Assume V satisfies Conditions 3.2 and 3.4 on A. Let
B be an L1pΩ,Pq T -covariant β-recovering cocycle on the face A. There exists a T -invariant event ΩB Ă Ω
with PpΩBq “ 1 such that for all ω P ΩB, the following hold.

(a) (Consistency with Qβ,ω
x,y .) If β ă 8, for all non-negative integers j ď k ď n, points u, x, y P Zd with

x ´ u and y ´ x in G`
A, x0:k P Xu,y with j “ mint0 ď i ď k : xi “ xu, and xk:n P Xn´k

y pRAq, then

Qβ,B,ω
u pX0:τy`n´k “ x0:n | τx ď τy ă 8, X0:τx “ x0:j , Xτy :τy`n´k “ xk:nq

“ Qβ,B,ω
u pXτx:τy “ xj:k | τx ď τy ă 8q “ Qβ,ω

x,y pX0:τy “ xj:kq.
(5.1)

(b) (Consistency with gpx, yq.) If β ă 8, then for each x, y P Zd such that y ´ x P G`
A,

EQβ,B,ω
x

”

8
ÿ

n“0

1tXn“yu

ı

“ gpx, yqe´βBpx,yq.(5.2)

and hence if x ‰ y,

EQβ,B,ω
x

”

8
ÿ

n“0

1tXn“yu

ˇ

ˇ

ˇ
τy ă 8

ı

“
gpx, yq

Zβ,ω
x,y

.(5.3)

(c) (Consistency with Qβ,ω
x,y,n.) If β ă 8, for all non-negative integers j ď k ď n, points u, x, y P Zd

such that x ´ u P DjpRAq and y ´ x P Dk´jpRAq, x0:j P X0,j
u,x, xj:k P Xj,k

x,y, and xk:n P Xn´k
y pRAq,

Qβ,B,ω
u pX0:n “ x0:n |X0:j “ x0:j , Xk:n “ xk:nq “ Qβ,B,ω

u pXj:k “ xj:k |Xj “ x,Xk “ yq

“ Qβ,ω
x,y,k´jpX0:k´j “ xj:kq.

(5.4)

(d) If β “ 8, for each x P Zd and tie-breaker t, Q8,B,t,ω
x is supported on a set of semi-infinite geodesics

rooted at x and having increments in RA.

(e) If β ă 8, then for each x P Zd,

Qβ,B,ω
x pall limit points of Xn{n are contained in Uβ

mpBq,Aq “ 1.

Similarly, if β “ 8, then for each x P Zd and tie-breaker t,

Qβ,B,t,ω
x pall limit points of Xn{n are contained in Uβ

mpBq,Aq “ 1.

Furthermore, we have the following.

(f) If β ă 8, then for any (and hence all ) x P Zd, Qβ,B,ω
x t|Xn|1 Ñ 8u “ 1 P-almost surely if and only

if either A ‰ A0 or both A “ A0 and Condition 3.7 holds.

(g) If β “ 8 and Condition 5.5 is satisfied, then there exists a covariant tie-breaker t such that for

P-almost every ω and for every x P Zd, Q8,B,t,ω
x t|Xn|1 Ñ 8u “ 1.
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(h) For β P p0,8q, if Qβ,B,ω
0 p|Xn|1 Ñ 8q “ 1, P-almost surely, then for P-almost every ω, for all x P Zd,

Qβ,B,ω
x pX0:8 is directed into Fβ

mpBq,Aq “ 1.

Similarly, for β “ 8 and a covariant tie-breaker t, if Qβ,B,t,ω
0 p|Xn|1 Ñ 8q “ 1, P-almost surely,

then for P-almost every ω, for all x P Zd,

Qβ,B,t,ω
x pX0:8 is directed into Fβ

mpBq,Aq “ 1.

Remark 5.9. If we consider a restricted-length model with V satisfying Conditions 3.3 and 3.4, then we can
use the space-time cocycles from Remark 4.6 to define semi-infinite polymer measures that are consistent
with the restricted-length point-to-point polymer measures. Unlike the measures in the above theorem,
these polymer measures are not necessarily consistent with the unrestricted-length point-to-point polymer
measures. △

We will prove the various claims in the above theorem as separate lemmas, beginning with the consistency
with the finite-path measures.

Lemma 5.10. Fix a face A P A (possibly C itself ). Let 0 ă β ă 8 and B be an L1pΩ,Pq T -covariant β-
recovering cocycle on A. Take ω P Ω such that (4.1) holds for all x P Zd. Then for all non-negative integers
j ď k ď n, points u, x, y P Zd with x ´ u P G`

A and y ´ x P G`
A, x0:k P Xu,y with j “ mint0 ď i ď k : xi “ xu,

and xk:n P Xn´k
y pRAq, (5.1) holds.

Proof. Take β,B, ω, j, k, n, u, x, y, x0:n as in the statement. Let τx,y “ inftk ě τx : Xk “ yu where inf ∅ “ 8.
Note that tτx ď τyu is in the stopped σ-algebra corresponding to the stopping time τx: for any integer t ě 0,

tτx “ tu X tτx ď τyu “ tτx “ tu X tτy ě tu P σpXk : k ď tq.

In the second equality of the next computation, use the fact that on the event tτx ď τyu, τy “ τx,y. In the
third equality, use the above measurability observation and the strong Markov property. In the second-to-last
equality, use the cocycle property. We have

Qβ,B,ω
u pXτx:τy “ xj:k | τx ď τy ă 8q

“
Qβ,B,ω

u pτx ď τy ă 8, Xτx:τy “ xj:kq

Qβ,B,ω
u pτx ď τy ă 8q

“
Qβ,B,ω

u pτx ď τy, τx,y ă 8, Xτx:τx,y
“ xj:kq

Qβ,B,ω
u pτx ď τy, τx,y ă 8q

“
Qβ,B,ω

u pτx ď τyqQβ,B,ω
x pτy ă 8, X0:τy “ xj:kq

Qβ,B,ω
u pτx ď τyqQβ,B,ω

x pτy ă 8q

“

śk´1
i“j ppxi`1 ´ xiqe

´βBpxi,xi`1,ωq´βV pTxi
ω,xi`1´xiq

ř8

k“0

ř

π0:kPXk
x,y

śk´1
i“0 ppπi`1 ´ πiqe

´βBpπi,πi`1,ωq´βV pTπi
ω,πi`1´πiq

“
e´βBpx,y,ωq

śk´1
i“j ppxi`1 ´ xiqe

´βV pTxi
ω,xi`1´xiq

e´βBpx,y,ωqZβ,ω
x,y

“ Qβ,ω
x,y pX0:τy “ xj:kq.
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Similarly,

Qβ,B,ω
u pX0:τy`n´k “ x0:n | τx ď τy ă 8, X0:τx “ x0:j , Xτy :τy`n´k “ xk:nq

“
Qβ,B,ω

x pτy ă 8, X0:τy`n´k “ xj:nq

Qβ,B,ω
x pτy ă 8, Xτy :τy`n´k “ xk:nq

“
Qβ,B,ω

x pτy ă 8, X0:τy “ xj:kqQβ,B,ω
y pX0:n´k “ xk:nq

Qβ,B,ω
x pτy ă 8qQβ,B,ω

y pX0:n´k “ xk:nq

“
Qβ,B,ω

x pτy ă 8, X0:τy “ xj:kq

Qβ,B,ω
x pτy ă 8q

“ Qβ,ω
x,y pX0:τy “ xj:kq,

where the last equality comes from the previous calculation. □

Lemma 5.11. Fix a face A P A (possibly C itself ). Fix 0 ă β ă 8 and let B be an L1pΩ,Pq T -covariant
β-recovering cocycle on A. For each x, y P Zd such that y ´ x P G`

A, (5.2) and (5.3) hold.

Proof. Take β,B, x, y as in the statement. First, use the cocycle property to obtain

Qβ,B,ω
x pXn “ yq “

ÿ

x0:nPXn
x,y

n´1
ź

i“0

ppxi`1 ´ xiqe
´βBpxi,xi`1q´βV pTxi

ω,xi`1´xiq “ Zβ,ω
x,y,ne

´βBpx,yq.

Sum over n to obtain (5.2):

EQβ,B,ω
x

”

8
ÿ

n“0

1tXn“yu

ı

“

8
ÿ

n“0

Qβ,B,ω
x pXn “ yq “

8
ÿ

n“0

Zβ,ω
x,y,ne

´βBpx,yq “ gpx, yqe´βBpx,yq.

Similarly, if x ‰ y,

Qβ,B,ω
x pτy ă 8q “

8
ÿ

n“0

ÿ

x0:nPXn
x,y

n´1
ź

i“0

ppxi`1 ´ xiqe
´βBpxi,xi`1q´βV pTxi

ω,xi`1´xiq “ Zβ,ω
x,y e

´βBpx,yq.(5.5)

Combining the two previous displays, we obtain (5.3). □

We next show consistency with the restricted-length finite quenched polymer measures.

Lemma 5.12. Fix a face A P A (possibly C itself ). Fix 0 ă β ă 8 and let B be an L1pΩ,Pq T -covariant
β-recovering cocycle on A. Take ω P Ω such that (4.1) holds for all x P Zd. For j, k, n P Zě0 with j ď k ď n,
u, x, y P Zd such that x´u P DjpRAq and y´x P Dk´jpRAq, x0:j P X0,j

u,x, xj:k P Xj,k
x,y, and xk:n P Xn´k

y pRAq,
(5.4) holds.

Proof. Take β,B, ω, j, k, n, u, x, y, and x0:n as in the statement. Using the Markov property and the cocycle
property,

Qβ,B,ω
u pX0:n “ x0:n |X0:j “ x0:j , Xk:n “ xk:nq

“
Qβ,B,ω

u pX0:n “ x0:nq

Qβ,B,ω
u pX0:j “ x0:j , Xk:n “ xk:nq

“
Qβ,B,ω

u pX0:j “ x0:jqQβ,B,ω
x pX0:k´j “ xj:kqQβ,B,ω

y pX0:n´k “ xk:nq

Qβ,B,ω
u pX0:j “ x0:jqQβ,B,ω

x pXk´j “ yqQβ,B,ω
y pX0:n´k “ xk:nq

“

śk´1
i“j ppxi`1 ´ xiqe

´βBpxi,xi`1,ωq´βV pTxi
ω,xi`1´xiq

ř

π0:k´jPXk´j
x,y

śk´j´1
i“0 ppπi`1 ´ πiqe

´βBpπi,πi`1,ωq´βV pTπi
ω,πi`1´πiq

“
e´βBpx,y,ωq

śk´1
i“j ppxi`1 ´ xiqe

´βV pTxi
ω,xi`1´xiq

e´βBpx,y,ωqZβ,ω
x,y,k´j

“ Qβ,ω
x,y,k´jpX0:k´j “ xj:kq. □
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Now we work out the consistency in the zero temperature case. Recall that the definition of the quenched
measures, in this case, requires a tie-breaker t.

Lemma 5.13. Fix a face A P A (possibly C itself ). Let B be an L1pΩ,Pq T -covariant 8-recovering cocycle
on A. Let ω P Ω be such that (4.2) is satisfied for all x P Zd. Then, for each x P Zd, for any tie-breaker t,

Q8,B,t,ω
x is supported on a set of semi-infinite geodesics rooted at x and having increments in RA.

Proof. The measure Q8,B,t,ω
x only allows steps z P RA, so the paths stay within x ` A. Next, observe that

Q8,B,t,ω
x -almost surely, BpXi, Xi`1q “ ´V pTXi

ω,Xi`1 ´ Xiq for all i P Zě0. We will show that this implies
that X0:8 is a geodesic.

Let x0:8 P XxpRAq be a semi-infinite path such that Bpxi, xi`1q “ ´V pTxi
ω, xi`1 ´ xiq for each i P Zě0.

Let 0 ď j ă k, n P Zą0, and y0:n P Xn
xj ,xk

. Using the cocycle and recovery properties,

´

k´1
ÿ

i“j

V pTxi
ω, xi`1 ´ xiq “

k´1
ÿ

i“j

Bpxi, xi`1q “ Bpxj , xkq

“

n´1
ÿ

i“0

Bpyi, yi`1q ě ´

n´1
ÿ

i“0

V pTyiω, yi`1 ´ yiq.

Since this holds for all lengths n and all paths y0:n from xj to xk, xj:k is a geodesic from xj to xk. Since
this holds for all 0 ď j ă k, x0:8 is a semi-infinite geodesic rooted at x. □

Now that the consistency properties have been proven, we turn to directedness. We first address the
question of transience versus recurrence of the semi-infinite polymers. Recall that U0 is the unique face of U
that contains 0 in its relative interior and that R0 “ R X U0.

Lemma 5.14. Fix a face A P A (possibly C itself ). Assume (3.5) holds and β P p0,8q. Let B be an L1pΩ,Pq

T -covariant β-recovering cocycle on A. The following are equivalent:

(i) Either A ‰ A0 or both A “ A0 and Condition 3.7 holds.

(ii) There exists an x P Zd such that P-almost surely Qβ,B,ω
x t|Xn|1 Ñ 8u “ 1.

(iii) P-almost surely, for all x P Zd, Qβ,B,ω
x t|Xn|1 Ñ 8u “ 1.

Proof. Note that (ii) and (iii) are equivalent due to the shift-invariance of P and the shift-covariance of B.
We, therefore, fix an x P Zd and prove that (i) is equivalent to (ii) with this choice of x.

From (5.2) and a standard fact about time-homogeneous Markov chains, we see that the Markov chain

Qβ,B,ω
x is recurrent if and only if gpx, xq “ 8. Let σ1 be the time of first return of Xn to the starting point:

σ1 “ inftk ě 1 : Xk “ X0u. Lemma 6.2 in [33] gives

(5.6) gpx, xq “
1

1 ´ Ex

”

e´β
řσ1´1

k“0 V pTXk
ω,Xk`1´Xkq1tσ1 ă 8u

ı ď
1

Pxpσ1 “ 8q
.

If the reference random walk P0 is transient, then the above implies that gpx, xq ă 8 and, therefore, the

Markov chain Qβ,B,ω
x is transient. This includes the case A ‰ A0 because, in that case, RAzR0 ‰ ∅, and

once the reference random walk takes a step in this set, it will never return to its starting point.
Suppose that P0 is recurrent and, in particular, A “ A0. Assume Condition 3.7 holds. We will prove

that, P-almost surely, Qβ,B,ω
x is again transient, for all x P Zd.

Without loss of generality, let x “ 0. By Condition 3.7, with P-probability one, there exist y P G`
A0

,
z0 P R0, and ε ą 0 such that V pTyω, z0q ě ε. [33, Lemma 3.4] shows that y can be written as y “

ř

zPR0
γzz

with γz P Zě0 and γz ď C|y|1 for all z P R0 and a finite positive constant C. Use this to obtain an admissible
path y0:n from 0 to y of length n “

ř

zPR0
γz ď C|R0| ¨ |y|1. Next, we will extend this path to obtain a loop

from 0 to 0. Let yn`1 “ y ` z0. Then, use the same argument to construct a path yn`1:m from y ` z0 to
0, with length m ´ n ´ 1 ď C 1|R0| ¨ |y|1. Then y0:m is a loop which starts at 0, travels to y, takes a step
to y ` z0, and returns to 0. The length m ď C1|y|1, where C1 “ pC ` C 1q|R0| ` 1. Let κ “ minzPR0 ppzq.
Then, P0pX0:m “ y0:mq ě κC1|y|1 .

For the loop constructed in the above paragraph,

exp
!

´β
m´1
ÿ

i“0

V pTyiω, yi`1 ´ yiq
)

ď expt´βV pTyω, z0qu ď e´βε.
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On the other hand, for any loop y1
0:ℓ from 0 to 0,

exp
!

´β
ℓ´1
ÿ

i“0

V pTy1
i
ω, y1

i`1 ´ y1
iq

)

ď 1

because V pTvω, zq ě 0 for all v P G`
A0

and z P R0. Therefore,

E0

”

e´β
řσ1´1

i“0 V pTXk
ω,Xk`1´Xkq1tσ1ă8u

ı

ď P0pX0:m ‰ y0:mq ` e´βε P0pX0:m “ y0:mq

“ 1 ´ p1 ´ e´βεqP0pX0:m “ y0:mq ď 1 ´ p1 ´ e´βεqκC1|y|1 .

Using (5.6), we see that P-almost surely,

gp0,0q ď κ´C1|y|1p1 ´ e´βεq´1

and Qβ,B,ω
0 is transient.

If, on the other hand, Condition 3.7 is violated, then with positive P-probability, V pTyω, zq “ 0 for all

y P G`
A0

and z P RA. On this event, Qβ,B,ω
0 -almost surely, V pTXk

ω,Xk`1 ´ Xkq “ 0 for all k P Zě0 and

(5.6) gives gp0,0q “ p1 ´ P0pσ1 ă 8qq´1 “ 8. The lemma is proved. □

Lemma 5.15. Fix a face A P A (possibly C itself ). Assume (3.5) holds and β “ 8. Let B be an L1pΩ,Pq

T -covariant 8-recovering cocycle on A. Assume B satisfies Condition 5.5. Then there exists a covariant
tie-breaker t such that, P-almost surely, for any x P Zd, Q8,B,t,ω

x t|Xn|1 Ñ 8u “ 1.

Before we prove the lemma, we need a definition and an intermediate result. Given an 8-recovering
cocycle B on a face A P A we will say that x and y in Zd communicate, and will write x ú y, if there
exist paths x0:k P Xx,ypRAq and y0:ℓ P Xy,xpRAq, k, ℓ P Zą0, such that V pTxi

ω, xi`1 ´ xiq “ Bpxi, xi`1q “ 0
and V pTyjω, yj`1 ´ yjq “ Bpyj , yj`1q “ 0 for all integers i P r0, k ´ 1s and j P r0, ℓ ´ 1s. Note that ú is
symmetric and transitive, but it is not necessarily reflexive. Namely, x ú x holds if and only if there is a
non-empty admissible loop from x to x along which V and B vanish. In other words, x does not communicate
with itself if and only if it does not communicate with any site y P Zd. We will call such a site non-essential
and the sites that do communicate with themselves essential. Hence, ú is an equivalence relation on the
set of essential sites.

Lemma 5.16. Fix a face A P A (possibly C itself ). Assume (3.5) holds and β “ 8. Let B be an 8-recovering
cocycle on A. If there exists a path x0:k P Xk

x,x with x P Zd and k P Zą0, such that

V pTxi
ω, xi`1 ´ xiq ` Bpxi, xi`1q “ 0 for all integers i P r0, k ´ 1s,(5.7)

then x is essential.

Proof. Sum (5.7) over i and use the cocycle property and Bpx, xq “ 0 to get that
řk´1

i“0 V pTxi
ω, xi`1´xiq “ 0.

Next, observe that the steps of the loop x0:k are all in R0. By (3.5), we get that V pTxiω, xi`1 ´ xiq “ 0
along the loop, which, in turn, implies that Bpxi, xi`1q “ 0 along the loop. Consequently, x ú x, and the
lemma is proved. □

Proof of Lemma 5.15. We begin by defining the covariant tie-breaker. To this end, fix a bijection z from R
to t1, . . . , |R|u. For any non-essential point x and subset A Ă R, we define tx,A as a Dirac mass at the step
in A that has the minimum z value.

Fix another bijection z1 from Zd to Zą0. If x is an essential point, then let A be its equivalence class. We
treat first the case where A is finite. Consider the pairs py, zq that appear in Condition 5.5 for this set A.
Among these pairs, choose the ones where y has the smallest z1 value. If there are multiple such pairs, select
the unique pair with the lowest z value for z.

Next, for a set C Ă R containing z, we define ty,C as a Dirac mass at z. If z R C, let ty,C be a Dirac mass
at the point in C with the lowest z value.

To define the tie-breaker at points in Azy, we first construct a spanning tree of A as follows. We start by
selecting the point u P Azy with the smallest z1 value among all such points. We then choose the first step
z1 P R0 of an admissible path from u to y that remains entirely within A and avoids u after leaving it. If
there are multiple choices for z1, we select the one with the smallest z value.
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We continue by selecting the first step z2 P R0 of an admissible path from u ` z1 to y that remains
entirely within A, does not visit u, and avoids u ` z1 after leaving it. We iterate this process until we reach
y, constructing a path from u to y that forms a branch of the spanning tree.

Next, we select a point v in A that is not on the just constructed path and that has the smallest z1 value
among all such points. We then construct a path from v to y, similarly to how we constructed the path
from u to y, except that if this second path intersects with the first one, we stop its construction at the
intersection point. We continue this process until we have exhausted all points in A, resulting in a spanning
tree of A with all paths leading to the root y.

For a point u P A, let z1 P R0 be the first step on the path from u to y in the spanning tree constructed
above. If C Ă R and z1 P C, define tu,C to be a Dirac mass at z1. Otherwise, we define tu,C to be a Dirac
mass at the element in C with the smallest z value. Note that this second case is irrelevant because we know
that V pTuω, z1q ` Bpu, z1q “ 0.

Next, consider the case when A is infinite. In this scenario, we will construct a spanning forest that
contains semi-infinite coalescing paths. We will provide a brief overview of the construction, as it is similar
to the one described above for the case of a finite A.

We begin by selecting the point u P A with the smallest z1 value. Since A is infinite, we can find a sequence
of points xn P A such that |xn|1 ě n for each n. For every n, there exists an admissible path from u to xn

that does not return to u after leaving it. By restricting to a subsequence nj if necessary, we can ensure that
all paths from u to xnj pass through the same step z1 P R0. If there are multiple options, we choose the z1
with the smallest z value.

Continuing the construction, we obtain a semi-infinite path that starts at u, remains entirely within A,
and contains no loops. Once this path is constructed, we select a point v P A that is not on the path and
construct another semi-infinite path that remains within A. If this second path intersects with the first one,
we stop its construction at that intersection point. We repeat this process until all points in A have been
exhausted.

Using the spanning forest we constructed, we define the tie-breaker tx for points x P A similarly to when
A is finite.

The shift-covariance of t is immediately evident from the construction and the shift-covariance of B.
Additionally, the construction guarantees the following properties hold with Q8,B,t,ω

x -probability one:

(i) If X0:8 enters a finite equivalence class A, it will exit A without forming a loop inside it.

(ii) Once X0:8 exits an equivalence class A, it cannot return to A because doing so would create a loop
that remains entirely within A.

(iii) If X0:8 enters an infinite equivalence class A, it remains within A and does not form any loops inside
A.

(iv) By Lemma 5.16, the path does not form loops that include non-essential points.

These properties imply that, almost surely, under Q8,B,t,ω
x , X0:8 does not revisit any previously visited

points, and as a result, |Xn|1 tends to infinity. □

Lemma 5.17. Assume A P A is such that 0 P riUA. Fix an ω P Ω. Assume that V pTvω, zq ě 0 for all
v P GA and z P RA. Assume that there exists a k P Zą0 and a loop x0:k P Xk

0,0 with V pTxi
ω, xi`1 ´ xiq “ 0

for each i P r0, kq. Then Bpx, yq “ F8
x,0pωq ´ F8

y,0pωq, x, y P GA, is an 8-recovering cocycle. For any
tie-breaker t,

Q8,B,t,ω
0

!

V pTXiω,Xi`1 ´ Xiq “ 0 for all i P Zě0

)

“ 1.

Remark 5.18. This lemma shows that Condition 5.5 is violated when, with positive probability, a loop x0:k

as in the statement of the lemma exists and there is a finite set of sites y P GA for which there exists an
ℓ P Zą0 and a path y0:ℓ P Xℓ

0,y, such that V pTyiω, yi`1 ´yiq “ 0 for each i P r0, ℓq. This situation can arise in
various scenarios, including the standard first-passage percolation model described in Example 2.5(1), when
the edge weights are i.i.d. and non-negative, and there exists a positive probability of encountering a zero
edge weight. Nevertheless, Lemma 4.13 asserts that even in such cases, Condition 5.5 remains valid for the
specific cocycles BA,β,m constructed in Theorem 4.4. △
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Proof of Lemma 5.17. The cocycle property is immediate from the definition of B. For the recovery property,
write

min
zPRA

tBpx, x ` zq ` V pTxω, zqu “ F8
x,0pωq ´ max

zPRA
tF8

x`z,0pωq ´ V pTxω, zqu

“ F8
x,0pωq ´ max

zPRA
sup

kPZě0

sup
x0:kPXk

x`z,0

!

k´1
ÿ

i“0

p´V pTxi
ω, xi`1 ´ xiqq ´ V pTxω, zq

)

“ F8
x,0pωq ´ sup

kPZą0

sup
x0:kPXk

x,0

k´1
ÿ

i“0

p´V pTxi
ω, xi`1 ´ xiqq.

The right-hand side vanishes when x ‰ 0 because, to go from x to 0, the path needs at least one step, and
therefore, the supremum over k ą 0 is the same as the supremum over k ě 0, which gives F8

x,0pωq. When
x “ 0, both terms on the right-hand side vanish because of the assumptions that the potential is non-negative
(and hence both terms are suprema of non-positive quantities) and that there exists an admissible loop from
0 to 0, of length at least one, which has a total weight of zero. Either way, the right-hand side vanishes, and
B is an 8-recovering cocycle.

To see the second claim first note that Definition 5.3 implies that for any tie-breaker t,

Q8,B,t,ω
0

!

BpXi, Xi`1q ` V pTXi
ω,Xi`1 ´ Xiq “ 0 for all i P Zě0

)

“ 1.(5.8)

Take k P Zě0 and ε ą 0. There exists a path Y ε
k:ℓ P Xk,L

Xk,0
with L P Zěk and

L´1
ÿ

j“k

p´V pTY ε
j
ω, Y ε

j`1 ´ Y ε
j qq ě F8

Xk,0
pωq ´ ε.

Rearranging and using the definition of B, we get

BpXk,0q `

L´1
ÿ

j“k

V pTY ε
j
ω, Y ε

j`1 ´ Y ε
j q ď ε.

Together with (5.8), the cocycle property, and Bp0,0q “ 0, this gives that Q8,B,t,ω
0 -almost surely,

k´1
ÿ

i“0

V pTXi
ω,Xi`1 ´ Xiq `

L´1
ÿ

j“k

V pTY ε
j
ω, Y ε

j`1 ´ Y ε
j q ď ε.

Since the potential is non-negative, this implies

0 ď

k´1
ÿ

i“0

V pTXiω,Xi`1 ´ Xiq ď ε.

Taking ε Ñ 0 and using again the fact that the potential is non-negative gives that V pTXi
ω,Xi`1 ´Xiq “ 0

for all i P r0, kq. Since k was arbitrary, the lemma is proved. □

Now, we address the directedness of the cocycle polymer measures. Recall the set Fβ
mpBq,A defined in

(3.6).

Theorem 5.19. Assume the setting of Theorem 5.8. Let B be a β-recovering cocycle on the face A with
mpBq as in (4.3). If β “ 8, then let t be a covariant tie-breaker and, for the purpose of this theorem,

abbreviate Qβ,B,ω
0 “ Qβ,B,t,ω

0 . Assume that Qβ,B,ω
0 t|Xn|1 Ñ 8u “ 1, P-almost surely. Then P-almost surely

for any x P Zd,

Qβ,B,ω
x

`

X0:8 is directed into Fβ
mpBq,A

˘

“ 1.

Proof. By the T -covariance of B and the T -invariance of P, we can take x “ 0 without any loss of generality.
Fix κ ą 0. Let

Fβ
mpBq,A,κ “

␣

ζ P A : |ζ|1 “ 1 and Dξ P Fβ
mpBq,A with |ζ ´ ξ|1 ă κ

(

.

Note that P-almost surely, for any ζ P A, mpBq ¨ ζ ě Λβpζq by [33, Theorem 2.14]. Since mpBq ¨ ζ is

continuous on all of A, Λβ is continuous on riA, and Λβ,usc
A is the unique continuous extension of Λβ

A to all

of A, we conclude that mpBq ¨ ζ ě Λβ,usc
A pζq. Therefore, with P-probability one, for all ζ P A with |ζ|1 “ 1,
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ζ R Fβ
mpBq,A,κ implies mpBq ¨ ζ ą Λβ,usc

A pζq. Since tζ P AzFβ
mpBq,A,κ : |ζ|1 “ 1u is a compact set and Λβ,usc

A
is continuous on A, we see that

inf
␣

mpBq ¨ ζ ´ Λβ,usc
A pζq : ζ P AzFβ

mpBq,A,κ with |ζ|1 “ 1
(

ą 0,

P-almost surely.
Fix any δ P p0, 1q. The above implies that there exists a deterministic ε ą 0 such that

P
!

mpBq ¨ ζ ´ Λβ,usc
A pζq ě 3ε @ζ P AzFβ

mpBq,A,κ with |ζ|1 “ 1
)

ą 1 ´
δ

3
.

The shape theorem for B [34, Theorem B.3] implies that there exists an L0 ą 0 such that for any L ě L0

we have

P
!

Bp0, yq ě mpBq ¨ y ´ ε|y|1 @y with |y|1 ě L
)

ą 1 ´
δ

3
.

Applying (2.7) to F β
0,y we get that there exists an L1 ě L0 such that

P
!

F β
0,y ď Λβ,usc

A pyq ` ε|y|1 @y with |y|1 ě L1

)

ą 1 ´
δ

3
.

Putting all of the above together, we get

(5.9) P
!

F β
0,y ´ Bp0, yq ď ´ε|y|1 @y with |y|1 ě L1 and

y

|y|1
P AzFβ

mpBq,A,κ

)

ą 1 ´ δ.

At zero temperature, Lemma 5.13 implies that, Q8,B,ω
0 -almost surely, X0:n is an unrestricted-length geodesic,

so F8
0,Xn

“
řn´1

i“0 V pTXi
ω,Xi`1 ´ Xiq “

řn´1
i“0 BpXi, Xi`1q “ Bp0, Xnq. This and the assumption that

|Xn|1 Ñ 8, Q8,B,ω
0 -almost surely, imply that on the event in the above probability we have

Q8,B,ω
0

!

Dn0 :
Xn

|Xn|1
P Fβ

mpBq,A,κ @n ě n0

)

“ 1.(5.10)

To derive this at positive temperature, first observe that from (5.5),

Zβ
0,ye

´βBp0,yq “ Qβ,B,ω
0 pτy ă 8q.

Thus, we have

P
!

Qβ,B,ω
0 pτy ă 8q ď e´βε|y|1 @y with |y|1 ě L1 and

y

|y|1
P AzFβ

mpBq,A,κ

)

ą 1 ´ δ.

Again, since |Xn|1 Ñ 8, Qβ,B,ω
x -almost surely, Borel-Cantelli implies that on the event in the above proba-

bility, (5.10) holds again.
Taking δ Ñ 0 implies that (5.10) is a full P-probability event. This, in turn, implies that

P
!

Qβ,B,ω
0

´

X0:8 is directed into Fβ
mpBq,A,κ

¯

“ 1
)

“ 1,

where Fβ
mpBq,A,κ is the closure of Fβ

mpBq,A,κ. Since Fβ
mpBq,A is closed,

Ş

κą0 F
β
mpBq,A,κ “ Fβ

mpBq,A. Taking

κ Ñ 0 in the above display finishes the proof. □

Next, we turn to the question of determining the possible limit points of Xn{n under the polymer measure.
We achieve this by proving a large deviation principle. Fix a face A P A. For each ξ P UA X Qd, let
tynpξqunPZě0

be a path with y0pξq “ 0, ynpξq ´ yn´1pξq P RA for all n P Zą0, and ykj “ kjξ for all k P Zě0

and some j “ jpξq P Zą0.

Lemma 5.20. Fix β P p0,8s and A P A. Assume Condition 3.4 holds. Let B be an L1pΩ,Pq T -covariant
β-recovering cocycle on the face A. For P-a.e. ω, all subsets K Ă Rd, and all δ ą 0, if β ă 8,

lim
nÑ8

1

n
log E0

”

e´βBp0,Xnq´β
řn´1

i“0 V pTXi
ω,Xi`1´Xiq1tXn{n P K X UAu

ı

ď sup
ξPQdXKδXUA

lim
nÑ8

1

n
log E0

”

e´βBp0,Xnq´β
řn´1

i“0 V pTXi
ω,Xi`1´Xiq1tXn “ ynpξqu

ı
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where Kδ “ tζ P Rd : Dζ 1 P K with |ζ ´ ζ 1|1 ď δu. If β “ 8,

lim
nÑ8

1

n
max

xPDnpRAqXnK

`

F8
0,x,n ´ Bp0, xq

˘

ď sup
ξPQdXKδXUA

lim
nÑ8

1

n

`

F8
0,ynpξq,n ´ Bp0, ynpξqq

˘

.

Proof. We follow the strategy of the proof of Lemma 2.9 in [52]. Let R “ maxt|z|1 : z P RAu. Order
Rid

A as tz1, . . . , zmu and for each of these zi let pzi P RAzRid
A be as in Condition 3.4. If Rid

A “ ∅, then set
m “ 1 and take any pz1 P RA. Let ε P

`

0, δ{p4R|RA|q
˘

. Let j be an integer with j ě maxt 1`2ε
ε |R|, p2εq´1u.

Because pmjq´1DmjpRAq is finite, there exists an integer b such that ykb “ kbξ for all k P Zě0 and
ξ P pmjq´1DmjpRAq.

Next, we construct a path from each x P DnpRAq X nK to a multiple of a point ξpn, xq P Kδ X

pmjq´1DmjpRAq. To do this, start by writing x “
ř

zPRA
azz where each az P Zě0 and

ř

zPRA
az “ n. Let

kn “ r
p1`2εqn

mj s and s
pnq
z “ r

jaz

p1`2εqn s. Then

az
n

´
s

pnq
z

j
“

az
n

´

1 ´
ns

pnq
z

jaz

¯

ě
az
n

´

1 ´
1

1 ` 2ε

¯

´
1

j
.

Similarly,

az
n

´
s

pnq
z

j
ď

az
n

ˆ

1 ´
1

1 ` 2ε

˙

.

Summing over z, we get

ε

1 ` 2ε
ď 1 ´

1

1 ` 2ε
´

|R|

j
ď 1 ´

1

j

ÿ

zPRA

spnq
z ď 1 ´

1

1 ` 2ε
ă

δ

2R|RA|
ď

δ

2R
.(5.11)

Also,

|n´1az ´ j´1spnq
z | ď max

!az
n

´

1 ´
1

1 ` 2ε

¯

,
1

j

)

ď 2ε.

Thus,
ˇ

ˇ

ˇ

1

j

ÿ

zPRA

spnq
z z ´

x

n

ˇ

ˇ

ˇ

1
“

ˇ

ˇ

ˇ

1

j

ÿ

zPRA

´

spnq
z z ´

j

n
azz

¯
ˇ

ˇ

ˇ

1
ď R

ÿ

zPRA

|j´1spnq
z ´ n´1az| ď 2R|RA|ε ă

δ

2
.(5.12)

Define

ξpn, xq “ j´1
ÿ

zPRA

spnq
z z `

m
ÿ

i“1

m´1
´

1 ´ j´1
ÿ

zPRA

spnq
z

¯

pzi.(5.13)

(5.11) and (5.12) imply that ξpn, xq P Kδ X pmjq´1DmjpRAq and the path that takes ms
pnq
z z-steps for each

z P RA then pj ´
ř

zPRA
s

pnq
z q pzi-steps, for each i P t1, . . . ,mu, is an admissible path that takes a total of

mj steps to go from 0 to mjξpn, xq.
Consider next the following admissible path starting at the origin 0. It begins by taking az z-steps for

each z P RA, leading to the point x. Next, the path takes pmkns
pnq
z ´ azq z-steps for each z P RA. Then, it

proceeds with pknj ´
ř

zPRA
kns

pnq
z q pzi-steps, for each i P t1, . . . ,mu. This entire path is admissible because,

first, mkns
pnq
z ě m ¨

p1`2εqn
mj ¨

jaz

p1`2εqn “ az and second, as previously observed, knj ě
ř

zPRA
kns

pnq
z .

The above path consists of a total of knmj steps and ends at knmjξpn, xq. Notably, the last knmj ´ n
steps give an admissible path from x to knmjξpn, xq. For each i P t1, . . . ,mu, the number of pzi steps in the
path is at least

knj
´

1 ´ j´1
ÿ

zPRA

spnq
z

¯

ě
p1 ` 2εqn

mj
¨ j ¨

ε

1 ` 2ε
“ nm´1ε.

Let ℓn “ rkn

b s so that pℓn ´ 1qb ă kn ď ℓnb. Repeating the steps of the path below (5.13) that goes from 0
to mjξpn, xq, one gets a path that goes from knmjξpn, xq to ℓnbmjξpn, xq. This requires repeating each step
ℓnb´kn ă b times. Thus, the number of steps to go from x to ℓnbmjξpn, xq is rn “ pknmj´nq`pℓnb´knqmj “

ℓnbmj ´ n. Since b is a function solely dependent on mj and independent of n,

rn ď

´kn
b

` 1
¯

bmj ´ n ď

´

p1 ` 2εqn

mj
` 1

¯

mj ` bmj ´ n “ 2εn ` pb ` 1qmj ď 3εn
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for all n ě n0 with n0 depending on amj and ε. Denote the steps we constructed to go from x to ℓnbmjξpn, xq

by pu1, . . . , urnq and denote by upn, xq the path that starts at 0 and takes these exact steps.
We are ready to estimate:

1

n
log E0

”

e´βBp0,Xnq´β
řn´1

i“0 V pTXi
ω,Xi`1´Xiq1tXn{n P K X UAu

ı

“
1

n
log

ÿ

xPDnpRAqXnK

E0

”

e´βBp0,xq´β
řn´1

i“0 V pTXi
ω,Xi`1´Xiq1tXn “ xu

ı

ď max
xPDnpRAqXnK

1

n
log E0

”

e´βBp0,xq´β
řn´1

i“0 V pTXi
ω,Xi`1´Xiq1tXn “ xu

ı

`
C log n

n

ď max
xPDnpRAqXnK

1

n
log E0

”

e´βBp0,ℓnbmjξpn,xqq´β
řn`rn´1

i“0 V pTXi
ω,Xi`1´Xiq1tXn “ x, Zn`1:rn`n “ u1:rnu

ı

´
rn
n

log min
zPRA

ppzq ` max
xPDnpRAqXnK

βBpx, ℓnbmjξpn, xqq

n

` max
xPDnpRAqXnK

β

n

rn´1
ÿ

i“0

V `pTx`u1`...`uiω, ui`1q `
C log n

n

ď max
xPDnpRAqXnK

1

n
log E0

”

e´βBp0,ℓnbmjξpn,xqq´β
řn`rn´1

i“0 V pTXi
ω,Xi`1´Xiq1tXℓnbmj “ ℓnbmjξpn, xqu

ı

´
rn
n

log min
zPRA

ppzq ` max
xPDnpRAqXnK

βBpx, ℓnbmjξpn, xqq

n

` max
xPDnpRAqXnK

β

n

rn´1
ÿ

i“0

V `pTx`u1`...`ui
ω, ui`1q `

C log n

n
.

Above, we used the notation Zi`1 “ Xi`1 ´ Xi and took the convention that an empty sum is 0. Hence,
x ` u1 ` . . . ` ui “ x when i “ 0.

We now explain why all of the quantities on the right-hand side converge to 0 when we send n Ñ 8 and
then ε Ñ 0. Since ξpn, xq P Kδ X pmjq´1DmjpRAq Ă Qd X Kδ X UA and yℓnbmjpξpn, xqq “ ℓnbmjξpn, xq, we
have that for n large enough, the first maximum on the right-hand side is bounded above by

p1 ` 3εq sup
ξPQdXKδXUA

lim
nÑ8

1

n
log E0

”

e´βBp0,Xnq´β
řn´1

i“0 V pTXi
ω,Xi`1´Xiq1tXn “ ynpξqu

ı

.

For the second term, use rn ď 3εn. By the shape theorem for cocycles, [34, Theorem B.3], in the limit, the
next maximum is bounded in absolute value by βp1 ` 3εq3εR|mpBq|1, where mpBq is the random vector
which satisfies (4.3). The last term goes to 0.

For the third maximum, notice that the particular order of the steps in upn, xq does not matter to this
point. For each i P t1, . . . ,mu, the ratio of zi steps to pzi steps is at most rn{pm´1nεq ď 3m. So order the
steps of upn, xq in this way. First, alternate between pz1 steps and z1 steps in such a way that there are no
more than 3m consecutive z1 steps. Continue this process until we have exhausted all z1 steps and their

corresponding knj
´

1 ´ j´1
ř

zPRA
s

pnq
z

¯

pz1 steps. Repeat this procedure for i “ 2, . . . ,m. It is important to

note that if pzi “ pzi1 for some distinct i and i1, we only exhaust the corresponding number of pzi steps when
we exhaust the zi steps, leaving the pzi1 steps to be paired with the zi1 steps.

Next, choose an ordering for the set RAzRid
A, denoted as tz1

1, . . . , z
1
cu. Continue ordering the steps of

upn, xq by using all of the z1
1 steps first, followed by the z1

2 steps, and so on for the remaining steps. Note

that this includes pmkns
pnq

pzi
´ a

pziq pzi steps, for each i P t1, . . . ,mu from the first part of the path from x to

knmjξpn, xq, which have not been used in the above part of the procedure, when we exhausted the zi steps.
Recall that Tz is the identity map for all z P Rid

A. Using the above ordering, we may bound

max
xPDnpRAqXnK

1

n

rn´1
ÿ

k“0

V `pTx`u1`...`uk
ω, uk`1q ď

|RA|

n
max

xPDnpRAqXnK
max

yPx`upn,xq
max

zPRAzRid
A

rn´1
ÿ

k“0

V `pTy`kzω, zq

`

m
ÿ

i“1

3m

n
max

xPDnpRAqXnK
max

yPx`upn,xq

rn´1
ÿ

k“0

V `pTy`kpziω, ziq.
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Since V `pω, zq P Lz,RA for all z P RA and V `pω, ziq P L
pzi,RA , for each i P t1, . . . ,mu, the right-hand side

converges to 0 when we take n Ñ 8 and then ε Ñ 8.
At zero temperature, the equivalent estimate is

1

n
max

xPDnpRAqXnK

`

F8
0,x,n ´ Bp0, xq

˘

ď
1

n
max

xPDnpRAqXnK

`

F8
0,x,n ´

rn´1
ÿ

i“0

V pTx`u1`...`ui
ω, ui`1q ´ Bp0, ℓnbmjξpn, xqq

˘

` max
xPDnpRAqXnK

Bpx, ℓnbmjξpn, xqq

n
` max

xPDnpRAqXnK

1

n

rn´1
ÿ

i“0

V `pTx`u1`...`ui
ω, ui`1q

ď
1

n
max

xPDnpRAqXnK

`

F8
0,ℓnbmjξpn,xq,ℓnbmj ´ Bp0, ℓnbmjξpn, xqq

˘

` max
xPDnpRAqXnK

Bpx, ℓnbmjξpn, xqq

n
` max

xPDnpRAqXnK

1

n

rn´1
ÿ

i“0

V `pTx`u1`...`uiω, ui`1q.

The two terms on the last line converge to 0 after sending n Ñ 8 and ε Ñ 0, as in the positive temperature
case. The term in the second-to-last line is bounded above by

p1 ` 3εq sup
ξPQdXKδXUA

lim
nÑ8

1

n

`

F8
0,ynpξq,n ´ Bp0, ynpξqq

˘

.

Take ε Ñ 0. □

Recall the restricted-length limiting quenched point-to-point free energy Λβ
res in (2.4), its restriction Λβ

A,res

to the face A, and the upper semicontinuous regularization Λβ,usc
A,res. Define

IBpξq “

#

βmpBq ¨ ξ ´ βΛβ,usc
A,respξq if ξ P UA,

8 otherwise.

Theorem 5.21. Assume the setting of Theorem 5.8 with β ă 8. There exists an event ΩB Ă Ω with
PpΩBq “ 1 such that for each ω P ΩB, the distribution of Xn{n under Qβ,B,ω

x satisfies a large deviation
principle with rate function IB. This means the following bounds hold

lim
nÑ8

n´1 logQβ,B,ω
x pXn{n P Kq ď ´ inf

ζPK
IBpζq for closed K Ă Rd and(5.14)

lim
nÑ8

n´1 logQβ,B,ω
x pXn{n P Oq ě ´ inf

ζPO
IBpζq for open O Ă Rd.(5.15)

Proof. We follow the strategy of the proof of [52, Theorem 4.1] First, observe that for y ´ x P G`
A, using the

cocycle property, we get

Qβ,B,ω
x pXn “ yq “

ÿ

x0:nPXn
x,y

ppx0:nqe´β
řn´1

i“0 Bpxi,xi`1,ωq´β
řn´1

i“0 V pTxi
ω,xi`1´xiq

“ e´βBpx,y,ωq
ÿ

x0:nPXn
x,y

ppx0:nqe´β
řn´1

i“0 V pTxi
ω,xi`1´xiq

“ e´βBpx,y,ωqZβ,ω
x,y,n.(5.16)

Then using [34, Theorem B.3] and Theorem 2.14, we have for P-almost every ω, for any sequence xn P

DnpRAq ` x, n P Zą0, such that xn{n Ñ ξ P riUA as n Ñ 8,

1

n
logQβ,B,ω

x pXn “ xnq “ ´
1

n
βBpx, xn, ωq `

1

n
logZβ,ω

x,xn,n ÝÑ
nÑ8

´βmpBq ¨ ξ ` βΛβ,usc
A,respξq “ ´IBpξq.

Let O Ă Rd be an open set. Take ξ P O X riUA and take xn as above. Then xn P nO for all n large
enough and

lim
nÑ8

1

n
logQβ,B,ω

x pXn{n P Oq ě lim
nÑ8

1

n
logQβ,B,ω

x pXn “ xnq “ ´IBpξq.
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By Theorem 2.14, IB is continuous on UA and, therefore, the bound, in fact, holds for all ξ P O X UA. This
bound also holds trivially for ξ P OzpUAq. Take the supremum over all ξ P O to get (5.15).

Next, Lemma 5.20 says that for P-almost every ω, for any closed set K Ă Rd and δ ą 0, for any x P Zd,

lim
nÑ8

1

n
logQβ,B,ω

x

´Xn

n
P K

¯

“ lim
nÑ8

1

n
log E0

”

e´βBp0,Xnq´β
řn´1

i“0 V pTXi
ω,Xi`1´Xiq1

!Xn

n
P K X UA

)ı

ď sup
ξPQdXKδXUA

lim
nÑ8

1

n
logQβ,B,ω

x pXn “ ynpξqq

“ ´ inf
ξPQdXKδXUA

IBpξq ď ´ inf
ξPKδXUA

IBpξq.
(5.17)

Since (5.17) holds for all δ ą 0, Kδ X UA is compact and decreases to K X UA as δ decreases to 0, and
since IB is lower semicontinuous, we obtain the bound

lim
nÑ8

1

n
logQβ,B,ω

x

´Xn

n
P K

¯

ď ´ lim
δÑ0

inf
ξPKδXUA

IBpξq “ ´ inf
ξPKXUA

IBpξq “ ´ inf
ξPK

IBpξq. □

We are now ready to prove Theorem 5.8.

Proof of Theorem 5.8. Parts (a), (b), (c), (d), (f), (g), and (h) were proved in Lemmas 5.10, 5.11, 5.12, 5.13,
5.14, 5.15, and Theorem 5.19, respectively. Next, we will prove part (e) in the positive temperature case.

Write the complement RdzUβ
mpBq,A as a countable union of non-decreasing compact sets Kj . Explicitly,

we define
Kj “ tv P Rd : |v|1 ď j and dpv,Uβ

mpBq,Aq ě j´1u.

Then in fact RdzUβ
mpBq,A “

Ť8

j“1 K̊j , where Å is the interior of the set A Ă Rd.

We now show that for each j, Qβ,B,ω
x pXn{n has no limit points in K̊jq “ 1. From the large deviation

principle in Theorem 5.21,

lim
nÑ8

n´1 logQβ,B,ω
x pXn{n P Kjq ď ´ inf

ζPKj

IBpζq.

The rate function IBpζq “ 0 precisely when ζ P Uβ
mpBq,A. Because Kj is compact, Kj Ă RdzUβ

mpBq,A, and

IB is continuous, we see that ´ infζPKj
IBpζq ă 0. Therefore Qβ,B,ω

x pXn{n P Kjq is summable in n, and by

Borel-Cantelli, Qβ,B,ω
x pXn{n P Kj for only finitely many nq “ 1. Therefore, Xn{n has no limit points in K̊j ,

Qβ,B,ω
x -almost surely.

Then by a union bound in j, since Kj are non-decreasing, we see Qβ,B,ω
x -almost surely, Xn{n has no limit

points in
Ť8

j“1 K̊j “ RdzUβ
mpBq,A. So we conclude that Qβ,B,ω

x pXn is directed into Uβ
mpBq,Aq “ 1.

Lastly, we prove part (e) in the zero temperature case. For any sequence xn P DnpRAq `x, n P Zą0, such
that xn{n Ñ ξ P riUA as n Ñ 8, the cocycle and recovery properties imply that n´1Bpx, xnq ě n´1F8

x,xn,n.

The shape theorem [34, Theorem B.3] and Theorem 2.14 give that mpBq ¨ ξ ě Λ8,usc
A,res pξq, for all ξ P riUA.

The continuity of Λ8,usc
A,res extends this inequality to all ξ P UA.

Consider Xn under Q8,B,t,ω
x . Using n´1Bpx,Xnq “ n´1F8

x,Xn,n
, the shape theorem [34, Theorem B.3],

and Theorem 2.14, we get mpBq ¨ζ ď Λ8,usc
A,res pζq, for any limit point ζ of Xn{n. Combined with the inequality

above, we see mpBq ¨ ζ “ Λ8,usc
A,res pζq, which then implies that ζ P U8

mpBq,A. □

6. Proof of Theorem 3.10

Apply Theorem 4.4 to obtain, for each A P A, pβ,mq P DA, and x P Zd, the L1ppΩ, pPq, pT -covariant, β-

recovering cocycle BA,β,mpx, y, pωq on A with mean pErmpBA,β,mqs “ m. Next, apply Theorem 5.8 to obtain

the semi-infinite path measures QA,β,BA,β,m,pω
x for triples pA, β,mq with β ă 8. For the triples pA,8,mq,

Lemma 4.13 verifies that Condition 5.5 holds for BA,8,m. Therefore, Theorem 5.8 produces the measures

QA,8,BA,8,m,t,pω
x , where t is the tie-breaker mentioned in part (g) of the theorem. We will abbreviate this

family of measures as tQA,β,m,pω
x : A P A, pβ,mq P DA, x P Zdu. Let pΩ0 “ pΩcoc X

Ş

APA,pβ,mqPDA
pΩBA,β,m ,

where pΩcoc is the full-probability event from Theorem 4.4(b) and pΩBA,β,m are the full-probability events

from Theorem 5.8. Then the measures QA,β,m,pω
x satisfy the consistency properties in parts (a), (b), (c), and

(d), for all pω P pΩ0.
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By parts (f), (g), and (h) of Theorem 5.8, we have that under the conditions of Theorem 3.10(e), for all

x P Zd and pω P pΩ0,

QA,β,m,pω
x t|Xn|1 Ñ 8u “ QA,β,m,pω

x tX0:8 is directed into Fβ
mpBA,β,mq

u “ 1.

(Recall that Lemma 4.13 verifies that Condition 5.5 holds for BA,8,m.) By Theorem 5.8(e), for all x P Zd

and pω P pΩ0,

QA,β,m,pω
x tall limit points of Xn{n are contained in Uβ

mpBA,β,mq
u “ 1.

By Theorem 5.8(c) and (3.1), pErmpBA,β,mqs “ m P extpWA X BΛβ,usc
A pξqq for some ξ P riA. By Lemma 4.3,

mpBA,β,mq P WA X BΛβ,usc
A pξq, pP-almost surely. It must be then that m “ pErmpBA,β,mqs “ mpBA,β,mq,

pP-almost surely by the definition of an extreme point. So there exists a pT -invariant event of pP-probability
one, on which Uβ

mpBA,β,mq
“ Uβ

m,A and Fβ
mpBA,β,mq

“ Fβ
m,A. Let

pΩdir be the intersection of this event with pΩ0.

All the claims of the theorem are now verified, but with the quenched measures being measurable functions
of pω.

It remains to construct the family of measures on the original space Ω, using a standard argument in

measure theory. To this end, recall that πΩ is the projection from pΩ to Ω. By [10, Example 10.4.11], there

exist a T -invariant Borel set Ωreg Ă Ω and a family of regular conditional distributions µωp¨q “ pPp¨ |π´1
Ω pωqq

such that PpΩregq “ 1 and µωpπ´1
Ω pωqq “ 1 for all ω P Ωreg. For P-a.e. ω P Ω, µωppΩdirq “ 1 since

ż

µωppΩdirqPpdωq “ pPppΩdirq “ 1.

Define the event Ωdir “ Ωreg X tω P Ω : µωppΩ0q “ 1u. Then PpΩdirq “ 1. For each ω P Ωdir, µωpπ´1
Ω pωq X

pΩdirq “ 1, so there exists pω P pΩ0 such that πΩppωq “ ω. For each ω P Ωdir, define QA,β,m,ω
x “ QA,β,m,pω

x . This
family satisfies all the desired claims. □

Appendix A. Basic convex analysis and linear algebra facts

In this short appendix, we recall some convex analysis facts and prove three lemmas that are of use to us.
For a convex set K, A is called a face of K if for all ξ, η P K and t P p0, 1q, tξ ` p1 ´ tqη P A implies that

ξ, η P A. The intersection of faces is a face. K itself is a face, and, by [56, Corollary 18.1.3], all other faces
are contained in the relative boundary of K. Extreme points are the zero-dimensional faces. If ξ P A can
be written as a convex combination of η, ζ P K then η, ζ P A by [56, Theorem 18.1]. The relative interiors
of the non-empty faces of K form a partition of K by [56, Theorem 18.2]. Thus, every ξ P K has a unique
face Kξ such that ξ P riKξ. If K is in the convex set (respectively convex cone) generated by a set R, then
by [56, Theorem 18.3] a face A of K is in the convex set (convex cone) generated by R X A.

Lemma A.1 (Euler’s homogeneous concave function theorem). Let X and Y be real vector spaces with a
bilinear function x¨, ¨y : X ˆ Y Ñ R. Let f : X Ñ r´8,8q be a proper, concave, positively 1-homogeneous
function. The superdifferential at x P X is

Bfpxq “ ty P Y : @u P X , fpuq ď fpxq ` xu ´ x, yyu.

For x P X and y P Y, if y P Bfpxq then fpxq “ xx, yy.

Proof. Let x P X and y P Y such that y P Bfpxq. Let λ ą 0 and u “ λx. By homogeneity,

pλ ´ 1qfpxq “ fpuq ´ fpxq ď xu, yy ´ xx, yy “ pλ ´ 1qxx, yy.

With λ ă 1, this implies fpxq ě xx, yy. With λ ą 1, this implies fpxq ď xx, yy. Therefore, fpxq “ xx, yy. □

Lemma A.2. Let d P Zą0 and R Ă Zd. The following are equivalent:

(a) For any x, y P Zd with y ´ x P G, all paths in Xx,y have the same length.

(b) There exists a vector pu P Rd such that pu ¨ z “ 1 for all z P R.

Proof. Suppose (b) holds. Then any path x0:k P Xx,y satisfies py ´ xq ¨ pu “
řk´1

i“0 pxi`1 ´ xiq ¨ pu “ k. Thus,
(a) holds.

Now suppose (a) holds. Let V denote the linear span of R. Let k P r1, ds be the dimension of this vector
space and let z1, . . . , zk P R be a basis for it. Augment this set to a basis tz1, . . . , zk, zk`1, . . . , zdu of Rd,
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where zk`1, . . . , zd are also integer vectors. Let A be the unique invertible linear transformation such that
Azi “ ei for 1 ď i ď d. In the standard basis, the matrix of A is the inverse of the matrix B “ rz1, . . . , zds;
hence this matrix has rational entries.

Take z P R. There is a unique set of numbers ta1, . . . , aku such that z “
řk

i“1 aizi. Applying A gives

Az “
řk

i“1 aiei. Since the left-hand side has rational coordinates, we get that ai is rational for 1 ď i ď k.
Let n P Zą0 be such that nai P Z for all i ď k.

Since nz `
řk

i“1 na
´
i zi “

řk
i“1 na

`
i zi, (a) implies that n `

řk
i“1 na

´
i “

řk
i“1 na

`
i , which implies that

řk
i“1 ai “ 1. Consequently, we have z ´ z1 “

řk
i“2 aipzi ´ z1q. We have thus shown that the linear span

of tz ´ z1 : z P Ru has dimension at most k ´ 1. As this is a subspace of V and V has dimension k, there
exists a vector pu1 P Vzt0u that is orthogonal to z ´ z1 for all z P R. This implies that pu1 ¨ z “ pu1 ¨ z1 for all
z, z1 P R. Denote this common number by c. If c “ 0, then pu1 is perpendicular to all z P R and is hence
perpendicular to V. However, then pu1 is perpendicular to itself, and thus pu1 “ 0. This contradicts the choice
of pu1 and proves that c ‰ 0. Taking pu “ c´1

pu1 satisfies (b). □

Let R Ă Zd and C “

!

ř

zPR bzz : bz P R`

)

. Fix a face A of C and let GA be the subgroup of Zd`1

generated by txz, 1y : z P RAu. Let Gp0q

A be the group generated by tz ´ z1 : z, z1 P RAu. Take z0 P RA and

for j P Z let Gpjq

A “ jz0 ` Gp0q

A . Note that Gpjq

A does not depend on the choice of z0.

Lemma A.3. We have

GA “
ď

jPZ

␣

xx, jy : x P Gpjq

A
(

.

Proof. If x P Gp0q

A , then x “
řk

i“1pzi ´ z1
iq for some z1, . . . , zk, z

1
1, . . . , z

1
k P RA and, consequently,

xx, 0y “

k
ÿ

i“1

pxzi, 1y ´ xz1
i, 1yq P GA.

If j P Z, then
xjz0 ` x, jy “ xx, 0y ` jxz0, 1y P GA.

For the other direction, take x P Zd and j P Z such that xx, jy P GA. Then

xx, jy “

k
ÿ

i“1

xzi, 1y ´

ℓ
ÿ

i“1

xz1
i, 1y,

for some z1, . . . , zk, z
1
1, . . . , z

1
ℓ P RA and k, ℓ P Zě0 with k ´ ℓ “ j. From this, we get

x “

k
ÿ

i“1

zi ` ℓz0 ´ kz0 ´

ℓ
ÿ

i“1

z1
i ` jz0 P Gpjq

A . □

Proof of (4.15). Note that m P BΛ
β,usc

A pxξ, 1yq is equivalent to having

tΛ
β,usc

A pxζ, 1yq ´ Λ
β,usc

A pxξ, 1yq ď m ¨ ptζ ´ ξq ` cpt ´ 1q

for all ζ P U 1 and t ą 0. Rearranging and reverting back to restricted-length gives

t
`

Λβ,usc
U 1,respζq ´ m ¨ ζ ´ c

˘

ď Λβ,usc
U 1,respξq ´ m ¨ ξ ´ c.

Taking t Ñ 0 and t Ñ 8 gives

Λβ,usc
U 1,respζq ´ m ¨ ζ ď c ď Λβ,usc

U 1,respξq ´ m ¨ ξ,

for all ζ P U 1. This gives

c “ Λβ,usc
U 1,respξq ´ m ¨ ξ

and implies that m is in the superdifferential at ξ of the concave function that is equal to Λβ,usc
A on U 1 and

is set to ´8 outside U 1. □



46 S. GROATHOUSE, C. JANJIGIAN, AND F. RASSOUL-AGHA

Appendix B. Gibbs consistency

We give here the proof of the consistency of the restricted-length path measures Qβ,ω
u,v,n.

Proof of Lemma 2.6. Let j, k, n, u, x, y, v, β, ω be as in the statement. Let x0:j P X0,j
u,x, xj:k P Xj,k

x,y, and

xk:n P Xk,n
y,v . Then

Qβ,ω
u,v,npX0:n “ x0:n |X0:j “ x0:j , Xk:n “ xk:nq

“
Qβ,ω

u,v,npX0:n “ x0:nq

Qβ,ω
u,v,npX0:j “ x0:j , Xk:n “ xk:nq

“

śn´1
i“0 ppxi`1 ´ xiqe

´βV pTxi
ω,xi`1´xiq

śj´1
i“0 ppxi`1 ´ xiqe

´βV pTxi
ω,xi`1´xiqZβ,ω

x,y,k´j

śn´1
i“k ppxi`1 ´ xiqe

´βV pTxi
ω,xi`1´xiq

“

śk´1
i“j ppxi`1 ´ xiqe

´βV pTxi
ω,xi`1´xiq

Zβ,ω
x,y,k´j

“ Qβ,ω
x,y,k´jpX0:k´j “ xj:kq.

Similarly,

Qβ,ω
u,v,npXj:k “ xj:k |Xj “ x,Xk “ yq “ Qβ,ω

x,y,k´jpX0:k´j “ xj:kq. □

Next, we give the proof of the consistency of the unrestricted-length path measures Qβ,ω
u,v assuming that

0 R U .

Proof of Lemma 2.7. Assume 0 R U and let β P p0,8q, ω P Ω, and u, v, x, y P Zd such that x´u, y´x, v´y P

G`. Let x0:n P Xu,v such that xj “ x and xk “ y. Since there are no loops and y ´ x P G`, it must be that
0 ď j ď k ď n. Furthermore, on the event tτx ă 8, τy ă 8u, it must be that τx ď τy ď τv, for otherwise we
can construct a loop. Then,

Qβ,ω
u,v pX0:τv “ x0:n |X0:τx “ x0:j , Xτy :τv “ xk:nq

“
Qβ,ω

u,v pX0:τv “ x0:nq

Qβ,ω
u,v pX0:τx “ x0:j , Xτy :τv “ xk:nq

“

śn´1
i“0 ppxi`1 ´ xiqe

´βV pTxi
ω,xi`1´xiq

śj´1
i“0 ppxi`1 ´ xiqe

´βV pTxi
ω,xi`1´xiqZβ,ω

x,y
śn´1

i“k ppxi`1 ´ xiqe
´βV pTxi

ω,xi`1´xiq

“

śk´1
i“j ppxi`1 ´ xiqe

´βV pTxi
ω,xi`1´xiq

Zβ,ω
x,y

“ Qβ,ω
x,y pX0:τy “ xj:kq.

Similarly,

Qβ,ω
u,v pXτx:τy “ xj:k | τx ď τy ă 8q

“
Qβ,ω

u,v pτx ď τy ă 8, Xτx:τy “ xj:kq

Qβ,ω
u,v pτx ď τy ă 8q

“
Zβ,ω
u,x

śk´1
i“j ppxi`1 ´ xiqe

´βV pTxi
ω,xi`1´xiqZβ,ω

y,v

Zβ,ω
u,x Z

β,ω
x,y Z

β,ω
y,v

“

śk´1
i“j ppxi`1 ´ xiqe

´βV pTxi
ω,xi`1´xiq

Zβ,ω
x,y

“ Qβ,ω
x,y pX0:τy “ xj:kq. □

On the other hand, if 0 P U , the measures Qβ,ω
u,v are not consistent in general, but rather are asymptotically

consistent as |v|1 Ñ 8. To see this, we introduce some more notation and definitions. Let x´u, y´x, v´y P
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G` with y ‰ v. Define the partition functions

Zβ,ω
u,x pτx ď mintτy, τvuq “ Eu

”

e´β
řτx´1

i“0 V pTXi
ω,Xi`1´Xiq1tτxă8,τxďmintτy,τvuu

ı

and

Zβ,ω
x,y pτy ď τvq “ Ex

”

e´β
řτy´1

i“0 V pTXi
ω,Xi`1´Xiq1tτyă8,τyďτvu

ı

.

Take j ď k in Z and xj:k P Xj,k
x,y such that xi R ty, vu for all integers i P rj, kq and xk “ y. Then,

Qβ,ω
u,v pXτx:τy “ xj:k, τx “ j, τy “ kq “

Zβ,ω
u,x pτx ď mintτy, τvuqe´β

řk´1
i“j V pTxi

ω,xi`1´xiqZβ,ω
y,v

Zβ,ω
u,v

whereas,

Qβ,ω
u,v pτx ď τy ď τvq ¨ Qβ,ω

x,y pX0:k´j “ xj:kq

“
Zβ,ω
u,x pτx ď mintτy, τvuqZβ,ω

x,y pτy ď τvqZβ,ω
y,v

Zβ,ω
u,v

¨
e´β

řk´1
i“j V pTxi

ω,xi`1´xiq

Zβ,ω
x,y

.

Thus, we do not get exact consistency, since Zβ,ω
x,y pτy ď τvq{Zβ,ω

x,y is not equal to 1 until we take |v|1 Ñ 8.

When 0 R U , this issue is resolved since when v ´ y P G` having τy ă 8 implies τy ď τv.

Appendix C. Shape theorems

Proof of Theorem 2.12. The finiteness of Λβ
A comes from [33, Theorem 3.10], after adjusting their proof as

in Lemma 5.20 to accommodate our weaker Condition 3.4. As a finite concave function, Λβ
A is continuous

on the convex open set riA. Lower semicontinuity implies that Λβ
A is bounded below (with a bound that

can depend on ω), uniformly over any bounded subset of A. Then [56, Theorem 10.3] implies that Λβ
A has a

unique continuous extension from the relative interior to the whole of A. The general argument on page 726
of [52] shows that this extension agrees with the upper semicontinuous regularization. (In [52], the argument
is made for functions on U , but it works word for word for functions on A.)

The second inequality in (2.8) is implied by (2.7). The argument for both the first inequality in (2.8) and
for (2.7) follows the proof of [33, Theorem 3.10], with minor modifications that we will highlight. Consider
the following two cases. In Case 1, assume that with positive probability there exists an ε ą 0 and a sequence

xn P G`
A such that |xn|1 Ñ 8 and F β

0,xn
´Λβ,usc

A pxnq ě ε|xn|1 for all n. In Case 2, assume that with positive

probability there exists a ξ P A with |ξ|1 “ 1 and a sequence xn P G`
A such that |xn|1 Ñ 8, xn{|xn|1 Ñ ξ,

and

|xn|
´1
1 F β

0,xn
´ Λβpξq ď ´ε for all n.(C.1)

In the first case, we can follow the approach in [33] and extract a subsequence (which we denote as xn again)

such that xn{|xn|1 converges to some ξ P A. Since Λβ,usc
A is continuous on A we have

|xn|
´1
1 F β

0,xn
´ Λβ,usc

A pξq ě ε{2 for all n large enough.(C.2)

Now, in either case, follow the argument in [33, Theorem 3.10], specifically below their equation (3.10),
adjusting it as shown in the proof of Lemma 5.20 to accommodate our weaker Condition 3.4. Following this
adjusted argument, we reach the conclusion that P-almost surely, on the event where either (C.1) holds or
(C.2) holds, we have

´ε2 ` Λβpξq ď lim
nÑ8

|xn|´1F β
0,xn

ď lim
nÑ8

|xn|´1F β
0,xn

ď Λβ
´

ξ ` ε1
ÿ

zPRA

z
¯

` ε2,

where ε2 ą 0 is arbitrary, and ε1 ą 0 can be chosen to be arbitrarily small, depending on ε2. Take ε1 Ñ 0

then ε2 Ñ 0 and use the facts that Λβ
´

ξ ` ε1
ř

zPRA
z
¯

“ Λβ,usc
A

´

ξ ` ε1
ř

zPRA
z
¯

and Λβ,usc
A is continuous

on A to get that

Λβpξq ď lim
nÑ8

|xn|´1F β
0,xn

ď lim
nÑ8

|xn|´1F β
0,xn

ď Λβ,usc
A pξq,

which contradicts both (C.1) and (C.2). This proves the desired inequalities. The ergodicity claim is already
in Theorem 3.10 of [33]. The theorem is proved. □
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Proof of Theorem 2.14. Write the restricted-length model as an unrestricted-length model as in Remark

2.2. Then the conditions on V ` in the statement of the theorem imply that V
`

satisfies the hypotheses

of Theorem 2.12 and, as explained in Remark 3.13, Λ
β,usc

A pxζ, tyq “ Λβ,usc
U 1,respζ{tq for all ζ P A and t ą 0

with ζ{t P U 1. Applying (2.7) and (2.8) to the unrestricted-length model gives (2.9) and (2.10) for the
restricted-length model. The ergodicity of P under tTz : z P RAu is equivalent to its ergodicity under

tTxz,1y : xz, 1y P RAu, which by Theorem 2.12 implies that Λ
β,usc

A is deterministic on A and, therefore, in

this case, Λβ,usc
U 1,res is deterministic on U 1. □

Appendix D. Relationship between restricted and unrestricted-length

We prove a theorem relating the restricted-length and unrestricted-length limiting free energies in the
directed setting where 0 R U . This connection is also known to hold in the case of the standard first-passage
percolation model. See [40, Equation (2.37)]. It is natural to expect that our theorem continues to hold
under appropriate hypotheses when the model has loops, i.e., 0 P U . We leave this for future work.

Theorem D.1. Fix a face A P A (possibly C itself ). Assume 0 R UA, Conditions 3.2 and 3.4 hold on A,
and P is ergodic under tTx : x P GAu. Then for each β P p0,8s and ξ P priAqzt0u,

(D.1) Λβpξq “ sup
są0

ξ{sPUA

tsΛβ,usc
res pξ{squ, and the supremum is achieved.

Proof. For each ζ P U and n P Zą0, define the lattice point pxnpζq as in [52, (2.1)]. The point pxnpζq

approximates nζ. In particular, pxnpζq{n Ñ ζ as n Ñ 8, and if ζ P UA, then pxnpζq P DnpRAq.
For the lower bound, note that there are no loops since 0 R UA. Let ξ P priAqzt0u. For any s ą 0 such

that ξ{s P riUA,

1

n
logZβ

0,pxtsnupξ{sq
“

1

n
log

8
ÿ

k“0

Zβ
0,pxtsnupξ{sq,k ě

1

n
logZβ

0,pxtsnupξ{sq,tsnu
.

The equivalent bound at zero temperature is n´1F8
0,pxtsnupξ{sq

ě n´1F8
0,pxtsnupξ{sq,tsnu

. Take limits, apply

Theorems 2.12 and 2.14, and take the supremum over s ą 0 to get

Λβ
Apξq “ Λβ,usc

A pξq ě sup
są0

ξ{sPriUA

tsΛβ
respξ{squ “ sup

są0
ξ{sPUA

tsΛβ,usc
res pξ{squ.(D.2)

For the upper bound, first note that by [33, Lemma A.1] there exist a pu P Rd and a δ ą 0 such that
pu ¨ z ě δ ą 0 for all z P RA. Any admissible path from 0 to xn must take at least |xn|1 minzPRA |z|

´1
1 steps

and at most δ´1xn ¨ pu steps. Thus, for n large enough, the number of steps is between εn and Cn, for some
finite positive constants C “ Cpξq and ε “ εpξq. For such n, we have

1

n
logZβ

0,xn
“

1

n
log E0

“

e´β
řτxn ´1

i“0 V pTXi
ω,Xi`1´Xiq1tτxnă8u

‰

“
1

n
log

8
ÿ

k“0

E0

“

e´β
řk´1

i“0 V pTXi
ω,Xi`1´Xiq1tτxn“ku1tXk“xnu

‰

ď
1

n
log

ÿ

εnďkďCn

Zβ
0,xn,k

ď max
εnďkďCn

1

n
logZβ

0,xn,k
`

1

n
logCn.

The equivalent bound at zero temperature is

1

n
F8
0,xn

ď max
εnďkďCn

1

n
F8
0,xn,k.

In either case, let kn P rεn,Cns be the integer that achieves the maximum. Then

1

n
F β
0,xn

“
kn
n

¨
1

kn
F β
0,xn,kn

.
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Take a subsequence such that kn{n converges to some t P rε, Cs. In particular, kn Ñ 8 and xn{kn Ñ ξ{t P UA
as n Ñ 8. Take n Ñ 8 along this subsequence and apply Theorems 2.12 and 2.14 to get

Λβ
Apξq ď tΛβ,usc

A,respξ{tq ď sup
są0

ξ{sPUA

sΛβ,usc
A,respξ{sq.

Together with the lower bound (D.2) we get that the inequalities above are, in fact, all equalities. □

Remark D.2. Theorem 3.10 shows that the set Uβ
m,A must be non-empty. One can see this directly if one

first proves the relationship in (D.1) on A. Indeed, if m P BΛβ,usc
A pξq for ξ P priAqzt0u, then m ¨ξ “ Λβ,usc

A pξq,
and using (D.1), one would get

m ¨ ξ “ Λβ,usc
A pξq “ Λβ

Apξq “ sΛβ,usc
A,respξ{sq

for some s ą 0 with ξ{s P UA. Therefore, Λ
β,usc
A,respξ{sq “ m ¨ ξ{s, and Uβ

m,A is non-empty. △
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[25] N. Georgiou, F. Rassoul-Agha, and T. Seppäläinen. Geodesics and the competition interface for the
corner growth model. Probab. Theory Related Fields, 169(1-2):223–255, 2017.
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[57] T. Seppäläinen and E. Sorensen. Busemann process and semi-infinite geodesics in Brownian last-passage
percolation. Ann. Inst. Henri Poincaré Probab. Stat., 59(1):117–165, 2023.

[58] D. J. Slonim. A zero-one law for random walks in random environments on Z2 with bounded jumps.
08 2021.

[59] H. Spohn. KPZ scaling theory and the semidiscrete directed polymer model. In Random matrix theory,
interacting particle systems, and integrable systems, volume 65 of Math. Sci. Res. Inst. Publ., pages
483–493. Cambridge Univ. Press, New York, 2014.

[60] A.-S. Sznitman and M. Zerner. A law of large numbers for random walks in random environment. Ann.
Probab., 27(4):1851–1869, 1999.

[61] L. Tournier. Asymptotic direction of random walks in Dirichlet environment. Ann. Inst. Henri Poincaré
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