Lec3

1.3.3 Population Mean

The average of all values in the population is called D7 D (YW N \/@ ¢

is denoted by M . When there are N values in the populatlon then p= Z \)O‘\W n %D %

One of our first tasks in statistical inference will be to present methods based on the

—SO%/!B)/G P~ Wor drawing conclusions about a IPQ 'P p~ e Awn

For example, GX g'\’-{ %:JL\25

1.3.4 Population Median \‘0
Analogous to = as the middle value in the sample, the population median is M; ( 1 [ / W
(N .
denoted by XA . As with z and p, we can think of using Sah/\/}b / e &/ A
\
to make an inference about PQ \‘07 N\Qdé/l(] M
Summary:

N\
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1.3.5 Other Measures of Location

Maximum

)\/\axwm/ \TG(M
Minimum

M]V\\IVO{ foline

An outlier is __cyv QM\ rd( J@WLQ qu' {\DQ W\X 0f\>

(T \ A0 Sha D\

Sometimes _p/\ &\; an Q! / Wl \»_ are outliers in the data set.

Quartiles and Percentiles

qurtis. S0 de  dabo Seb b 4 @M( Parts
280 ). 25l v@ =Melran Zd/\ﬂ'(?f/]

with the observations above the third quartile constltutlng the upper quarter of the data set,

the second quartile being identical to the QJ &(21]& , and the first quartile separating

the lower quarter from the upper three-quarters.

1/4t of 1/4t of 1/4t of 1/4t of

data data data data
1st 2nd 3d
Quartile Quartile Quartile

If the quantiles divide the data into {‘Q 0 ?6\@\‘ /2), then they're called Pe {(Ce vjtl; l J\Q
_4—7
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136 The effect of skewness on the mean and median
X UT —> Symwetric
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Think about the graph in extreme cases.

Suppose we have 11 data in a set of students grades, in which ten of them are 60s and one
of them is 100.

é@ éQ 6@ éfo - éo ((O/Oﬁ

S

F=be 2k

On the other hand, suppose we have 11 data in a set of students grades, in which ten of them
are 100s and one of them is 60.

A (o0& [o & (voO — )00

Q«:\Qo‘. QZZ/QO
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Example 4. Suppose we have 10 people in a room, the mean salary 7 is $105, 000 and the
median salary 7 is $65,000. What can we say about the distribution?

G e
Thurtd “W/ an outlier

What is the more appropriate measure of center when there are extreme valus
in the data set and why?

Ans : ML@Q\/\

1.4 Measures of Variability

Figure below shows dotplots of three samples with the same mean and median, but the
extent of spread about the center is different for all three samples. The first sample has the

] i + O~ Ovn‘lr DQ(Y \fg/\ri“(}llo‘:)(hgelhe third has the S(N\QHQ/)K&\ O\/W\ijﬁ ,
and the second is E'y\x—Qr e dpe e o
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2: O o 00000 O @)
3: ® ® 00000 O ®

Samples with identical measures of center but different amounts of variability

Measures of Variability for Sample data

The simplest measure of variability in a sample is the _["/An oV , which is

gau?@n (@/Q( MJFV“ Sk
. NOKX-—mMin

The value of the range for sample 1 in Figure above is M_@_Whan sample 3,

reflecting JA- (e o [ \/A ‘)J—./ in the first sample than in the third. A defect of the

range, though, is S0\ >, A’—l‘ /e /'l\\\/) D (VNJV [ ; L)

Samples 1 and 2 in Figure above have :k AL ST o (O ?%:é’yet when the observations
between the two extremes are taken into account, there is i ¢ 4 ( R N4\ MM N lq‘![iﬁ\;he

second sample than in the first.

Our primary measures of variability involve UQ k v . fnepn

X\VZ Xq—x Xl Z/ -

—

A deviation will be positive (+) if x’ i Z X and
negative (—) if A, L)

If all the deviations are N f\—ﬁ\t ( , then all z;’s are C/\/O Ao ")ﬁ %

and there is ‘( H ) PEEACIA | O,M(l \! 1 —\7 . Alternatively, if some of the

deviations are d /\”)(f , then some z;’s éeﬁ a \JJ,_”F 0, :Z"

suggesting a )Q %@]{ 5|;(3 ]Q h ' J{/
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A simple way to combine the deviations into a S \\/\% i ¢ C’I\(/\,OV\ iji/:/,is to 0\\f€ i 9{ @4/%
Unfortunately, this is a bad idea:

sum of deviations = CX }6>JVQ% K/>+ —&&)ﬁ x>
so that the average deviation is . = 9(\ ni ‘\‘Xw — N 7(/ =N A - Y)Z
To prevent [\ ‘Q% (A SY \\f/ O i\D\ \)Brﬂ‘ [o M_J_\,i%om counteracting one

another when they are combined, we consider instead ,Sq InO e ;é é Q VA0 :i \2014! \
—\ 2 T\ 2
Cgv\'%> (h-2)° - JQW\W
&h \/ N\® ﬂbﬂ %\/\

To get the QUQ{Q%C‘J S q (2 lﬂ’ , for several reasons we will not cover here we

divide the sum of squared deviations by () — \ instead of i \ .

Definition 1. The sample variance, denoted by _¢ 2 , is given by
|t 2
s = C'X" -ZJ Ay ‘”:Llw” ZJ

A

The sample standard deviation(SD), denoted by _.& | is the X/7 of
the variance: \

= st = W\ 7(>2ﬁ*~#i3(’2€>2

\ i N—
The >A\‘—ﬂ MW /& Aﬂ \/\ 14 14\0./\ is our preferred measure of Variability, because

v

e hgs YR o Wik g dahe

A shortcut formula for s,

2 _ (Z=R) )
S:¢Z% .

n—1

This is because we can write s? as
— 2 . — =21 2 B 2
S -E) WKL) Zalan T

N — )

n — \ M'/z"i

e -2 St s

5%?’_2.&(n1\+n26: - W%\
- 4 N N—\

=02 Cay s

2
= _ N> Py SN
= X« N / % <— N &F/V\_‘>
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Example 5. Suppose we have a data set x1,xq, -
29.97. What is the SD?

Ans :

—

0.
%;[ X

<

Properties of the mean and SD:

x5 where 320 z; = 10.9 and 377

zlz_

—_

L 256

(o

CM\A/WZ

FRENUNS %’t)y ’Q{@YV\

5<}/\.L O kl Y\O\\

:@Qrm\A\Q\.

Let x1,29,--- ,x, be a sample and ¢ be any nonzero constant.

1. Ifyy=o14+c¢, ya=x9+c¢,- , Yy, =, +c,
henmesn _ T g0 L & 1O g _HE e
the sample variance ,9:)‘ - Sf = N |
theSD_ (=S, O \ B =0 v

2. Ifyy = cxq, Yo =ca, -+ ,Yp = CTy, L@\%'-(%%E
then mean {A” -~ Cx
the sample variance Q%d o c* Q;L. —
the SD _ C :\C\g & g CKE e () 6 —

o — )L

— 7

!
@z\ﬁ/\
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