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Existence and Uniqueness
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Failure of uniqueness

Classic example of non-uniqueness

{)’( =xY3 fort>0,

x(0) =0. W)

Can solve by separation of variables to find three solutions already
x(t) = +(2/3)%2t3/2 and x(t)=0 for t> 0.
However there are many more solutions
x(t) = £(2/3)%2 max{0, (t — to)}*/?

are also solutions for any tg > 0.
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Plot of non-uniqueness example
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Non-uniqueness example

Remark
Note that the x derivative of f(x) = x!/3 is not bounded near 0.
As we will see soon this is exactly the cause of the non-uniqueness.

Remark

Note that this equation actually does actually have uniqueness
backwards in time. However trajectories can cross in negative time
which is equivalent to the forward in time non-uniqueness.

This is not “non-physical” see law for emptying a fluid filled
cylinder by draining through a hole in the bottom h = —ah'/2
(after non-dimensionalization) where h is the height of fluid in the
cylinder.
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Failure of (global in time) existence

Classic example of failure of global existence

x = x2 for t > 0,
X(O):Xo > 0.

Typical separation of variables yields the solution

x(t)

= f <t<1l/xp.
T xot or 0<t<1/x

We say this solution blows up at time 1/x.
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Blow-up example

x(t)
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Integral form of IVP

Suppose we have a solution of the IVP

{X-(t) = f(t,x(t)) fort € (0, T)

(0) = 50 (IVP)

(i.e. it is a C! function and satisfies the equation pointwise). By
fundamental theorem of calculus

x(t) = xo + /Ot)'((s) ds
— ot /O £(s,x(s)) ds
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Integral form of IVP

Say that x € C([0, T] — R), is a solution of the integral form of
(IVP) if

x(t):Xo—i—/Ot f(s,x(s) ds forall te[0,T].  (-FIVP)

Now if x solves (I-IVP) then, since (s, x(s)) is a continuous
function, fundamental theorem of calculus implies x is
differentiable and

x(t) = f(t,x(t)) forall te][0,T].

Thus the integral and differential forms of the initial value problem
are equivalent.
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Integral form of IVP

Remark
This is a simple example of the general idea of weak solution

which appears often in PDE. One introduces a weaker notion of
solution which makes existence easier. Then one has to do some
work to show uniqueness of weak solutions, or even better that
weak solutions are classical solutions (easy in this case).

William M Feldman (Utah) MATH 6410 Fall 2024 10 / 82



A useful note

Remark
If x(t) is continuous on an interval [a, b] and solves x = f(t, x(t))

except possibly at some time ty € (a, b). Then actually x solves on
the whole interval. The proof is just to use the integral forms

x(t) = x(a) +/t f(s,x(s)) ds for a<t<ty

and
x(t) = x(to) +/ f(s,x(s)) ds for to <t < b.

to
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Solution concatenation

Lemma
If x is a solution of x = f(t,x) on (a,0] and y is a solution of
y = f(t,y) on [0, b) and x(0) = y(0) then

is a solution of z = f(t,z) on (a, b).
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Uniqueness
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Lipschitz continuity

A function g : R” — R" is called Lipschitz continuous with
Lipschitz constant L if

lg(x) —g(y)| < Lix —y| forall x,y e R".

A function g : R” — R" is called locally Lipschitz continuous if
it is Lipschitz continuous on every compact subset of R”.
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The Lipschitz constant

It turns out that g is Lipschitz continuous on a convex set U C R”
if and only if Dg is bounded on U (in measure theoretic sense).

A function g : R" — R”" is called differentiable at a point xq if
there is a linear mapping Dg(xo) : R” — R” (i.e. an n X n matrix)
so that

im 18(x) = 8(x0) — Dg(x0)(x —x0)| _

X—>X0 |X — X0|
(Note: | am writing |v| = (vZ + - -- + v2)'/? for vectors v € R")

If g is continuously differentiable then

[Dg ()]s = Zi’j(x()).
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The Lipschitz constant

For x and y in U the line [x,y] from x to y is contained in U so

1
)~ 2| = | [ Sl sty ) o

/0 De(x + s(y — x))(y — x) ds

1
< /0 |De(x+ s(y — x))(y — x)| ds

1
< /0 1Dg(x + s(y — x))loply — x| ds

< sup |]Dg(z)||op\x—y|.
z€[x,y]

In particular when g is C1 it is locally Lipschitz, if it is C! with
bounded derivative then it is (globally) Lipschitz.
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Uniqueness theorem

Theorem

Suppose f(t,x) is Lipschitz continuous in x with constant L for all
t > 0. Then if x and y are solutions of

x=f(t,x) and y=f(t,y) for t >0

then
Ix(t) — y(t)| < ett|xo — yo| for t>0.

In particular if xo = yo then x(t) = y(t).
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Gronwall’s Inequality

Lemma (Gronwall)

Suppose A > 0 and B, and ¢ are continuous non-negative
functions on [0, T| and ¢ solves the integral inequality

6(t) < A+ /0 "B(s)i(s) ds forall t€0.T]  (3)

é(t) < A exp </Ot B(s) ds> .

then
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Gronwall’s Inequality Proof

Assume for now that A > 0. Define
t
u(t) =A +/ B(s)¢(s) ds.
0

By fundamental theorem of calculus this function is C!. Compute

i(t) = B(t)o(t) < B(t)u(?).

Since u > 0 we can divide both sides by u(t) and write

< (log u(1)) < B(2).
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Gronwall’s Inequality Proof

Integrating on both sides from 0 to t
t
log u(t) < log A +/ B(s) ds.
0
Then exponentiate to find
t
o0) < u(e) < A espl | B(5) db).
0

For the case A = 0 note that ¢ also satisfies the integral inequality
(3) for all A > 0, so we can just send A — 0 in the above
inequality. L]

William M Feldman (Utah) MATH 6410 Fall 2024 20 / 82



Gronwall's Inequality Proof (slight variation)

Assume for now that A > 0. Define
u(t):=A+ /Ot B(s)¢(s) ds.

By fundamental theorem of calculus this function is C1. Compute
0(t) = B(t)o(t) < B(t)u(t).

Multiply both sides by e~ Jo B(s) ds

e Jo B(S) ds () — = Jo B() dsp()y(t) < 0.
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Gronwall's Inequality Proof (slight variation)

Now the left hand side is a derivative
d t
Z(e B9 #u(n) <o.
Integrate from 0 to t to find
t
u(t) < u(0) exp! / B(s) ds)
0

and then conclude by using ¢(t) < u(t) and u(0) = A. O
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Uniqueness theorem (again)

Theorem

Suppose f(t,x) is Lipschitz continuous in x with constant L for all
t > 0. Then if x and y are solutions of

x=f(t,x) and y=f(t,y) for t >0

then
Ix(t) — y(t)| < ett|xo — yo| for t>0.

In particular if xo = yo then x(t) = y(t).
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Uniqueness proof

Proof.

Using the integral formula

X)) =y =0+ [ [F(s.x(s)) — £(s. ()] d.

By triangle inequality
t
x(8) = y(8)] < Jx0 — ol + /0 1#(s,x(s)) — F(s. y(s))] ds
t
< %0 — yol + / Lix(s) — y(s)| ds
0

Apply Gronwall's inequality with ¢(t) = |x(t) — y(t)]. O

William M Feldman (Utah) MATH 6410 Fall 2024 24 / 82



Distinct solutions cannot cross

Corollary

Suppose f(t,x) is Lipschitz continuous in x with constant L for all
t > 0. If x and y are solutions of

x=f(t,x) and y = f(t,y) for t >0

then
Ix(t) — y(t)] > e H|xo — yol-
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Distinct solutions cannot cross

Idea: Run the equation backwards in time and apply the
uniqueness result.
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Distinct solutions cannot cross

Proof.
Idea: Run the equation backwards in time and apply the
uniqueness result.

Fix T > 0 and consider the trajectories traced in the reverse
direction X(t) = x(T — t) and y(t) = y(T — t). These solve the
ODE

z=—f(T—t,z)

with initial data x(0) = x(T) and y(0) = y(T). By the uniqueness
theorem applied to this backwards ODE
x(0) = y(0)| = |x(T) = ¥(T)|
< eLTIX(O) y(0)]
TIx(T) = y(T)|-

| /\

0J
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Autonomous equations

Definition
An ODE x = f(t, x) is called autonomous if the right hand side
f(t,x) = f(x) does not depend on t.

Remark
Note that any n-dimensional non-autonomous ODE system can be
viewed as an (n + 1)-dimensional autonomous system by solving
for (t,x) in

t=1 and x = f(t,x).

This is not always a useful way to think.
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Distinct trajectories of autonomous equations cannot cross

Definition
A trajectory of an autonomous ODE is the image of a solution as
a subset of R". That is, if x = f(x) on a time interval / then

My=x(I)={x(t): tel} CcR"

is a trajectory of the ODE. Trajectories of non-autonomous ODE
are subsets of (—o0,00) x R".

Lemma

Suppose f : R" — R" globally Lipschitz continuous. If 1 and 'y
are trajectories of x = f(x) then either they are disjoint or I'1 U T
is also a trajectory.

William M Feldman (Utah) MATH 6410 Fall 2024 29 / 82



Understanding the no crossing lemma statement

Possible situations

. Ny

' M
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No crossing proof

Suppose there is a point zp € [, N T, i.e. thereis t, € I and
t, € I, such that x(t.) = zp and y(t,) = zp. Define
%(t) = x(t— t) and 7(t) = y(t—1,),

by time translation invariance these also solve the same ODE and
x(0) = ¥(0) = z9. Thus by uniqueness x(t) = y(t) on their
common interval of definition.

Then, recalling our previous remark about continuous paths which
solve the ODE except at finitely many times,

) x(t) tel
2(t) = {y(t) tel,

solves the ODE z = f(z) and [, =T, UT, is a trajectory. O
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Phase line analysis

First order autonomous equation x(t) € R

x(t) =f(x(t)) tel ()
x(0) = xo.

Lemma
If f is Lipschitz continuous, f > 0 on [a, b], and f(a) = f(b) =0
then for any xo € (a, b)

lim x(t)=a and lim x(t) = b.

t——o0 t—00
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Phase line analysis
Proof

Since a and b are stationary solutions we can apply the no crossing
theorem and derive that x(t) # a for all t and x(t) # b for all t.

Since x is continuous and x(0) € (a, b) we must have x(t) € (a, b)
for all t € R. This implies then that x(t) = f(x(t)) > 0 so x is
strictly monotone increasing. Thus the limits lim;_, 1 x(t) both
exist.
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Phase line analysis
Proof

If x(t) < c < bforall t >0 then

inf f(x(t)) > inf f>p>0

t>0 [x0,¢]

since continuous functions achieve their minimum on compact sets
and f > 0 on [xp, c]. Then

b > x(t) :Xo+/0tf(x(t)) dt > xp + put

which is a contradiction for t large. Thus lim;_~ x(t) = b. O
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Some functional analysis (for Existence)
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Normed spaces

Definition
Given a vector space V over R or C we say that || -||: V = Ris a
norm on V and call (V,] - ||) a normed vector space if
» (Positivity) For all v € V, ||v|| > 0 and |lv|| = 0 if and only if
v =0.

» (Scaling) Foralla € R (or C) and v € V
o] = [all[v]]
» (Triangle inequality) For all v,w € V

v+ wi < [lvi[ + [lwl].
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Normed spaces
Definition

Examples of normed spaces

» Euclidean space R"” with the Euclidean norm

Ixll = (D x>
j=1

» The space L(V) of linear operators T : V — V for a normed
space (V, || - |[v) comes with a canonical norm called the
operator norm

[ T(v)[lv
T =||T||op = sup .
H HL(V) H HOP V20 HVHV
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Normed spaces

More examples of normed spaces
» The space of continuous functions C(U) on a domain U C R”
with the supremum norm

[ f1lsup = sup [F(x)].
xelU
Definition

A normed space is called complete if every Cauchy sequence in V
converges. A complete normed vector space is called a Banach

space.
All of the previous spaces are complete (for the space of linear
operators need to add the assumption that (V, || - ||v) is complete).
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Contraction mappings

Definition
For a subset X of a normed space V a function ¢ : X — X is
called a strict contraction of X if there is ;1 < 1 so that

[o(x) = o)l < plix =yl forall x,y € X.

Theorem (Contraction mapping theorem)

If X is a closed subset of a complete normed space V' and
¢ : X — X is a strict contraction then ¢ has a fixed point, i.e.
there is x, € X such that

O(Xx) = X
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Contraction mapping theorem

Remark

Fixed point theorems in general and the contraction mapping
theorem in particular are an extremely common and useful way to
prove existence of solutions of equations of various types.

In particular we will apply it to achieve an existence theorem for
ODE IVPs. As we will see the existence result will not be too
abstract, actually the proof furnishes an algorithm with a
convergence rate.
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Proof of contraction mapping theorem

Let xg € X arbitrary then define iteratively
Xn+1 = P(Xn).
Using the contraction property
X1 = Xnll = [|(xn) = d(xa-1)I| < pllxn — xn—1]]
so by induction

[1Xn+1 = Xl < 1" 9(x0) = xoll-

William M Feldman (Utah) MATH 6410

Fall 2024

41/ 82



Proof of contraction mapping theorem (ctd...)

Now for arbitrary n > m

n—1
[[xn — Xml| < Z [xj4+1 = Xl

j=m

n—1
<> 1llé(x0) — xoll
j=m

wm

<
=1_p4

[¢(x0) — xol|-

Thus x, is a Cauchy sequence, and since X is closed and V is
complete x, converges to some x, € X. Then by continuity

Xy = nl'_fgo Xn+1 = n"_}”go B(xn) = B(xx).
O
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Picard-Lindelof Theorem (global version)

Theorem
Suppose f : R x R" — R" satisfies

|f(t,x)— f(t,y)| < L|x—y| forall x,y € R".

Then for any xo € R" there is a unique C' solution x(t) of

t
x(t) = xo —I—/ f(s,x(s)) ds forall tecR.
0
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Outline of the proof

» Local existence
» Define a functional whose fixed points are solutions of the
ODE IVP
» Show that this functional is a contraction if the time interval
[0, T] is sufficiently small depending on L.
» Global existence

» ODE solutions can be extended by concatenation.
» Apply local existence result repeatedly.
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Proof of Picard-Lindelof Theorem

First we define a space where we will search for solutions
X ={xe ([0, T] = R"): x(0) =xo0}.

This is a closed subset of the Banach space C([0, T] — R").
For each x € X define ® : X — X by

S[x](t) := x0 + /Ot f(s,x(s)) ds for te€]0, T].

Note that any fixed point of ® is a solution of (I-IVP). We claim
that for T < i the mapping ® is a contraction of X.
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Aside: example of the Picard iteration

For example if the equation is the scalar linear problem x = ax
then the contraction mapping iteration on ¢ produces

t
yo(t) = Xp, yl(t) = Xp +/ ayo(s) ds = xp + taxg
0

and so on
t aktk
yk(t) :Xo—l-/ ayk_l(s) dS:XQ—f—Xoat—f---'—l-XoT.
0 .
Of course this is the series expansion for the exponential so

yi(t) = y(t) = x0e®* as k — .

(Note: this argument also works exactly the same for linear
systems, although we need to understand the matrix exponential)
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Proof of Picard-Lindelof Theorem (ctd...)

o(X) C X

First we need to check that ® indeed maps X to X, note that

0
d[x](0) = xo + /0 f(s,x(s)) ds = xo

so the initial data is correct. Also ®[x](t) is continuous in t
because it is the anti-derivative of a continuous function and hence
is CL.

William M Feldman (Utah) MATH 6410 Fall 2024 47 / 82



Proof of Picard-Lindelof Theorem (ctd...)

Contraction property

Now consider two paths x,y € X and we estimate for 0 <t < T
t
[®[x](t) — ®ly](£)] = | /0 f(s,x(s)) — f(s, y(s)) ds|

t

< [ L)~ y(6)] ds
0

< LT|x _yHSUP'

Since this inequality holds for all t € [0, T] we also find, using
T<4

1
1] = O]llsup < LTIx = yllsup < 5 lIx = yllsup-
Thus @ is a contraction and has a (unique) fixed point in X.
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Proof of Picard-Lindelof Theorem (ctd...)

Global extension

Now suppose that we have a solution x of (IVP) on some interval
[0, T]. By the previous argument there exists a (unique) solution of

y(t) = F(t,y(t)) and y(T)=x(T) for te[T,T+i,

By the solution concatenation lemma

2(t) = x(t) te]0,T] 1
y(t) te[T, T+ 5]

is also a solution of (IVP) now on [0, T + 3;]. By iteration there is
a solution on the time interval [0, c0). O
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Localizing existence and uniqueness results
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Locally Lipschitz

It is not very convenient that our only uniqueness result requires a
global assumption (Lipschitz continuity) to get a local result
(uniqueness).

Definition

Call f(t,x) to be locally Lipschitz continuous uniformly in t in
a domain U C R" if for every K C U compact and every T > 0
there is an L > 1 so that

|f(t,x) —f(t,y)| < L|x —y| for x,y € K and te[-T,T].
Example
> f(x) = x?

» Any f(t,x) which is in the space C([0, T]; C1(U)).
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Localizing the uniqueness theorem

Theorem

Suppose f(t,x) is locally Lipschitz continuous uniformly in t on
(t,x) € R x U then any two solutions of the initial value problem

x = f(t,x) and x(0) = xo

agree on their common time interval of definition.
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Uniqueness proof

Uniqueness is a “local property” let’s first show how to reduce to
the case of proving uniqueness on a short time interval.

Suppose that x and y are two solutions of the IVP defined,
respectively, on open time intervals /, and /,. Call

E={telnl,: x(t)=y(t)}.

If we show that E is both open and closed then it must be the
whole interval.
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Uniqueness proof

The set E is immediately closed because it is the set where the
difference of two continuous functions is zero.

To show E is open we must show that if some time ty € E, i.e.
x(tp) = y(to), then x(t) = y(t) in an open neighborhood

(to — 9, to + 9). This is local version of the current uniqueness
theorem, we can just argue with tyg = 0.
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Uniqueness proof

Now given xp € U choose r > 0 so that B,(xp) C U. Then there is
L > 1 so that f(t, x) is Lipschitz continuous in x with constant L
on B,(xp) for every =1 <t <1.

Since f is a continuous function on the compact set

[—1,1] x Br(xo) there is an M > 1 so that |f| < M on that set.

Call t, = sup{t : x([0, t]) C Br(x0)}, in words t. is the first time

that x(t) leaves B,(xp). We want to show that t, > ¢ :=r/M. If
t. = +00 we are done, otherwise x(t.) € 9B,(xp) and so

r=|x(t) — xo| < Mt,

in which case t, > M/r = 4.

Thus any solution of the ODE IVP starting from xq stays in B,(xp)
for 0 < t < § and we can apply the original uniqueness proof with
the Lipschitz constant L.
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Maximal interval of existence

Theorem

Suppose U C R"™ and f is locally Lipschitz continuous on U
uniformly in t. Then for any xg € U there is an open interval
I(x0) C R containing t = 0 and a unique C* solution x(t) of

x(t) = xo +/0t f(s,x(s)) ds and x(t) € U for all t € I(xp)

so that I(xo) = (t_, t) is maximal in the following sense: if
t. < +oo then for any compact K C U

x(t) ¢ K for ti —t sufficiently small.

A similar statement holds if t_ > —oo.
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Examples

We have already seen a nice example
x=x% and x(0) =xp > 0.
Then the solution is

x(t)

X 1
= 0 for t < —.
1 — xpt X0

In this case the maximal interval of existence is easy to read off
1
I(x0) = (=00, 35)-
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Examples

Consider the system in U = {(x,y,z) : z> 0} C R3

- y . X :
X:_ﬁ’y:;r and z=1 (5)
with initial data at tg = %
1 1 1 1
— -),z(=))=(0,-1,-
(()y(2)2(2)) = (0.-1,-)

Can check explicitly the solution is
1 1
(sin £9C0s t) on t e (0,00)
which is the maximal interval of existence.

Perko, Chapter 2.4, Example 3
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Examples

1 1
(sin ;,cos?,t) on te€ (0,00)

X3

W
Perko, Chapter 2.4, Example 3
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Non-trivial continuation interval on each compact subset

Lemma
Suppose U C R" open and f : R x U — R" satisfies for any
compact K C U there is L so that

|f(t,x)— f(t,y)| < L|x—y| forall x,y € K and all t.

Suppose that K C U compact. There exists T(K) > 0 so that for
all xo € K there exists a unique solution of (IVP) for

x(t) = xo—i—/ot f(s,x(s)) ds and x(t) € U for all t € (—T(K), T(K)).
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Sketch.

There is an r > 0 so that for all xp € K have B,(xg) C U, call
K" = Ux,ek Br(x0) which is also a compact subset of U. Then
localize the domain for the fixed point argument:

X ={x:10,T] = B/(x0) : x(t) continuous and x(0) = xp}.
Define L to be the Lipschitz constant of f(t,-) on K" and

M= sup |f(t,x)|.
te[0,1],xeK"

For T sufficiently small depending on L and M the Picard fixed
point functional will map X to itself (a non-trivial issue now) and
be a contraction. O
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Maximal interval of existence

Define
ty = sup{t > 0: 3 a solution of (I-IVP) on [0, t]}

and
t_ = inf{t < 0: 3 a solution of (I-IVP) on [t,0]}.

There is a solution x(t) of (I-IVP) on | = (t_, t}) (exercise).
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Maximal interval of existence

Suppose that there is a compact set K C U and a sequence of
times (tp)nen With t, — t; so that

x(tn) € K.

By the non-trivial continuation Lemma there is a time T(K) > 0
so that any initial data in K has a solution for at least time T(K).
Let n sufficiently large so that t; — t, < T(K). Then define y(t)
to be the solution of

y(8) = f(t,y(t)) and y(tn) = x(tn)

which exists at least until t, + T(K) > ty. The concatenation of
x(t) and y(t) is a solution of the IVP on [0, t, + T(K)] which
contradicts the definition of t,. O
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The flow map and invariants
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Flow map

In the following let's restrict to the easy setting f globally Lipschitz
continuous in x uniformly in t.

The existence and uniqueness theorems allow us to define the flow
map ¢ : R” — R". For each xg € R" let ¢+(xp) be the solution of
the ODE IVP

%qbt(Xo) = f(t, qbt(Xo)) with gf)o(Xo) = XQ-

bt
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Flow map regularity

Quantitative uniqueness results imply regularity / invertibility of
the flow map.

Theorem
If f(t,x) is Lipschitz continuous in x with constant L for all t then

e H)xo — yo| < [$e(x0) — ¢(¥0)| < e"lxo — yol-

In particular ¢+(x) is Lipschitz in x with constant elt.
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Flow maps of autonomous systems
Flow maps of autonomous systems, such as

%gbt(Xo) = f(de(x0)) with ¢o(x0) = Xo,

have some very nice properties:
» (Initial identity)
Po(x) = x.

» (Group property) For all t,s and x

Pris(x) = Pe(¢s(x)) = ds(d(x))-

» (Inversion by backwards flow) For all t

P—t(9e(x)) = x.
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Invariant quantities

A quantity H : R” — R is called an invariant quantity under the

flow ¢, if
H(¢¢(x)) = H(x) for all x € R".

Or, in other words, if

0= jt H(p¢(x)) = VH(¢e(x)) - (bt(x) = VH(¢e(x)) - F(pe(x)).
Example

> H(p,x) = 3p* + V/(x) for the Newton's equations /
Hamiltonian system

x=p and p=-VV(x).
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Invariant sets

A subset of phase space S C R" is called an invariant set under
the flow ¢, if

¢e(S)C S
for all t € R. It is called positively invariant if this holds for all
t > 0, and negatively invariant if this holds for all t < 0.
Example
» Any level set {H(x) = c} of an invariant quantity H, e.g. the
total energy for Newton's equations.
» Any solution trajectory.

William M Feldman (Utah) MATH 6410 Fall 2024 69 / 82



Invariant sets: 2 X 2 linear system (saddle)

The linear system
d x| _ | —x
d|ly| | vy
The equations are uncoupled so we can solve

t

x(t) = xpe™ " and y(t) = yoe'.

Then every level surface
Xy =¢

in R? is an invariant set.
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Invariant sets: 2 X 2 linear system (saddle)

-

/7

X

Figure: The axes are invariant, but note that no neighborhood of the
origin is positively or negatively invariant.
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Invariant sets: 2 x 2 non-linear saddle

The non-linear system

aly =]

Easy to solve explicitly, solve first equation and then plug into
second
Xoe_t
bt(x0, Yo) = Joet + %g(et ey |

The xg = 0 axis is invariant, and also can check that the set
S = {yo = —x3/3} is also invariant.

Perko, Chapter 2.5, Example 2
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Invariant sets: 2 x 2 non-linear saddle

o

X
/ V

Perko, Chapter 2.5, Figure 4
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Invariant sets: dissipative system

Positive/negative invariant sets naturally arise in dissipative
systems. For example let's consider again the example of a
mass-spring system with damping

i x| v
de | v | —%x—%v )

1
H(v,x) = Emv2 + kx?

The energy

is invariant when p = 0 and is decreasing in time when p > 0. In
particular any sub-level set of the energy is positively invariant

S={(v,x) €R?: H(v,x) <A} for A>0.
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Damped spring

X

Figure: In blue the 7 level set of the energy H(v,x) = 3v2+ 1x%. In
black a solution of the damped mass-spring system started at
(%0, vo) = (1,0).
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Volume distortion by the flow map

One way to measure how trajectories of the ODE system are
converging or diverging is by looking at how volumes change under
the flow map. Recall the change of variables theorem tells us that
for any Q (measurable)

166(Q)] = /Q det(Dase(x))| dx

Using the inequality
IA7H[5, < det(A) < [|Allg,

we can find
e "0l < |:(Q)] < ™.
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Evolution of the Jacobian determinant

To be more precise we need to compute the ODE solved by the
Jacobian determinant of the flow map

J(t,x) = det(Dée(x)).

It turns out, following some computations, that the Jacobian
determinant solves the following ODE IVP

%J(t,x):(divxf)(t,gbt(x))J(t,x) and J(0,x) = 1.
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Evolution of the Jacobian determinant

%J(t,x):(divxf)(t,gbt(x))J(t,x) and J(0,x) = 1.

Remark

If divk(f(t,x)) =0 then J(t,x) =1 and volumes do not change
under the flow. If div(f(t,x)) > 0 then J(t,x) > 1 for all t >0

and volumes are increased under the flow, vice versa for negative
divergence.

Remark

This formula is quite important in basic fluid mechanics. It
explains why divergence free flows, as appear for example in the
incompressible Euler or Navier Stokes equations, are actually
incompressible.
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Evolution of the derivative

Let's compute the ODE for J(t,x). We start with the evolution of

Do (x):

d d
2D01(x) = D(-04(x)

= D(f(t, ¢+(x)))
= DF(t, ¢¢(x)) D (x).

Note that D¢¢(x) solves a linear non-autonomous ODE.
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Derivative of the determinant

Now we need to compute the derivative of the determinant. Start
with the derivative at the identity

det(/ + sB) — det(/)
. :

ds

det(/ + sB) = lim
s=0 s—0

The determinant det(/ 4 sB) is a polynomial in s with zeroth order
term 1 and linear term tr(B)s:

det(/ + sB) = ngn H (i) + SBis(i))
i=1

Thus
det’(/1)(B) = tr(B).
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Derivative of the determinant

Now for the derivative of the determinant at an invertible matrix A

det'(A)B) = L|  det(A+sB) = 2

det(A(l + sA™1B
ds|. s et(A(/ +s )

s=0

= det(A) % det(/ +sA™1B)
s=0

= det(A)tr(A7!B).

So if we are trying to compute the time derivative of an evolving
determinant we can do so by chain rule, called Jacobi’s formula

d , d B . d
adet(A(t)) = det (A(t))(aA(t)) = det(A(t))tr(A 1EA(t)).
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Evolution of the Jacobian determinant

Combining the work on the previous slides

J(t,x) = J(t, x)tr(Do: x) qut(x))

(Do (

tr(Doe(x 1Df(t ¢¢(x))De(x))
(Df(t !
(Df(t

dt )

) >

Jtr(DF(£,6¢(x)) Do (x)Der(x) )
er(DF (£,

)

£,

)

X
t, x
t,x
t,x

»¢e(x)))
(divf)(t, $e(x))-

We used the cyclic property of the trace on the third line.

(
I
I
I
I

)
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