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#### Abstract

A model order reduction method is developed for an operator with a nonempty null-space and applied to numerical solution of a forward multi-frequency eddy current problem using a rational interpolation of the transfer function in the complex plane. The equation is decomposed into the part in the null space of the operator, calculated exactly, and the part orthogonal to it which is approximated on a low-dimensional rational Krylov subspace. For the Maxwell's equations the null space is related to the null space of the curl. The proposed null space correction is related to divergence correction and uses the Helmholtz decomposition. In the case of the finite element discretization with the edge elements, it is accomplished by solving the Poisson equation on the nodal elements of the same grid. To construct the lowdimenensional approximation we adaptively choose the interpolating frequencies, defining the rational Krylov subspace, to reduce the maximal approximation error.


[^0]We prove that in the case of an adaptive choice of shifts, the matrix spanning the approximation subspace can never become rank deficient. The efficiency of the developed approach is demonstrated by applying it to the magnetotelluric problem, which is a geophysical electromagnetic remote sensing method used in mineral, geothermal, and groundwater exploration. Numerical tests show an excellent performance of the proposed methods characterized by a significant reduction of the computational time without a loss of accuracy. The null space correction regularizes the otherwise ill-posed interpolation problem.
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## 1 Introduction

We consider an approximation of the transfer function

$$
\tilde{h}(s)=(\tilde{A}+s \tilde{B})^{-1} \tilde{b}
$$

for real valued symmetric matrices $\tilde{A}, \tilde{B}$. We assume that $\tilde{A}$ is a nonnegative definite matrix and $\tilde{B}$ is a positive definite matrix. The approximation is through a model order reduction (MOR), for which the low dimensional subspace is created using a rational Krylov subspace. In application to the Maxwell's equations, matrix $\tilde{A}$ has a large null space as it arises from a discretization of an operator that has a significant null space related to the null space of the curl. We propose a null space correction method that is based on a decomposition of $\tilde{b}$ into the part in the null space and the part orthogonal to it. The part of the transfer function lying in the null space is calculated exactly. The part orthogonal to the null space is approximated using the model order reduction. This approach regularizes the interpolation problem in the same way as the divergence correction regularizes the calculation of the electromagnetic field at low frequencies by enforcing the differential equation on the null space of the curl [24]. In the considered application this decomposition is performed using the discrete Helmholtz decomposition. The suggested correction is not limited to the considered application and can be applied to any operator with a null space. Traditionally MOR approach has been applied to $\tilde{b}$ not dependent on $s$. In this paper we extend the techniques to the case of $\bar{b}$ dependent on $s$. The developed algorithm adaptively chooses the interpolating shifts, which are added one by one adaptively in a greedy fashion, ie. the new shift is at the maximum of the error indicator, for which we use the relative residual norm. This algorithm allows for a very accurate approximation with a small number of interpolation points. We prove that the matrix spanning the subspace can never become rank deficient and thus the algorithm never fails.

Model order reduction is a powerful technique that allows to reduce the dimensionality of a problem, it is especially efficient when the low dimensional subspace
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is generated using rational Krylov subspaces. This approach has become popular recently and has been used in a variety of contexts $[1-3,9,12-15,27,31-33]$. The efficiency of the method is amplified significantly by an optimal selection of the shifts for generating the rational Krylov subspace. For a particular matrix with uniform spectrum, the problem of selection of the optimal shifts has been investigated in [26, 34, 35]. However, such a selection is not optimal for matrices with non-uniform spectrum. An excellent review of this topic is presented in [17].

A different approach, in which the shifts are added one by one in a greedy fashion, was developed in $[4,6]$. In this approach, the shifts are adapted to the spectrum of the matrix. The authors of [6] consider an adaptive choice of shifts for the approximation of the transfer function using rational Krylov subspaces, with an application to a timedomain electromagnetic geophysical forward problem. This adaptive choice of the shifts was later generalized to non-symmetric matrices [7] and to an approximation of matrix functions other than the transfer function [18]. Numerical simulations in [6, 18] show that the adaptive approach gives better results than the choice of the shifts that do not depend on the spectrum of the operator. Moreover, they demonstrate that the number of required shifts does not increase with the size of the system, and it is not strongly dependent on the spectrum. Those results encourage us to pursue an adaptive choice of the shifts in the current work.

The application under consideration is the forward problem of magnetotellurics (MT) which is a frequency domain electromagnetic remote-sensing geophysical method. It has applications in mineral, geothermal and groundwater exploration. Numerically simulating the scattering of diffusive EM waves from complex threedimensional (3D) structure is a computationally demanding problem [5, 10, 22]. In particular, the scattering response usually needs to be calculated over a broad frequency range. Typically this may be five orders of magnitude or more with frequency sampling of 5-10 base points per decade. Considerable savings in computational time could result if an accurate method of interpolation of responses across a coarser selection of base points is achieved.

In the considered case, the operator has a non-empty null space and the right hand side, $b$, depends on $s$. Moreover, discretization of the curl-curl operator in Maxwell's equations results in a significant null space of the matrix $\tilde{A}$. To deal with this, we propose a method, which we call the null space correction, that enforces the approximation to be exact on the null space. This method regularizes the interpolation problem and allows to reduce the maximum relative error of approximation by two to four orders of magnitude. To evaluate the forward response we use edge element [16, 24, 29] discretization of Maxwell's equations in the frequency domain. In this case the null space correction can be obtained using discrete Helmholtz decomposition. The null space of $\tilde{A}$ is defined using nodal elements on the same mesh, similarly to the divergence correction $[11,24,25,30,36,37,39]$. In the considered application $\tilde{B}$ is a mass matrix in the edge element space weighted with electrical conductivity $\sigma$ and thus is a symmetric positive definite matrix, which makes our situation different from the case of $[8,41]$, where $\tilde{B}=I$. As the error indicator we use the relative residual norm considered in [40]. The efficiency of the developed techniques is higher for larger number of frequencies in MT survey. In our numerical tests, the speedup is 2 times for 30 frequencies.

The paper is organized as follows. In Section 2 we present the theory of the approximation of the transfer function using rational Krylov subspaces. Then we propose the null space correction method. In Section 3 we describe the considered application, present the details of the null space correction, and show how it is related to the divergence correction. In Section 4 we present an algorithm for an adaptive choice of shifts using the relative residual norm and we prove that this algorithm can never fail. In Section 5 we show the results of numerical simulations.

## 2 Theory

### 2.1 The model order reduction

We are interested in an approximation of the expression

$$
\begin{equation*}
\tilde{h}(s)=(\tilde{A}+s \tilde{B})^{-1} \tilde{b} \tag{1}
\end{equation*}
$$

A reader interested in seeing an example of a practical problem where (1) arises is encouraged to read Section 3.1, which can be read independently. The section describes an electromagnetic geophysical sounding called magnetotellurics where the discretized matrix has a significant null space related to the null space of the curl.

The shift $s=\mathrm{i} \omega$ is chosen for a finite number of frequencies $\omega$. In magnetotellurics, those frequencies are usually log-uniformly distributed in an interval [ $\left.\omega_{\min }, \omega_{\max }\right]$. We consider $\tilde{b}$ dependent on $s$ and complex valued. We assume that matrix $\tilde{A}$, is $N \times N$, real valued, symmetric, nonnegative definite, with a non trivial null space. Matrix $\tilde{B}$, is assumed to be $N \times N$, real valued, symmetric, positive definite.

We consider an approximation of Eq. 1 using model order reduction method and rational Krylov subspaces [1-3, 6, 8, 9, 12-15, 20, 27, 31-33, 41].

Let us start with the equation satisfied by $\tilde{h}$ :

$$
\begin{equation*}
(\tilde{A}+s \tilde{B}) \tilde{h}=\tilde{b} \tag{2}
\end{equation*}
$$

Consider $\tilde{V}$, which is an $N \times n$ matrix $(n \ll N)$ whose columns span the space

$$
\begin{equation*}
\operatorname{colsp}(\tilde{V})=\operatorname{span}\left\{\left(\tilde{A}+s_{1} \tilde{B}\right)^{-1} \tilde{b},\left(\tilde{A}+s_{2} \tilde{B}\right)^{-1} \tilde{b}, \ldots,\left(\tilde{A}+s_{n} \tilde{B}\right)^{-1} \tilde{b}\right\} \tag{3}
\end{equation*}
$$

for some chosen complex values $s_{1}, \ldots, s_{n}$, which satisfy

$$
\begin{equation*}
s_{i} \neq s_{j} \text { if } i \neq j \tag{4}
\end{equation*}
$$

As $\tilde{A}$ is nonnegative definite and $\tilde{B}$ is positive definite, eigenvalues of $\tilde{B}^{-\frac{1}{2}} \tilde{A} \tilde{B}^{-\frac{1}{2}}$ are in $[0, \infty)$. Thus, in order for the Eq. 1 to have a solution, we assume that

$$
\begin{equation*}
s, s_{j} \notin(-\infty, 0] \tag{5}
\end{equation*}
$$

We consider an approximation of the solution of Eq. 2 by a vector in $\operatorname{colsp}(\tilde{V})$, namely $\tilde{h}_{\tilde{V}}=\tilde{V} \beta$, for $\beta \in \mathbb{C}^{n}$ and make the residual orthogonal to $\operatorname{colsp}(\tilde{V})$. This results in an equation for $\beta$ :

$$
\begin{equation*}
\tilde{V}^{*}(\tilde{A}+s \tilde{B})(\tilde{V} \beta)=\tilde{V}^{*} \tilde{b} \tag{6}
\end{equation*}
$$
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Theorem 1 below states the conditions when the equation has a unique solution.

$$
\begin{equation*}
\tilde{h}_{\tilde{V}}(s)=\tilde{V}\left(\tilde{V}^{*}(\tilde{A}+s \tilde{B}) \tilde{V}\right)^{-1} \tilde{V}^{*} \tilde{b} \tag{7}
\end{equation*}
$$

As $n \ll N$, Eq. 6 is much easier to solve than Eq. 2. In a simplest case $s_{j}=\mathrm{i} \omega_{j}$, for $\omega_{j} \in\left[\omega_{\min }, \omega_{\max }\right]$. In this case $\omega_{1}, \ldots, \omega_{n}$ may be called interpolating frequencies and $s_{1}, \ldots, s_{n}$ may be called interpolating shifts as the following theorem holds:

Theorem 1 If the matrix $\tilde{V}$ satisfying Eq. 3 is full rank, then for $s \in \mathbb{C}$, the solution to Eq. 6 exists and is unique. Moreover,

$$
\begin{equation*}
\tilde{h}_{\tilde{V}}\left(s_{j}\right)=\tilde{h}\left(s_{j}\right), \quad j=1, \ldots, n \tag{8}
\end{equation*}
$$

Proof First we show that the matrix in Eq. 6 is not singular. Indeed

$$
\tilde{V}^{*}(\tilde{A}+s \tilde{B}) \tilde{V}=\tilde{V}^{*} \tilde{A} \tilde{V}+s \tilde{V}^{*} \tilde{B} \tilde{V}=A_{1}+s B_{1}
$$

As $\tilde{V}$ is full rank and $\tilde{A}$ is symmetric nonnegative definite, $A_{1}$ is hermitian, nonnegative definite. Similarly as $\tilde{B}$ is symmetric positive definite, $B_{1}$ is hermitian positive definite. Thus the matrix may be written as:

$$
A_{1}+s B_{1}=B_{1}^{\frac{1}{2}}\left(B_{1}^{-\frac{1}{2}} A_{1} B_{1}^{-\frac{1}{2}}+s I\right) B_{1}^{\frac{1}{2}}
$$

with $B_{1}^{\frac{1}{2}}$ symmetric, invertible. Matrix $B_{1}^{-\frac{1}{2}} A_{1} B_{1}^{-\frac{1}{2}}$ is hermitian, nonnegative definite, so it has real, nonnegative eigenvalues $a_{1}, \ldots, a_{n}$. As a result the eigenvalues of $B_{1}^{-\frac{1}{2}} A_{1} B_{1}^{-\frac{1}{2}}+s I$ are $a_{1}+s, \ldots, a_{n}+s$. With the assumption (5) that $s \notin(-\infty, 0]$, none of the eigenvalues $a_{i}+s$ can be equal to zero, thus matrix $B_{1}^{-\frac{1}{2}} A_{1} B_{1}^{-\frac{1}{2}}+s I$ is invertible and so is $A_{1}+s B_{1}$ as a product of invertible matrices. We have proven that Eq. 6 has a unique solution.

Next notice that because of Eq. 3, for each $j$, there is $\beta_{j}$ such that

$$
\tilde{V} \beta_{j}=\left(\tilde{A}+s_{j} \tilde{B}\right)^{-1} \tilde{b}
$$

Thus $\beta_{j}$ satisfies Eq. 6 for $s=s_{j}$. This implies

$$
\begin{equation*}
\tilde{h}_{\tilde{V}}\left(s_{j}\right)=\tilde{V} \beta_{j}=\left(\tilde{A}+s_{j} \tilde{B}\right)^{-1} \tilde{b}=\tilde{h}\left(s_{j}\right) \tag{9}
\end{equation*}
$$

We prove in Section 4.1 that if an adaptive algorithm is used, then matrix $\tilde{V}$ can never become rank deficient.
2.2 A relationship with $(A+s I)^{-1} b$

Let us relate our problem to the situation when $\tilde{B}$ is an identity matrix $I$. We define

$$
\begin{equation*}
A=\tilde{B}^{-\frac{1}{2}} \tilde{A} \tilde{B}^{-\frac{1}{2}}, \quad b=\tilde{B}^{-\frac{1}{2}} \tilde{b}, \quad h(s)=(A+s I)^{-1} b \tag{10}
\end{equation*}
$$

and rewrite $\tilde{h}(s)$ as

$$
\tilde{h}(s)=(\tilde{A}+s \tilde{B})^{-1} \tilde{b}=\tilde{B}^{-\frac{1}{2}}(A+s I)^{-1} b=\tilde{B}^{-\frac{1}{2}} h(s)
$$

Moreover, for a matrix $V$ defined as $V=\tilde{B}^{\frac{1}{2}} \tilde{V}$,

$$
\begin{equation*}
\operatorname{colsp}(V)=\operatorname{span}\left\{\left(A+s_{1} I\right)^{-1} b,\left(A+s_{2} I\right)^{-1} b, \ldots,\left(A+s_{n} I\right)^{-1} b\right\} \tag{12}
\end{equation*}
$$

Notice that a particular form of $\tilde{V}$ does not matter, as long as Eq. 3 is satisfied. So to make the presentation easier, we will assume that columns of $V$ are orthonormal. With this assumption we obtain

$$
\begin{equation*}
\tilde{V}^{*} \tilde{A} \tilde{V}=V^{*} A V, \quad \tilde{V}^{*} \tilde{B} \tilde{V}=V^{*} V=I \tag{13}
\end{equation*}
$$

and
$\tilde{h}_{\tilde{V}}(s)=\tilde{V}\left(\tilde{V}^{*}(\tilde{A}+s \tilde{B}) \tilde{V}\right)^{-1} \tilde{V}^{*} \tilde{b}=\tilde{B}^{-\frac{1}{2}} V\left(V^{*}(A+s I) V\right)^{-1} V^{*} b=\tilde{B}^{-\frac{1}{2}} h_{V}(s)$
Combining Eqs. 11 and 14 together allows us to relate the error of approximation of $\tilde{h}(s)$ to the error of approximation $h(s)$ :

$$
\begin{equation*}
\tilde{h}(s)-\tilde{h}_{\tilde{V}}(s)=\tilde{B}^{-\frac{1}{2}}\left(h(s)-h_{V}(s)\right) \tag{15}
\end{equation*}
$$

Consider a diagonalization of $A$ :

$$
\begin{equation*}
A=U \Lambda U^{*} \tag{16}
\end{equation*}
$$

where $\Lambda$ is a diagonal matrix with eigenvalues $\lambda_{k}$ as entries and columns of $U$ are eigenvectors $u_{k}$. With this notation, we write $h(s)$ as a vector valued function:

$$
\begin{equation*}
h(s)=(A+s I)^{-1} b=\sum_{k=1}^{N} \frac{u_{k}\left(u_{k}^{*} b\right)}{\lambda_{k}+s} \tag{17}
\end{equation*}
$$

For $b=b(s)$ analytic, $h(s)$ is an analytic function of $s$. This analytic function is approximated by $h_{V}(s)$ :

$$
\begin{equation*}
h_{V}(s)=V\left(V^{*} A V+s I\right)^{-1} V^{*} b=\sum_{j=1}^{n} \frac{V \gamma_{j}\left(\gamma_{j}^{*} V^{*} b\right)}{\hat{\lambda}_{j}+s} \tag{18}
\end{equation*}
$$

where $\hat{\lambda}_{j}$ and $\gamma_{j}$ are eigenvalues and eigenvectors of $V^{*} A V$. We are approximating an analytic function, with singularities at $s=-\lambda_{j}$, by a function with a similar structure, having singularities at $s=-\hat{\lambda}_{k}$.

Intuitively the approximation (18) will be good if $\hat{\lambda}_{j}, V \gamma_{j} j=1, \ldots, n$ approximate $\lambda_{k}, u_{k}, k=1, \ldots, N$ for $k$ such that $u_{k}^{*} b \neq 0$. Yet the quality of this approximation depends on the choice of $V$, which in turn depends on the choice of the interpolating shifts $\left(s_{j}\right)_{j=1}^{n}$. In this paper we consider an algorithm for choosing shifts $\left(s_{j}\right)_{j=1}^{n}$ in an optimal way, adapting them to the part of the spectrum of $A$ for which $u_{k}^{*} b \neq 0$.
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### 2.3 The null space correction

In this section, we present an analysis of the situation when the hermitian matrix $A$ has a nontrivial nullspace and we propose an algorithm that, in the case of $b$ not orthogonal to the null space, leads to a significant improvement in the accuracy of the approximation.

The main idea is based on the theorem below:
Theorem 2 The transfer function may be represented as a sum of the part $\tilde{h}_{\tilde{K}}(s)$ in the null space of $\tilde{A}$ and the part $\tilde{h}_{\tilde{W}}(s)$ orthogonal to it:

$$
\begin{equation*}
\tilde{h}(s)=\tilde{h}_{\tilde{K}}(s)+\tilde{h}_{\tilde{W}}(s)=\frac{1}{s}\left(\tilde{K}^{*} \tilde{B} \tilde{K}\right)^{-1} \tilde{K}^{*} \tilde{b}+(\tilde{A}+s \tilde{B})^{-1} \tilde{b}_{\tilde{W}} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{b}_{\tilde{W}}=\tilde{b}-\tilde{B} \tilde{K}\left(\tilde{K}^{*} \tilde{B} \tilde{K}\right)^{-1} \tilde{K}^{*} \tilde{b} \tag{20}
\end{equation*}
$$

and the columns of matrix $\tilde{K}$ are a basis of the null space of $\tilde{A}$ :

$$
\begin{equation*}
\operatorname{colsp}(\tilde{K})=\operatorname{null}(\tilde{A}) \tag{21}
\end{equation*}
$$

We propose to construct an approximation to $\tilde{h}(s)$ as

$$
\begin{equation*}
\tilde{h}(s) \approx \tilde{h}_{\tilde{W}, \tilde{V}}(s)+\tilde{h}_{\tilde{K}}(s) \tag{22}
\end{equation*}
$$

where $\tilde{h}_{\tilde{K}}(s)$ is calculated exactly and $\tilde{h}_{\tilde{W}, \tilde{V}}(s)$ is a model order reduction approximation to $\tilde{h}_{\tilde{W}}(s)$.

Proof of Theorem 2 It is easier to express the essence of the decomposition using the system scaled by $\tilde{B}^{\frac{1}{2}}$. Let

$$
\begin{equation*}
K=\tilde{B}^{\frac{1}{2}} \tilde{K} \tag{23}
\end{equation*}
$$

With this notation, we have

$$
\begin{equation*}
\operatorname{colsp}(K)=\operatorname{null}(A) \tag{24}
\end{equation*}
$$

Take a matrix $W$, whose columns are an orthonormal basis of the range of $A$.

$$
\left[\begin{array}{ll}
K & W
\end{array}\right]^{*}\left[\begin{array}{ll}
K & W
\end{array}\right]=\left[\begin{array}{cc}
K^{*} K & 0  \tag{25}\\
0 & I
\end{array}\right]
$$

Consider a representation of $h$ in the basis of columns of $K$ and $W$ :

$$
h=\left[\begin{array}{ll}
K & W
\end{array}\right]\left[\begin{array}{c}
\alpha_{K}  \tag{26}\\
\alpha_{W}
\end{array}\right]=K \alpha_{K}+W \alpha_{W}=h_{K}+h_{W}
$$

Using this decomposition, one can rewrite the equation

$$
\begin{equation*}
(A+s I) h=b \tag{27}
\end{equation*}
$$

as

$$
\left\{\begin{array}{l}
W^{*}(A+s I)\left(K \alpha_{K}+W \alpha_{W}\right)=W^{*} b \\
K^{*}(A+s I)\left(K \alpha_{K}+W \alpha_{W}\right)=K^{*} b
\end{array}\right.
$$

which is equivalent to two uncoupled equations for $\alpha_{W}$ and $\alpha_{K}$ :

$$
\left\{\begin{align*}
\left(W^{*} A W+s I\right) \alpha_{W} & =W^{*} b  \tag{28}\\
s\left(K^{*} K\right) \alpha_{K} & =K^{*} b
\end{align*}\right.
$$

If $b$ is orthogonal to the null space of $A$, in which case $K^{*} b=0$, then $\alpha_{K}=0$ and thus:

$$
h(s)=(A+s I)^{-1} b=W\left(W^{*} A W+s I\right)^{-1} W^{*} b
$$

In this case one could modify the matrix eigenvalues on the null space of $A$ in an arbitrary way, and $h$ would be the same. This explains that if $b \perp \operatorname{null}(A)$, then the situation is as if matrix $A$ had a trivial null space.

Let us focus on the situation when $b$ is not orthogonal to the null space of $A$. One can solve the second equation in Eq. 28 obtaining

$$
\begin{equation*}
h_{K}(s)=K \alpha_{K}=\frac{1}{s} K\left(K^{*} K\right)^{-1} K^{*} b \tag{29}
\end{equation*}
$$

Finding $h_{W}$ may be done by solving the first equation in Eq. 28, or equivalently by solving the original Eq. 27 with a modified right hand side, consisting only of the component $b_{W}$ in the range of $A$ :

$$
\begin{equation*}
(A+s I) h_{W}=b_{W} \tag{30}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{W}=b-K\left(K^{*} K\right)^{-1} K^{*} b \tag{31}
\end{equation*}
$$

One obtains the hypothesis by using the scaling by $\tilde{B}^{\frac{1}{2}}$ of Eqs. 23 and 10 and defining:

$$
\begin{equation*}
\tilde{b}_{\tilde{W}}=\tilde{B}^{\frac{1}{2}} b_{W}, \quad \tilde{b}_{\tilde{K}}=\tilde{B}^{\frac{1}{2}} b_{K}, \quad \tilde{h}_{\tilde{K}}=\tilde{B}^{-\frac{1}{2}} h_{K}, \quad \tilde{h}_{\tilde{W}}=\tilde{B}^{-\frac{1}{2}} h_{W}, \quad \tilde{W}=\tilde{B}^{-\frac{1}{2}} W \tag{32}
\end{equation*}
$$

Notice that with those definitions, $\operatorname{colsp}(\tilde{B} \tilde{W})$ is the range of $\tilde{A}$ and the orthogonality is in the $\tilde{B}$ or $\tilde{B}^{-1}$ weighted inner product:

$$
\begin{equation*}
0=K^{*} W=\tilde{K}^{*} \tilde{B} \tilde{W}, \quad 0=h_{W}^{*} h_{K}=\tilde{h}_{\tilde{W}}^{*} \tilde{B} \tilde{h}_{\tilde{K}}, \quad 0=b_{W}^{*} b_{K}=\tilde{b}_{\tilde{W}}^{*} \tilde{B}^{-1} \tilde{b}_{\tilde{K}} \tag{33}
\end{equation*}
$$

This completes the proof of Theorem 2.
The proposed method is especially efficient when the representation of the null space allows for a sparse $\tilde{K}^{*} \tilde{B} \tilde{K}$ which is possible in the considered application. The details are presented in Section 3.2.

Notice that an algorithm that uses the null-space correction, gives a better approximation of $\tilde{h}(s)$ than an algorithm without the correction. Since $\tilde{h}_{K}$ is calculated exactly, the model order reduction has to deal with a simpler problem. The location of interpolation frequencies used for approximation of $\tilde{h}_{\tilde{W}}(s)$ need to adapt to a smaller interval (not containing 0 ) than in the case of $\tilde{h}(s)$.

The null space correction may be applied also in a situation of $b$ not dependent on $s$. In this case it follows from Eq. 29 that the null space part satisfies $h_{K}(s)=$ $\frac{1}{s} h_{K}(1)$. So it is enough to calculate $h_{K}(1)$, and to scale it to get the value of $h_{K}(s)$
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for any other $s$. As a result, application of the null space correction in this case is numerically very inexpensive. However, as we show in the numerical section, this method adds numerical stability to the algorithm reducing the error of approximation to a smaller value by at least four orders of magnitude. Yet initially the speed of reducing the error as the shifts are added is similar to the algorithm without the null space correction. The reason is that $h_{K}(s)=\frac{1}{s} h_{K}(1)$, so the advantage of using the null space correction is comparable to having only one vector added to $V$, the vector $h_{K}(1)$. In the case of $b$ dependent on $s$, the null space part $h_{K}(s)$ is not contained in a one dimensional space, so the advantage of applying the proposed null space correction method is much more pronounced even at initial iteration steps. At each step of the iteration, it reduces the relative error of approximation by two orders of magnitude (see Section 5). The proposed null space correction method is related to divergence correction [11, 24, 30, 36, 37, 39] which provides regularization to the ill-posed forward problem (see Section 3.2).

Notice that the null space correction modifies the original problem of solving (27) into a problem of solving Eq. 30. This modified problem may be solved by the same method as the original problem. Thus any method of solving the original problem may be enhanced with the null space correction, making it faster and more numerically stable (see Section 5 for numerical results supporting this claim). This would work for any operator $\tilde{A}$ in Eq. 1 having a null space.

### 2.4 The magnitude of the source term

In the application to magnetotelluric problem considered later, Eq. 1 comes from a discretization of Maxwell's equation. The source in this equation is due to a plane wave going downwards. The strength of the source term does not matter as the response of the forward problem is a ratio of the electric and magnetic fields. Thus one can define any magnitude of the source $\tilde{b}$ as a function of $s$. The theorem below says that for the model order reduction with rational Krylov subspaces, the magnitude of the source term plays no role. The relative error of the approximation will be the same, no matter what magnitude is chosen.

Theorem 3 Let a be any scalar function defined in $I$, such that a $(s) \neq 0$ for $s \in I$.
For any vector valued function $b(s), s \in I$, define

$$
\breve{b}(s)=b(s) a(s)
$$

Consider $h(s)$ and $\breve{h}(s)$ satisfying

$$
\begin{aligned}
& (A+s I) h(s)=b(s) \\
& (A+s I) \breve{h}(s)=\breve{b}(s)
\end{aligned}
$$

For any distinct interpolating shifts $\left(s_{j}\right)_{j=1}^{n}$, let $V$ and $\breve{V}$ be defined as

$$
\begin{aligned}
& \operatorname{colsp}(V)=\operatorname{span}\left\{h\left(s_{j}\right): j=1, \ldots, n\right\} \\
& \operatorname{colsp}(\breve{V})=\operatorname{span}\left\{\breve{h}\left(s_{j}\right): j=1, \ldots, n\right\}
\end{aligned}
$$

Model order reduction approximation is defined in a natural way as

$$
\begin{aligned}
& h_{V}(s)=V \alpha, \text { where } V^{*}(A+s I) V \alpha=V^{*} b(s) \\
& \breve{h}_{\breve{V}}(s)=\breve{V} \breve{\alpha}, \text { where } \breve{V}^{*}(A+s I) \breve{V} \breve{\alpha}=\breve{V}^{*} \breve{b}(s)
\end{aligned}
$$

Then the relative errors of approximation of $\breve{h}(s)$ by $\breve{h_{V}}(s)$ and $h(s)$ by $h_{V}(s)$ are the same

$$
\begin{equation*}
\frac{\|\breve{h} \breve{V}(s)-\breve{h}(s)\|}{\|\breve{h}(s)\|}=\frac{\left\|h_{V}(s)-h(s)\right\|}{\|h(s)\|} \tag{34}
\end{equation*}
$$

Proof Using the definition of $h(s)$ and $\breve{h}(s)$, we obtain immediately that

$$
\begin{equation*}
\breve{h}(s)=h(s) a(s) \tag{35}
\end{equation*}
$$

This, together with the definition of $V$ and $\breve{V}$ implies

$$
\begin{equation*}
\operatorname{colsp}\{V\}=\operatorname{colsp}\{\breve{V}\} \tag{36}
\end{equation*}
$$

which results in

$$
\begin{equation*}
\breve{h}_{\check{V}}(s)=h_{V}(s) a(s) \tag{37}
\end{equation*}
$$

Relationship (34) is an immediate consequence.

## 3 Application to low frequency Maxwell's equations

### 3.1 A formulation of the magnetotelluic problem

We consider the forward magnetotelluric problem using edge elements' discretization [24, 25]. Assume that a domain $\Omega$ includes the air and the earth's subsurface with the earth's surface having non flat topography. In order to calculate the MT response due to an arbitrary 3D conductivity structure $\sigma>0$ we consider the edge finite element discretization of the equation for the secondary electric field $E$.

The solution space for the unknown electric field is defined as

$$
\begin{equation*}
\mathcal{H}_{0}(\nabla \times, \Omega)=\left\{F: \Omega \rightarrow \mathbb{C}^{3}, \int_{\Omega}\left(|F|^{2}+|\nabla \times F|^{2}\right)<\infty, n \times\left. F\right|_{\partial \Omega}=0\right\} \tag{38}
\end{equation*}
$$

Consider Maxwell's equations in the frequency domain for a low frequency $\omega$, where the term $\mathrm{i} \omega \epsilon$, related to the displacement current, is neglected. We denote the angular frequency by $\omega$, the magnetic permeability by $\mu$, and permittivity by $\epsilon$. Most of the developed methods may be adapted to the case when the term $\mathrm{i} \omega \epsilon$ is present. The weak formulation of the problem for the secondary field $E$ has the following form:

$$
\begin{equation*}
\int_{\Omega} \frac{1}{\mu} \nabla \times E \cdot \nabla \times F+\mathrm{i} \omega \int_{\Omega} \sigma E \cdot F=\int_{\Omega}-\mathrm{i} \omega\left(\sigma-\sigma^{p}\right) E^{p} \cdot F \tag{39}
\end{equation*}
$$

for $E, F \in \mathcal{H}_{0}(\nabla \times, \Omega)$. The source term in Eq. 39 depends on the primary electric field $E^{p}$, which is a plane wave traveling in the medium of conductivity $\sigma_{p}$ of a 1D earth. The conductivity $\sigma>0$ is an arbitrary function of position in the 3D domain, with the assumption that $\sigma \approx \sigma_{p}$ close to the domain boundaries.
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The electric field in $\Omega$ is represented as a linear combination of the edge shape

$$
\begin{equation*}
E=\sum_{i=1}^{N} \xi_{i} S_{i} \tag{40}
\end{equation*}
$$

where $i=1, \ldots, N$ are the indices of the edges that do not lie on the boundary. By substituting this to Eq. 39 and using $S_{j}$ as test functions, one obtains a linear system

$$
\begin{gather*}
(\tilde{A}+\mathrm{i} \omega \tilde{B}) \xi=g  \tag{41}\\
\tilde{A}_{j, k}=\int_{\Omega} \frac{1}{\mu} \nabla \times S_{j} \cdot \nabla \times S_{k}, \quad \tilde{B}_{j, k}=\int_{\Omega} \sigma S_{j} \cdot S_{k}  \tag{42}\\
g_{j}=g_{j}(\omega, \sigma)=\int_{\Omega}-\mathrm{i} \omega\left(\sigma-\sigma^{p}\right) E^{p} \cdot S_{j} \tag{43}
\end{gather*}
$$

Notice that $\tilde{A}$ is a real valued, symmetric, nonnegative definite matrix, with a significant null space related to the null space of the curl. As we assume that $\sigma>0$ everywhere in the domain, matrix $\tilde{B}$ is real valued symmetric, positive definite. The right hand side $g$ is complex valued and setting the magnitude of $E^{p}$ to 1 at the earth's surface, results in $g$ being an analytic function of $\omega$.

The secondary magnetic field $H$ is calculated as

$$
\begin{equation*}
H=\frac{-\nabla \times E}{i \omega \mu} \tag{44}
\end{equation*}
$$

The total field $E^{t}, H^{t}$ is a sum of the secondary and primary fields:

$$
\begin{equation*}
E^{t}=E+E^{p}, \quad H^{t}=H+H^{p} \tag{45}
\end{equation*}
$$

The MT response is obtained by finding the impedance $Z$ and the tipper $K$ such that

$$
\left[\begin{array}{c}
E_{x}^{t}  \tag{46}\\
E_{y}^{t} \\
H_{z}^{t}
\end{array}\right]=\left[\begin{array}{cc}
Z_{x x} & Z_{x y} \\
Z_{y z} & Z_{y y} \\
K_{z x} & K_{z y}
\end{array}\right]\left[\begin{array}{c}
H_{x}^{t} \\
H_{y}^{t}
\end{array}\right]
$$

is satisfied no matter what the polarization of the primary $\left(E^{p}, H^{p}\right)$ plane wave is. Notice also that, simplifying a little, one can interpret the magnetotelluric response $Z, K$ as a ratio of the fields. It does not depend on the magnitude of the plane wave $E_{p}$ used to calculate the fields (compare with Theorem 3).

The numerical tests are done using the lowest order edge hexahedral discretization, however, all the developed methods may be applied to the tetrahedral mesh or higher order edge elements.

The values of the field at a receiver positioned at an arbitrary location $\mathbf{r}$ with respect to the element edges can be approximated via appropriate interpolation. Let $\mathbf{r}$ be inside an element with edges $e_{1}, \ldots, e_{12}$. Then field $E$ at the location $\mathbf{r}$ is given by

$$
E(\mathbf{r})=\sum_{l=1}^{12} S_{e_{l}}(\mathbf{r}) \xi_{e_{l}}=\left[\begin{array}{c}
\left(v_{x}^{E}\right)^{T} \xi  \tag{47}\\
\left(v_{y}^{E}\right)^{T} \xi \\
\left(v_{z}^{E}\right)^{T} \xi
\end{array}\right]
$$

Here $v_{x}^{E}, v_{y}^{E}, v_{z}^{E}$ contain interpolation vectors with at most 12 non-zero values corresponding to $x, y$ and $z$ components of the edge shape functions $S_{e_{1}}(\mathbf{r}), \ldots, S_{e_{12}}(\mathbf{r})$.

Similarly, the secondary magnetic field $H(\mathbf{r})$, calculated using Eq. 44 at the location $\mathbf{r}$, is given by

$$
H(\mathbf{r})=\sum_{l=1}^{12} \frac{\nabla \times S_{e_{l}}(\mathbf{r})}{-i \omega \mu} \xi_{e_{l}}=\frac{1}{i \omega}\left[\begin{array}{c}
\left(v_{x}^{H}\right)^{T} \xi  \tag{48}\\
\left(v_{y}^{H}\right)^{T} \xi \\
\left(v_{z}^{H}\right)^{T} \xi
\end{array}\right]
$$

This time the only non zero values of $v_{x}^{H}, v_{y}^{H}, v_{z}^{H}$ are $x, y$ and $z$ components of

$$
\left(\frac{\nabla \times S_{e_{1}}(\mathbf{r})}{-\mu}, \ldots, \frac{\nabla \times S_{e_{12}}(\mathbf{r})}{-\mu}\right)
$$

As a result each component of the secondary electric and magnetic fields $E, H$ at a specific receiver location may be represented using

$$
\begin{equation*}
v^{T} \xi=v^{T}\left[(\tilde{A}+\mathrm{i} \omega \tilde{B})^{-1} g\right] \tag{49}
\end{equation*}
$$

where $v$ is a real valued vector, $g=g(\omega)$ is complex valued and $g(\omega)$ should be changed to $\frac{g}{\mathrm{i} \omega}$ in the case of $H$. The calculation is done in such a way that the quantity in square brackets is evaluated first and then it is multiplied by $v^{T}$. This gives us the values of the electric and magnetic secondary fields at a receiver location, which is sufficient to calculate the MT response at this location.

Magnetotelluric response $Z, K$ is a smooth function of frequency, so it may be efficiently interpolated between frequencies. Such an interpolation has been considered in the literature [38]. In Fig. 1 we present values of $Z_{x x}$ in the complex plane when the frequency is changed. One can see that $Z_{x x}$ is a quite complicated function of frequency, so that the piecewise linear or high order polynomial interpolation is not accurate enough. Rational interpolation through the model order reduction, which is the topic of the current paper, gives a more accurate approximation.

Remark 1 Another advantage of using an interpolation based on the model order reduction is its independence on the magnitude of the source term in Eq. 39. Using a reasoning similar to the one in the proof of Theorem 3, one can show that if in the formulas for numerical approximation of electric (47) and magnetic (48) fields, we

Fig. $1 Z_{x x}$ in the complex plane for the model considered in Section 5 for 31 frequencies log-uniformly distributed in the interval $[1 \mathrm{~Hz}, 1000 \mathrm{~Hz}]$. True values are shown together with the high order polynomial, piecewise linear and model order reduction interpolation. Every third value (shown by green cirlces) is used as an interpolation point
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use approximation $\tilde{h}_{\tilde{V}}(\mathrm{i} \omega)$ instead of $\xi$, then the values of $Z, K$ do not depend on the magnitude of $\tilde{b}$.

### 3.2 Null space of $\boldsymbol{A}$ and divergence correction

The proposed approach is very efficient when the representation of the null space allows $\tilde{K}^{*} \tilde{B} \tilde{K}$ to be sparse. This is true in the considered application as the null space of the curl $\nabla \times$ is the range of the gradient $\nabla$.

Let $\mathcal{H}_{0}^{1, h}(\Omega)$ be a space spanned by the nodal shape functions on the same mesh as is used for edge element approximation of the electric field $E$ with Eq. 39. The null space of $\tilde{A}$, which is the null space of the curl operator $\nabla \times$, is the range of the gradient operator $\nabla$ acting on $\mathcal{H}_{0}^{1, h}(\Omega)$ (see Appendix B in [16]). To explain this more precisely, let $\varphi$ be a scalar field defined at the vertices inside the domain $\Omega(\varphi=0$ on $\partial \Omega), \varphi \in \mathcal{H}_{0}^{1, h}(\Omega)$. Then $\nabla \varphi$ is defined at the edges of the mesh of $\Omega$. Let edge $e$ point from vertex $v_{1}$ to vertex $v_{2}$, then the operator $\nabla$ acts on $\varphi$ in such a way, that

$$
(\nabla \varphi)(e)=\varphi\left(v_{2}\right)-\varphi\left(v_{1}\right)
$$

Let $N_{v}$ be the number of vertices inside $\Omega$ and let $\left(\psi_{j}\right)_{j=1}^{N_{v}}$ be nodal shape functions. We define $\tilde{K}$ as a matrix with entries $1,-1$ such that for $\varphi=\sum_{j=1}^{N_{v}} \eta_{j} \psi_{j}$

$$
\begin{equation*}
\left((\nabla \varphi)\left(e_{k}\right)\right)_{k=1}^{N}=\tilde{K} \eta \tag{50}
\end{equation*}
$$

Notice that, using Eq. 23

$$
\begin{equation*}
K^{*} K=\tilde{K}^{*} \tilde{B} \tilde{K}=\left[\int_{\Omega} \sigma \nabla \psi_{i} \cdot \nabla \psi_{j}\right]_{i, j=1}^{N_{v}} \tag{51}
\end{equation*}
$$

Thus finding $\left(K^{*} K\right)^{-1} K^{*} b=\left(\tilde{K}^{*} \tilde{B} \tilde{K}\right)^{-1} \tilde{K}^{*} \tilde{b}$, which is needed to obtain $b_{W}$ of Eq. 31, requires to solve the Poisson equation with $\sigma$ as the coefficient (see Eq. 53 below). Matrix (51) is real valued. Moreover the number of vertices $N_{v}$ is more than three times less than the number of edges $N$, so finding $\left(K^{*} K\right)^{-1} K^{*} b$ is more than 10 times faster than evaluating $\tilde{h}(s)$ for one value of $s$.

The procedure above is strongly related to divergence correction [11, 24, 30, 36, 37, 39]. Consider Sobolev spaces defined below:

$$
\begin{align*}
& \mathcal{H}_{0}^{1}(\Omega)=\left\{\psi: \Omega \rightarrow \mathbb{C}, \int_{\Omega}\left(|\psi|^{2}+|\nabla \psi|^{2}\right)<\infty,\left.\psi\right|_{\partial \Omega}=0\right\} \\
& R(\nabla)=\left\{\nabla \psi, \psi \in \mathcal{H}_{0}^{1}(\Omega)\right\}  \tag{52}\\
& R(\nabla)^{\perp_{\sigma}}=\left\{F \in \mathcal{H}_{0}(\nabla \times, \Omega), \int_{\Omega} \sigma F \cdot \nabla \psi=0 \quad \forall \psi \in \mathcal{H}_{0}^{1}(\Omega)\right\}
\end{align*}
$$

If an error $\nabla \varphi, \varphi \in \mathcal{H}_{0}^{1}$, is added to $E$, only the second term in Eq. 39 is affected. As a result if $\varphi$ is non-zero only in a region where $\sigma$ is small, then the change in the residual will be small, especially for low frequency $\omega$. This shows that the residual is not sensitive to perturbing the electric field by a potential field in regions of low conductivity $\sigma$. Thus the calculation of $E$ is an ill-posed problem. A regularization is provided by the divergence correction which corrects the value of the obtained field on the null space of the curl.

The null-space correction we propose, is analogous to the divergence correction. It calculates the values of the field on the null space exactly, interpolating only the part orthogonal to the null space. In this way, it provides a regularization to the ill-posed interpolation problem.

Using the Helmholtz decomposition, Eq. 39 for the electric field $E$ can be decomposed into two uncoupled equations [24]

$$
\begin{array}{r}
\int_{\Omega} \frac{1}{\mu} \nabla \times E_{\perp} \cdot \nabla \times F_{\perp}+\mathrm{i} \omega \int_{\Omega} \sigma E_{\perp} \cdot F_{\perp}=\int_{\Omega}-\mathrm{i} \omega\left(\sigma-\sigma^{p}\right) E^{p} \cdot F_{\perp}  \tag{53}\\
\mathrm{i} \omega \int_{\Omega} \sigma \nabla \varphi_{E} \cdot \nabla \psi=\int_{\Omega}-\mathrm{i} \omega\left(\sigma-\sigma^{p}\right) E^{p} \cdot \nabla \psi
\end{array}
$$

where the test functions in Eq. 53 are $F_{\perp} \in R(\nabla)^{\perp_{\sigma}}, \psi \in \mathcal{H}_{0}^{1}(\Omega)$. The representation of the electric field $E$ as $E=E_{\perp}+\nabla \varphi_{E}$ is the Helmholtz decomposition into the part in the null space of the curl: $\nabla \varphi_{E} \in R(\nabla)=N(\nabla \times)$ for $\varphi_{E} \in \mathcal{H}_{0}^{1}(\Omega)$, and the part orthogonal to it $E_{\perp} \in R(\nabla)^{\perp_{\sigma}}$.

Enforcing $E$ to satisfy the second equation in Eq. 53 is called divergence correction. Using the discrete space of the edge elements $\mathcal{H}_{0}^{h}(\nabla \times, \Omega)$ and the nodal elements on the same mesh $\mathcal{H}_{0}^{1, h}(\Omega)$ in Eqs. 52 and 53 results in a method for the correction of the field in the discrete setting. In this case the decomposition of the Eq. 39 into Eq. 53 corresponds to the decomposition of Eq. 27 into two uncoupled Eq. 28.

Divergence correction has been shown to be essential in the convergence of iterative solvers [11, 30, 36, 37, 39]. It is a part of multigrid preconditioners for Maxwell's equations [19, 21]. It is also helpful in removing an error from a solution obtained using a direct solver [24]. The error in this case is due to insufficient precision used by the solver. When $\tilde{b}$ does not depend on $s$, applying the null space correction adds numerical stability. This effect is shown by our numerical experiment (see Section 5).

Considering the null space of curl operator in Maxwell's equations is important not only for electromagnetic geophysical soundings, but in all situations where the frequency is low and/or there is a region of low electrical conductivity, for example in the problem of computation of interior resonances of cavities where the null space correction might allow to avoid spurious modes.

## 4 The adaptive choice of shifts

In this section we discuss an adaptive algorithm, when the interpolating shifts $\left(s_{j}\right)_{j=1}^{n}$ are added one by one to enlarge $\tilde{V}$.

### 4.1 Theory

Let us assume that the shifts are chosen from a compact set $I \subset \mathbb{C}$ such that $I \cap$ $(-\infty, 0]=\varnothing$. Assume that the $n$ shifts $s_{1}, \ldots, s_{n} \in I$ have been chosen already and consider the choice of the shift $s_{n+1}$. The relative error of approximation

$$
\operatorname{RE}(s)=\frac{\left\|\tilde{h}(s)-\tilde{h}_{\tilde{V}}(s)\right\|_{2}}{\|\tilde{h}(s)\|_{2}}
$$
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is not known, so we use an error indicator $\mathrm{EI}(s)$, which is nonnegative for $s \in I$ and

$$
\mathrm{EI}(s) \approx \operatorname{RE}(s) \quad \text { for } s \in I
$$

The next interpolating shift is chosen as the maximizer of the error indicator over the set $I$ :

$$
\begin{equation*}
s_{n+1}=\operatorname{argmax}_{s \in I} \mathrm{EI}(s) \tag{54}
\end{equation*}
$$

The algorithm stops, when the approximation is good enough.
We are interested if it may happen that $\tilde{V}$ becomes rank deficient when an additional shift is added. The next lemma says that adding $\tilde{h}\left(s_{*}\right)$ to the $\operatorname{colsp}(\tilde{V})$ will make $\tilde{V}$ rank deficient if and only if the approximation $\tilde{h}_{\tilde{V}}(s)$ is exact for $s=s_{*}$.

Lemma 1 Let $\tilde{V}$ satisfying Eq. 3 be full rank, then

$$
\begin{equation*}
\tilde{h}\left(s_{*}\right) \in \operatorname{colsp}(\tilde{V}) \Longleftrightarrow \tilde{h}_{\tilde{V}}\left(s_{*}\right)=\tilde{h}\left(s_{*}\right) \tag{55}
\end{equation*}
$$

Proof According to the definition of $\tilde{h}_{\tilde{V}}$, it is always true that $\tilde{h}_{\tilde{V}} \in \operatorname{colsp}(\tilde{V})$, so the direction " $\Leftarrow$ " is trivial.

To prove " $\Rightarrow$ ", notice that $\tilde{h}\left(s_{*}\right) \in \operatorname{colsp}(\tilde{V})$ means that $\tilde{h}\left(s_{*}\right)=\tilde{V} \beta_{*}$ for some $\beta_{*} \in \mathbb{C}^{n}$. This implies that for $s=s_{*}$ Eq. 6 is satisfied by $\beta=\beta_{*}$. As a result $\tilde{h}_{\tilde{V}}\left(s_{*}\right)=\tilde{V} \beta_{*}$, which implies $\tilde{h}_{\tilde{V}}\left(s_{*}\right)=\tilde{h}\left(s_{*}\right)$.

The next theorem says that for a reasonable error indicator, the adaptive algorithm cannot fail.

Theorem 4 Let the error indicator satisfy

$$
\begin{equation*}
\forall s \in I \quad \tilde{h}_{\tilde{V}}(s)=\tilde{h}(s) \Rightarrow E I(s)=0 \tag{56}
\end{equation*}
$$

If the adaptive algorithm stops whenever

$$
\begin{equation*}
\max _{s \in I} E I(s)=0 \tag{57}
\end{equation*}
$$

then $\tilde{V}$ cannot become rank deficient.

Proof Assume that $\tilde{V}$ is full rank, but adding $\tilde{h}\left(s_{n+1}\right)$ would make it rank deficient. Lemma 1 implies that $\tilde{h}_{\tilde{V}}\left(s_{n+1}\right)=\tilde{h}\left(s_{n+1}\right)$, which together with Eq. 56 implies that $\operatorname{EI}\left(s_{n+1}\right)=0$. As $s_{n+1}$ is a maximizer of EI for $s \in I$, then it must be that Eq. 57 is satisfied and thus the algorithm stops at iteration $n$, so $s_{n+1}$ is not added and $\tilde{V}$ does not become rank deficient.

Notice that reasonable error indicators, like the residual norm or the relative residual norm satisfy assumption (56).

If we assume analyticity of $\tilde{b}(s)$, then the assumption (56) is not needed, thus one could choose shifts in an arbitrary way and at each iteration either the approximation is exact for all points in $s \in I$ or there is at most a finite number of values of the
next interpolating shift $s_{n+1}$ that could make $\tilde{V}$ rank deficient. This is expressed in the following theorem.

Theorem 5 Assume that I is connected and that vector $\tilde{b}(s)$ has entries that are analytic on I. If $\tilde{V}$ is full rank and

$$
\begin{equation*}
\tilde{h}_{\tilde{V}}(s) \neq \tilde{h}(s) \text { for some } s \in I \tag{58}
\end{equation*}
$$

then there is at most a finite number of points $s_{*} \in I \operatorname{such}$ that $\tilde{h}\left(s_{*}\right) \in \operatorname{colsp}(\tilde{V})$.

Proof Recall that a function is analytic on compact set $I$, if there is an open set, containing $I$, in which the function is analytic. Assuming that the entries of $b(s)$ are analytic on $I$ using the definition of $\tilde{h}$, Eq. 1, one can conclude that the entries of $\tilde{h}(s)$ are analytic on $I$ (one could also use Eq. 17).

Consider a matrix with $\tilde{h}\left(s_{1}\right), \tilde{h}\left(s_{2}\right), \ldots, \tilde{h}\left(s_{n}\right), \tilde{h}(s)$ as columns:

$$
C(s)=\left[\begin{array}{llll}
\tilde{h}\left(s_{1}\right) & \tilde{h}\left(s_{2}\right) & \ldots & \tilde{h}\left(s_{n}\right)  \tag{59}\\
) & \tilde{h}(s)
\end{array}\right]
$$

Assume that there are infinitely many points $s_{*} \in I$ such that $\tilde{h}\left(s_{*}\right) \in \operatorname{colsp}(\tilde{V})$. Using Eq. 3 this means that there are infinitely many points $s_{*} \in I$ such that $C\left(s_{*}\right)$ is rank deficient. Consider an arbitrary $n \times n$ submatrix $C_{M}(s)$ of $C(s)$. Its determinant

$$
a(s)=\operatorname{det}\left(C_{M}(s)\right)
$$

is an analytic function of $s \in I$ as a linear combination of analytic entries of $\tilde{h}(s)$. As $C\left(s_{*}\right)$ is rank deficient for infinitely many points $s_{*} \in I$, then $a$ has infinitely many zeroes in $I$. As $I$ is compact, then there must be a sequence of zeros $z_{n} \in I$ convergent to $z_{0} \in I$. So $a$ is equal to 0 in the vicinity of $z_{0}$ and as $I$ is connected, then

$$
a(s)=0 \text { for all } s \in I
$$

We have proven that for any $s \in I$ the determinant of an arbitrary $n \times n$ submatrix of $C(s)$ is equal to 0 . Thus for an arbitrary $s \in I$ matrix $C(s)$ is rank deficient. With the assumption that $\tilde{V}$ is full rank, the first $n$ columns of $C(s)$ are linearly independent, so it must be that for an arbitrary $s \in I$

$$
\tilde{h}(s) \in \operatorname{span}\left\{\tilde{h}\left(s_{1}\right), \tilde{h}\left(s_{2}\right), \ldots, \tilde{h}\left(s_{n}\right)\right\}=\operatorname{colsp}(\tilde{V})
$$

which, using Lemma 1, contradicts assumption (58).

### 4.2 Algorithm

In this section, we present an algorithm for choosing the interpolating shifts $s_{j}$. We will consider the values of the shifts in an interval $I$ in the complex plane. The best choice of shifts would be such that minimizes the maximum relative error of
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approximation over interval $\left\{s=\mathrm{i} \omega: \omega \in\left[\omega_{\min }, \omega_{\max }\right]\right\}$, since the transfer function values are needed in this interval:

$$
\begin{equation*}
\min _{s_{1}, \ldots, s_{n} \in I} \max _{\omega \in\left[\omega_{\min }, \omega_{\max }\right]} \frac{\left\|\tilde{h}(\mathrm{i} \omega)-\tilde{h}_{\tilde{V}}(\mathrm{i} \omega)\right\|_{2}}{\|\tilde{h}(\mathrm{i} \omega)\|_{2}} \tag{60}
\end{equation*}
$$

Such an approach is not pursued in this paper for two reasons. Firstly because the true relative error of approximation is not known, so we have to use an error indicator $\mathrm{EI}_{\left(s_{1}, \ldots, s_{n}\right)}(\mathrm{i} \omega)$. Secondly, if Eq. 60 were used, the $n$-th step optimal shifts would most likely not appear among the $n+1$ optimal shifts.

Because of that we consider an approach in which at each iteration, given $\left(s_{1}, \ldots, s_{n}\right)$, we will add one value $s_{n+1}$ in order to form $\left(s_{1}, \ldots, s_{n}, s_{n+1}\right)$. Also we assume that $I=\left\{s=\mathrm{i} \omega: \omega \in\left[\omega_{\min }, \omega_{\max }\right]\right\}$ and we use the fact that at each interpolation shift $s_{j}$, the interpolation is exact, so the error of approximation is 0 , thus the value of the next interpolation shift $s_{n+1}$ is chosen at the maximum of the error indicator function $\mathrm{EI}_{\left(s_{1}, \ldots, s_{n}\right)}(s)$ for $s \in I$ :

$$
\begin{equation*}
s_{n+1}=\operatorname{argmax}_{s \in I} \mathrm{EI}_{\left(s_{1}, \ldots, s_{n}\right)}(s) \tag{61}
\end{equation*}
$$

In such a way, we set the error to 0 at the location that needs it the most, the location at which the error is the largest.

In the case when $b$ does not depend on $s$, as for the approximation of the Jacobian [23], we consider two intervals to choose the shifts from: the purely imaginary interval $\left\{\mathrm{i} \omega: \omega \in\left[\omega_{\min }, \omega_{\max }\right]\right\}$ and a purely real interval $\left[\lambda_{\min }, \lambda_{\max }\right]$, containing non-zero eigenvalues of $A$. For the forward problem approximation considered in the current paper, when $\tilde{b}$ is complex valued and depends on the shift $s$ we approximate it in the interval $\left\{\mathrm{i} \omega: \omega \in\left[\omega_{\min }, \omega_{\max }\right]\right\}$.

The norm of the residual of Eq. 2 may be used as the error indicator [6, 23, 40]. Yet in the considered case, it is more natural to use the relative residual norm. This makes our algorithm not dependent on the magnitude of the source term $\tilde{b}(s)$ (compare with Theorem 3). Also in the case of $\tilde{b}$ not dependent of the shift $s$, the residual norm can be explicitly calculated using formula of Theorem 2.4 in [23] which is not valid for the case of $\tilde{b}$ dependent on $s$. This makes the evaluation of the residual norm more expensive in this case.

Indeed, in order to find $\beta$, the solution of Eq. 6, one can use the precomputed $\tilde{V}^{*} \tilde{A} \tilde{V}, \tilde{V}^{*} \tilde{B} \tilde{V}$, but for each $s$ one needs to evaluate $\tilde{V}^{*} \tilde{b}(s)$, which has a cost of order $O(n N)$. To calculate the relative residual of the approximation, we evaluate

$$
\begin{equation*}
\frac{\left\|\tilde{B}_{d}^{-\frac{1}{2}}(([\tilde{A} \tilde{V}]+s[\tilde{B} \tilde{V}]) \beta-\tilde{b}(s))\right\|_{2}}{\left\|\tilde{B}_{d}^{-\frac{1}{2}} \tilde{b}(s)\right\|_{2}} \tag{62}
\end{equation*}
$$

for precomputed $[\tilde{A} \tilde{V}],[\tilde{B} \tilde{V}]$. Here $\tilde{B}_{d}$ is the diagonal of $\tilde{B}$. The most expensive part is the evaluation of $([\tilde{A} \tilde{V}]+s[\tilde{B} \tilde{V}]) \beta$, which has numerical complexity $O(n N)$. This tells us that the numerical cost of the evaluation of the error indicator (62) is of order $O(n N)$ for each $s$.

Also, as was mentioned before, in magnetotellurics there is a number of frequencies of interest $\breve{\omega}_{1}, \ldots, \check{\omega}_{p}$. We propose an algorithm that considers the values of
interpolating shifts only in the set $\left\{\check{\mathrm{L}}_{1}, \ldots, \mathrm{i} \check{\omega}_{p}\right\}$, for $p$ small. The algorithm is presented below

## Algorithm 1 AIRD (Adaptive choice of Imaginary shifts; norm of the Residual as the error indicator; $\tilde{b}$ Dependent on $s$ )

1. Set $n=2$, choose $\omega_{1}=\omega_{\min }, \omega_{2}=\omega_{\max }$ and set $\tilde{V}_{1: 2}$ as

$$
\operatorname{colsp}\left(\tilde{V}_{1: 2}\right)=\operatorname{span}\left\{(\tilde{A}+\mathrm{i} \omega \tilde{B})^{-1} \tilde{b}: \omega \in\left\{\omega_{1}, \omega_{2}\right\}\right\}
$$

2. Find $\omega_{n+1}$ as the maximizer of the (scaled) relative residual norm

$$
\begin{equation*}
\frac{\left.\| \tilde{B}_{d}^{-\frac{1}{2}}\left((\tilde{A}+\mathrm{i} \omega \tilde{B}) \tilde{h}_{\tilde{V}}(\mathrm{i} \omega)-\tilde{b}(\mathrm{i} \omega)\right)\right) \|_{2}}{\left\|\tilde{B}_{d}^{-\frac{1}{2}} \tilde{b}(\mathrm{i} \omega)\right\|_{2}} \tag{63}
\end{equation*}
$$

over $\omega \in\left\{\check{\omega}_{1}, \ldots, \check{\omega}_{p}\right\}$.
3. Set $\tilde{V}_{1:(n+1)}$ as

$$
\operatorname{colsp}\left(\tilde{V}_{1:(n+1)}\right)=\operatorname{colsp}\left(\tilde{V}_{1: n}\right) \oplus \operatorname{span}\left\{\left(\tilde{A}+\mathrm{i} \omega_{n+1} \tilde{B}\right)^{-1} \tilde{b}\right\}
$$

4. If exit criteria met(approximation is good enough), stop
5. Set $n=n+1$ and jump to 2

As only a fixed number of shifts is considered, we can apply the null space correction. As a first step, one evaluates the null space part $\tilde{h}_{\tilde{K}}\left(\mathrm{i} \check{\omega}_{1}\right), \ldots, \tilde{h}_{\tilde{K}}\left(\mathrm{i} \check{\omega}_{p}\right)$, and then constructs the model order reduction approximation to $\tilde{h}_{\tilde{W}}(s)$.

## 5 Numerical results

In order to test the proposed method we use the forward solver of [24]. We consider a model presented in Fig. 2 with a 3d hill and a 3d valley. There is a conductive $(1 \Omega \mathrm{~m})$ object below the earth's surface in $50 \Omega \mathrm{~m}$ background. The conductive object is placed at $[-700 \mathrm{~m}, 700 \mathrm{~m}] \times[-328.3 \mathrm{~m}, 328.3 \mathrm{~m}]$ in XY plane and extends from approximately 450 m to 1150 m in depth. YZ cross-section plotted in Fig. 3 shows the location of the object. The air is approximated by $10^{7} \Omega \mathrm{~m}$ and the term $i \omega \epsilon$ is dropped completely in all of the domain. In the numerical test we consider the magnetotelluric response $Z, K$ at one receiver location at the bottom of the valley, marked by a blue point in Fig. 2. We are interested in the response $\tilde{h}(\mathrm{i} \omega)$ for a range of frequencies considered in magnetotellurics $\frac{\omega}{2 \pi} \in[0.01 \mathrm{~Hz}, 1000 \mathrm{~Hz}]$. The hexahedral mesh consists of 31,31 and 25 elements in $x, y$ and $z$ directions, respectively, and it extends to 45 km from the center in $x$ and $y$ directions. In $z$ direction it extends to 32 km above the surface and 47 km deep. The system matrix has 67,140 columns and the same number of rows. The total number of elements is 24,025 and the total number of edges inside the domain is 67,140 .
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Fig. 2 The central part of the surface mesh, together with the location of the receiver shown by a blue point


Let us consider the edge element approximation of the forward MT response with $\tilde{b}(\mathrm{i} \omega)=g(\omega)$, where $g(\omega)$ defined in Eq. 43, depends on the primary plane wave field. Usually in MT, one considers two cases: $E$ field purely in $x$ direction(with $H$ purely in $y$ direction) and $E$ field purely in $y$ direction (with $H$ purely in $x$ direction).

As the source in Eq. 39, which is the primary plane wave electric field multiplied by the conductivity difference $\left(\sigma-\sigma^{p}\right) E^{p}$, is not divergence free, the vector $b(\mathrm{i} \omega)$ is not orthogonal to the null space of $A$. Moreover, its part $\tilde{b}_{\tilde{K}}(s)$ lying in the null space depends on $s$. To deal with this problem we apply the developed method of the null space correction.

To compare the quality of approximations we calculate the maximum relative error of an approximation

$$
\begin{equation*}
\max _{\omega \in\left[\omega_{\min }, \omega_{\text {max }}\right]} \frac{\left\|\tilde{h}_{\tilde{V}}(\mathrm{i} \omega)-\tilde{h}(\mathrm{i} \omega)\right\|_{2}}{\|\tilde{h}(\mathrm{i} \omega)\|_{2}} \tag{64}
\end{equation*}
$$

We also calculate the maximum of the relative residual norm:

$$
\begin{align*}
\max _{\omega \in\left[\omega_{\min }, \omega_{\max }\right]} \frac{\left\|(A+\mathrm{i} w I) h_{V}(\mathrm{i} \omega)-b\right\|_{2}}{\|b\|_{2}} \approx \\
\max _{\omega \in\left[\omega_{\min }, \omega_{\max }\right]} \frac{\| \tilde{B}_{d}^{-\frac{1}{2}}\left[\left(\tilde{A}+\mathrm{i} \omega \tilde{B} \tilde{h}_{\tilde{V}}(\mathrm{i} \omega)-\tilde{b}\right] \|_{2}\right.}{\| \tilde{B}_{d}^{-\frac{1}{2}} \tilde{b}_{2}} \tag{65}
\end{align*}
$$



Fig. 3 The central part of the YZ cross-section at $\mathrm{x}=0$

We consider algorithm AIRD for $p=31$ frequencies of interest in the range [ $\omega_{\min }, \omega_{\max }$ ]. In Fig. 4, we present the maximum of the relative error over the whole interval $\left[\omega_{\min }, \omega_{\max }\right.$ ] and the maximum of the relative residual norm over the same interval as a function of the iteration number $n$. At each iteration the approximation obtained with the null space correction is more than an order of magnitude more accurate than without the correction. The max relative error of approximation is decreased to $10^{-7}$ in 25 iterations, which is about two orders of magnitude more accurate than without the correction. For $n$ larger than 25 , we can see a stagnation caused by constraining the interpolation frequencies to the set $\left\{\check{\omega}_{1}, \ldots, \check{\omega}_{31}\right\}$.

To test the efficiency of the model order reduction we used three-dimensional low frequency Maxwell's equation solver that uses deformed hexahedral edge finite elements and direct solvers parallelized on SMP computers [24, 25]. The code has been developed for magnetotellurics applications and tested on synthetic and realworld examples. The proposed model order reduction offers largest speedup for an iterative solver [21,28] if $\tilde{h}_{\tilde{V}}$ is used as a starting point. As demonstrated in Fig. 4, in the case of calculation of $\tilde{h}$ for 30 frequencies with relative residuals no larger than $10^{-5}$, the speedup from using the model order reduction is 2 times. The speedup is higher if more frequencies are considered. For example, for 60 frequencies, the speedup is 4 times.

The presented calculation of the speedup takes into account only the relative residual, which has similar values for the algorithm with and without the null space correction. Applying the null space correction leads to an additional speedup of $30 \%$ if one stops the iteration at the same level of the maximum relative error.

Figure 5 presents the results of using the suggested null space correction method for a different case. In this simulation $\tilde{b}$ does not depend on $s$. For choosing the interpolation shifts we use the AIR algorithm [23], which is similar to AIRD, discussed in the current paper, but developed for $\tilde{b}$ not dependent on $s$. In this case, the interpolation shifts may be anywhere in the interval $I$. The comparison of the algorithm with


Fig. 4 The relative error (left) and the relative residual (right) as a function of the iteration number $n$ for AIRD for the case of the forward problem with the source plane wave with $E$ purely in $x$ direction. Comparison of the strategy with the null space correction (shown by $\oplus$ symbol) and without the null space correction (shown by a solid line) is presented

Null space correction and adaptive model order reduction...


Fig. 5 The relative error (left) and the relative residual (right) as a function of the iteration number $n$ for AIR strategy in the case of $\tilde{b}$ not dependent on $s$. Comparison of the strategy with the null space correction (shown by $\oplus$ symbol) and without the null space correction (shown by a solid line) is presented
and without the null space correction is presented in Fig. 5. The calculation was done for the case of $\tilde{b}=v_{x}$ for $v_{x}$ defined in Eq. 47, which is used in the calculation of the Jacobian of $x$ component of the electric field $E$. In the case of $\tilde{b}$ not dependent on $s$, the null space part of the transfer function satisfies $h_{K}(s)=\frac{1}{s} h_{K}(1)$, so applying the null space correction is comparable to adding a single vector $h_{K}(1)$ to the column space of $V$. Figure 5 shows that when the null space correction is applied, at initial stage of the iteration the speed of decreasing of the maximum relative error does not show a significant improvement over the algorithm without the correction. However, the overall behavior and stability of the algorithm changes drastically. The algorithm with the null space correction reduces the max relative error to a much smaller value, in 25 iterations the maximum error is four orders of magnitude smaller than without the correction. The null space correction regularizes the ill-posed interpolation problem in a similar way the divergence correction regularizes the ill-posed problem of the calculation of the electric field. The regularization is done by constraining and proper evaluation of the null space components. It allows to turn a semiconvergent algorithm into a convergent one.

For the case of $\tilde{b}$ dependent on $s$ (see Fig. 4) the regularization provided by the null space correction manifests itself in a significant reduction of the approximation error without any reduction of the residual norm (shown in Fig. 4 right). In a similar way, divergence correction removes the error in the approximated electric field $E$ which is not seen in the values of the residual [24].

## 6 Conclusions

The paper extends model order reduction method for the transfer function to the case when the matrix has a non-empty null space and the right hand side depends on the shift. We propose the null-space correction method, which allows to correct the solution in the part lying in the null space of the operator. Our numerical tests show
that the method reduces the approximation error by two to four orders of magnitude. We also develop a method of adaptive choice of shifts and prove that the algorithm never fails. In application to a forward low frequency electromagnetic problem, the developed methods allow to significantly speed up the calculations without any loss of accuracy.
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