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Abstract A model order reduction method is developed for an operator with a non- 7

empty null-space and applied to numerical solution of a forward multi-frequency 8

eddy current problem using a rational interpolation of the transfer function in the 9

complex plane. The equation is decomposed into the part in the null space of the 10

operator, calculated exactly, and the part orthogonal to it which is approximated on 11

a low-dimensional rational Krylov subspace. For the Maxwell’s equations the null 12

space is related to the null space of the curl. The proposed null space correction is 13

related to divergence correction and uses the Helmholtz decomposition. In the case of 14

the finite element discretization with the edge elements, it is accomplished by solving 15

the Poisson equation on the nodal elements of the same grid. To construct the low- 16

dimenensional approximation we adaptively choose the interpolating frequencies, 17

defining the rational Krylov subspace, to reduce the maximal approximation error. 18
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We prove that in the case of an adaptive choice of shifts, the matrix spanning the19

approximation subspace can never become rank deficient. The efficiency of the20

developed approach is demonstrated by applying it to the magnetotelluric problem,21

which is a geophysical electromagnetic remote sensing method used in mineral,22

geothermal, and groundwater exploration. Numerical tests show an excellent per-23

formance of the proposed methods characterized by a significant reduction of the24

computational time without a loss of accuracy. The null space correction regularizes25

the otherwise ill-posed interpolation problem.26

Keywords Rational Krylov subspace ·Model order reduction · Helmholtz27

decomposition · Frequency-domain Maxwell system28

Mathematics Subject Classification (2010) 30E10 · 41A20 · 41A05 · 35A40 ·29
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1 Introduction31

We consider an approximation of the transfer function32

h̃(s) = (Ã + sB̃)−1b̃

for real valued symmetric matrices Ã, B̃. We assume that Ã is a nonnegative defi-33

nite matrix and B̃ is a positive definite matrix. The approximation is through a model34

order reduction (MOR), for which the low dimensional subspace is created using a35

rational Krylov subspace. In application to the Maxwell’s equations, matrix Ã has a36

large null space as it arises from a discretization of an operator that has a significant37

null space related to the null space of the curl. We propose a null space correction38

method that is based on a decomposition of b̃ into the part in the null space and the39

part orthogonal to it. The part of the transfer function lying in the null space is calcu-40

lated exactly. The part orthogonal to the null space is approximated using the model41

order reduction. This approach regularizes the interpolation problem in the same way42

as the divergence correction regularizes the calculation of the electromagnetic field43

at low frequencies by enforcing the differential equation on the null space of the curl44

[24]. In the considered application this decomposition is performed using the discrete45

Helmholtz decomposition. The suggested correction is not limited to the considered46

application and can be applied to any operator with a null space. Traditionally MOR47

approach has been applied to b̃ not dependent on s. In this paper we extend the tech-48

niques to the case of b̃ dependent on s. The developed algorithm adaptively chooses49

the interpolating shifts, which are added one by one adaptively in a greedy fashion,50

ie. the new shift is at the maximum of the error indicator, for which we use the rel-51

ative residual norm. This algorithm allows for a very accurate approximation with a52

small number of interpolation points. We prove that the matrix spanning the subspace53

can never become rank deficient and thus the algorithm never fails.54

Model order reduction is a powerful technique that allows to reduce the dimen-55

sionality of a problem, it is especially efficient when the low dimensional subspace56
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is generated using rational Krylov subspaces. This approach has become popular 57

recently and has been used in a variety of contexts [1–3, 9, 12–15, 27, 31–33]. The 58

efficiency of the method is amplified significantly by an optimal selection of the 59

shifts for generating the rational Krylov subspace. For a particular matrix with uni- 60

form spectrum, the problem of selection of the optimal shifts has been investigated in 61

[26, 34, 35]. However, such a selection is not optimal for matrices with non-uniform 62

spectrum. An excellent review of this topic is presented in [17]. 63

A different approach, in which the shifts are added one by one in a greedy fashion, 64

was developed in [4, 6]. In this approach, the shifts are adapted to the spectrum of the 65

matrix. The authors of [6] consider an adaptive choice of shifts for the approximation 66

of the transfer function using rational Krylov subspaces, with an application to a time- 67

domain electromagnetic geophysical forward problem. This adaptive choice of the 68

shifts was later generalized to non-symmetric matrices [7] and to an approximation 69

of matrix functions other than the transfer function [18]. Numerical simulations in [6, 70

18] show that the adaptive approach gives better results than the choice of the shifts 71

that do not depend on the spectrum of the operator. Moreover, they demonstrate that 72

the number of required shifts does not increase with the size of the system, and it 73

is not strongly dependent on the spectrum. Those results encourage us to pursue an 74

adaptive choice of the shifts in the current work. 75

The application under consideration is the forward problem of magnetotellurics 76

(MT) which is a frequency domain electromagnetic remote-sensing geophysical 77

method. It has applications in mineral, geothermal and groundwater exploration. 78

Numerically simulating the scattering of diffusive EM waves from complex three- 79

dimensional (3D) structure is a computationally demanding problem [5, 10, 22]. In 80

particular, the scattering response usually needs to be calculated over a broad fre- 81

quency range. Typically this may be five orders of magnitude or more with frequency 82

sampling of 5-10 base points per decade. Considerable savings in computational 83

time could result if an accurate method of interpolation of responses across a coarser 84

selection of base points is achieved. 85

In the considered case, the operator has a non-empty null space and the right hand 86

side, b, depends on s. Moreover, discretization of the curl-curl operator in Maxwell’s 87

equations results in a significant null space of the matrix Ã. To deal with this, we 88

propose a method, which we call the null space correction, that enforces the approx- 89

imation to be exact on the null space. This method regularizes the interpolation 90

problem and allows to reduce the maximum relative error of approximation by two to 91

four orders of magnitude. To evaluate the forward response we use edge element [16, 92

24, 29] discretization of Maxwell’s equations in the frequency domain. In this case 93

the null space correction can be obtained using discrete Helmholtz decomposition. 94

The null space of Ã is defined using nodal elements on the same mesh, similarly to 95

the divergence correction [11, 24, 25, 30, 36, 37, 39]. In the considered application 96

B̃ is a mass matrix in the edge element space weighted with electrical conductivity σ 97

and thus is a symmetric positive definite matrix, which makes our situation different 98

from the case of [8, 41], where B̃ = I . As the error indicator we use the relative resid- 99

ual norm considered in [40]. The efficiency of the developed techniques is higher for 100

larger number of frequencies in MT survey. In our numerical tests, the speedup is 2 101

times for 30 frequencies. 102
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The paper is organized as follows. In Section 2 we present the theory of the103

approximation of the transfer function using rational Krylov subspaces. Then we104

propose the null space correction method. In Section 3 we describe the considered105

application, present the details of the null space correction, and show how it is related106

to the divergence correction. In Section 4 we present an algorithm for an adaptive107

choice of shifts using the relative residual norm and we prove that this algorithm can108

never fail. In Section 5 we show the results of numerical simulations.109

2 Theory110

2.1 The model order reduction111

We are interested in an approximation of the expression112

h̃(s) = (Ã + sB̃)−1b̃ (1)

A reader interested in seeing an example of a practical problem where (1) arises113

is encouraged to read Section 3.1, which can be read independently. The section114

describes an electromagnetic geophysical sounding called magnetotellurics where115

the discretized matrix has a significant null space related to the null space of the curl.116

The shift s = iω is chosen for a finite number of frequencies ω. In magne-117

totellurics, those frequencies are usually log-uniformly distributed in an interval118

[ωmin, ωmax]. We consider b̃ dependent on s and complex valued. We assume that119

matrix Ã, is N × N , real valued, symmetric, nonnegative definite, with a non triv-120

ial null space. Matrix B̃, is assumed to be N × N , real valued, symmetric, positive121

definite.122

We consider an approximation of Eq. 1 using model order reduction method and123

rational Krylov subspaces [1–3, 6, 8, 9, 12–15, 20, 27, 31–33, 41].124

Let us start with the equation satisfied by h̃:125

(Ã + sB̃)h̃ = b̃ (2)

Consider Ṽ , which is an N × n matrix (n ≪ N) whose columns span the space126

colsp(Ṽ ) = span
{

(Ã + s1B̃)−1b̃, (Ã + s2B̃)−1b̃, . . . , (Ã + snB̃)−1b̃
}

(3)

for some chosen complex values s1, . . . , sn, which satisfy127

si 6= sj if i 6= j (4)

As Ã is nonnegative definite and B̃ is positive definite, eigenvalues of B̃− 1
2 ÃB̃− 1

2128

are in [0, ∞). Thus, in order for the Eq. 1 to have a solution, we assume that129

s, sj /∈ (−∞, 0] (5)

We consider an approximation of the solution of Eq. 2 by a vector in colsp(Ṽ ),130

namely h̃
Ṽ

= Ṽ β, for β ∈ C
n and make the residual orthogonal to colsp(Ṽ ). This131

results in an equation for β:132

Ṽ ∗(Ã + sB̃)(Ṽ β) = Ṽ ∗b̃ (6)
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Theorem 1 below states the conditions when the equation has a unique solution. 133

In this case we obtain the approximation h̃
Ṽ
(s) = Ṽ β to h̃(s): 134

h̃
Ṽ
(s) = Ṽ

(

Ṽ ∗(Ã + sB̃)Ṽ
)−1

Ṽ ∗b̃ (7)

As n ≪ N , Eq. 6 is much easier to solve than Eq. 2. In a simplest case sj = iωj , 135

for ωj ∈ [ωmin, ωmax]. In this case ω1, . . . , ωn may be called interpolating fre- 136

quencies and s1, . . . , sn may be called interpolating shifts as the following theorem 137

holds: 138

Theorem 1 If the matrix Ṽ satisfying Eq. 3 is full rank, then for s ∈ C, the solution 139

to Eq. 6 exists and is unique. Moreover, 140

h̃
Ṽ
(sj ) = h̃(sj ), j = 1, . . . , n (8)

Proof First we show that the matrix in Eq. 6 is not singular. Indeed 141

Ṽ ∗(Ã + sB̃)Ṽ = Ṽ ∗ÃṼ + sṼ ∗B̃Ṽ = A1 + sB1

As Ṽ is full rank and Ã is symmetric nonnegative definite, A1 is hermitian, 142

nonnegative definite. Similarly as B̃ is symmetric positive definite, B1 is hermitian 143

positive definite. Thus the matrix may be written as: 144

A1 + sB1 = B
1
2

1

(

B
− 1
2

1 A1B
− 1
2

1 + sI

)

B
1
2

1

with B
1
2

1 symmetric, invertible. Matrix B
− 1
2

1 A1B
− 1
2

1 is hermitian, nonnegative defi- 145

nite, so it has real, nonnegative eigenvalues a1, . . . , an. As a result the eigenvalues of 146

B
− 1
2

1 A1B
− 1
2

1 + sI are a1 + s, . . . , an + s. With the assumption (5) that s /∈ (−∞, 0], 147

none of the eigenvalues ai + s can be equal to zero, thus matrix B
− 1
2

1 A1B
− 1
2

1 + sI is 148

invertible and so is A1+ sB1 as a product of invertible matrices. We have proven that 149

Eq. 6 has a unique solution. 150

Next notice that because of Eq. 3, for each j , there is βj such that 151

Ṽ βj = (Ã + sj B̃)−1b̃

Thus βj satisfies Eq. 6 for s = sj . This implies 152

h̃
Ṽ
(sj ) = Ṽ βj = (Ã + sj B̃)−1b̃ = h̃(sj ) (9)

153

We prove in Section 4.1 that if an adaptive algorithm is used, then matrix Ṽ can 154

never become rank deficient. 155

2.2 A relationship with (A + sI)−1b 156

Let us relate our problem to the situation when B̃ is an identity matrix I . We define 157

A = B̃− 1
2 ÃB̃− 1

2 , b = B̃− 1
2 b̃, h(s) = (A + sI )−1b (10)
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and rewrite h̃(s) as158

h̃(s) = (Ã + sB̃)−1b̃ = B̃− 1
2 (A + sI )−1b = B̃− 1

2 h(s) (11)

Moreover, for a matrix V defined as V = B̃
1
2 Ṽ ,159

colsp(V ) = span
{

(A + s1I )−1b, (A + s2I )−1b, . . . , (A + snI )−1b
}

(12)

Notice that a particular form of Ṽ does not matter, as long as Eq. 3 is satisfied. So160

to make the presentation easier, we will assume that columns of V are orthonormal.161

With this assumption we obtain162

Ṽ ∗ÃṼ = V ∗AV, Ṽ ∗B̃Ṽ = V ∗V = I (13)

and163

h̃
Ṽ
(s) = Ṽ

(

Ṽ ∗(Ã + sB̃)Ṽ
)−1

Ṽ ∗b̃ = B̃− 1
2V

(

V ∗(A + sI )V
)−1

V ∗b= B̃− 1
2 hV (s)

(14)

Combining Eqs. 11 and 14 together allows us to relate the error of approximation164

of h̃(s) to the error of approximation h(s):165

h̃(s) − h̃
Ṽ
(s) = B̃− 1

2 (h(s) − hV (s)) (15)

Consider a diagonalization of A:166

A = U3U∗ (16)

where 3 is a diagonal matrix with eigenvalues λk as entries and columns of U are167

eigenvectors uk . With this notation, we write h(s) as a vector valued function:168

h(s) = (A + sI )−1b =

N
∑

k=1

uk(u
∗
kb)

λk + s
(17)

For b = b(s) analytic, h(s) is an analytic function of s. This analytic function is169

approximated by hV (s):170

hV (s) = V
(

V ∗AV + sI
)−1

V ∗b =

n
∑

j=1

V γj (γ
∗
j V ∗b)

λ̂j + s
(18)

where λ̂j and γj are eigenvalues and eigenvectors of V ∗AV . We are approximating171

an analytic function, with singularities at s = −λj , by a function with a similar172

structure, having singularities at s = −λ̂k .173

Intuitively the approximation (18) will be good if λ̂j , V γj j = 1, . . . , n approx-174

imate λk , uk , k = 1, . . . , N for k such that u∗
kb 6= 0. Yet the quality of this175

approximation depends on the choice of V , which in turn depends on the choice of176

the interpolating shifts (sj )
n
j=1. In this paper we consider an algorithm for choosing177

shifts (sj )
n
j=1 in an optimal way, adapting them to the part of the spectrum of A for178

which u∗
kb 6= 0.179
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2.3 The null space correction 180

In this section, we present an analysis of the situation when the hermitian matrix

Q1

181

A has a nontrivial nullspace and we propose an algorithm that, in the case of b not 182

orthogonal to the null space, leads to a significant improvement in the accuracy of 183

the approximation. 184

The main idea is based on the theorem below: 185

Theorem 2 The transfer function may be represented as a sum of the part h̃
K̃

(s) in 186

the null space of Ã and the part h̃
W̃

(s) orthogonal to it: 187

h̃(s) = h̃
K̃

(s) + h̃
W̃

(s) =
1

s
(K̃∗B̃K̃)−1K̃∗b̃ + (Ã + sB̃)−1b̃

W̃
(19)

where 188

b̃
W̃

= b̃ − B̃K̃(K̃∗B̃K̃)−1K̃∗b̃ (20)

and the columns of matrix K̃ are a basis of the null space of Ã: 189

colsp(K̃) = null(Ã) (21)

We propose to construct an approximation to h̃(s) as 190

h̃(s) ≈ h̃
W̃ ,Ṽ

(s) + h̃
K̃

(s) (22)

where h̃
K̃

(s) is calculated exactly and h̃
W̃ ,Ṽ

(s) is a model order reduction approxi- 191

mation to h̃
W̃

(s). 192

Proof of Theorem 2 It is easier to express the essence of the decomposition using the 193

system scaled by B̃
1
2 . Let 194

K = B̃
1
2 K̃ (23)

With this notation, we have 195

colsp(K) = null(A) (24)

Take a matrix W , whose columns are an orthonormal basis of the range of A. 196

Matrix A is hermitian, so its range is orthogonal to its null space, thus: 197

[K W ]∗[K W ] =

[

K∗K 0

0 I

]

(25)

Consider a representation of h in the basis of columns of K andW : 198

h = [K W ]

[

αK

αW

]

= KαK + WαW = hK + hW (26)

Using this decomposition, one can rewrite the equation 199

(A + sI )h = b (27)

200
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as201
{

W ∗(A + sI )(KαK + WαW ) = W ∗b

K∗(A + sI )(KαK + WαW ) = K∗b

which is equivalent to two uncoupled equations for αW and αK :202
{

(W ∗AW + sI )αW = W ∗b

s(K∗K)αK = K∗b
(28)

If b is orthogonal to the null space of A, in which caseK∗b = 0, then αK = 0 and203

thus:204

h(s) = (A + sI )−1b = W(W ∗AW + sI )−1W ∗b

In this case one could modify the matrix eigenvalues on the null space of A in an205

arbitrary way, and h would be the same. This explains that if b ⊥ null(A), then the206

situation is as if matrix A had a trivial null space.207

Let us focus on the situation when b is not orthogonal to the null space of A. One208

can solve the second equation in Eq. 28 obtaining209

hK(s) = KαK =
1

s
K(K∗K)−1K∗b (29)

Finding hW may be done by solving the first equation in Eq. 28, or equivalently210

by solving the original Eq. 27 with a modified right hand side, consisting only of the211

component bW in the range of A:212

(A + sI )hW = bW (30)

where213

bW = b − K(K∗K)−1K∗b (31)

One obtains the hypothesis by using the scaling by B̃
1
2 of Eqs. 23 and 10 and214

defining:215

b̃
W̃

= B̃
1
2 bW , b̃

K̃
= B̃

1
2 bK , h̃

K̃
= B̃− 1

2 hK , h̃
W̃

= B̃− 1
2 hW , W̃ = B̃− 1

2W

(32)

Notice that with those definitions, colsp(B̃W̃ ) is the range of Ã and the orthogo-216

nality is in the B̃ or B̃−1 weighted inner product:217

0 = K∗W = K̃∗B̃W̃ , 0 = h∗
WhK = h̃∗

W̃
B̃h̃

K̃
, 0 = b∗

WbK = b̃∗

W̃
B̃−1b̃

K̃
(33)

This completes the proof of Theorem 2.218

The proposed method is especially efficient when the representation of the null219

space allows for a sparse K̃∗B̃K̃ which is possible in the considered application. The220

details are presented in Section 3.2.221

Notice that an algorithm that uses the null-space correction, gives a better approx-222

imation of h̃(s) than an algorithm without the correction. Since h̃K is calculated223

exactly, the model order reduction has to deal with a simpler problem. The location of224

interpolation frequencies used for approximation of h̃
W̃

(s) need to adapt to a smaller225

interval (not containing 0) than in the case of h̃(s).226

The null space correction may be applied also in a situation of b not dependent227

on s. In this case it follows from Eq. 29 that the null space part satisfies hK(s) =228
1
s
hK(1). So it is enough to calculate hK(1), and to scale it to get the value of hK(s)229
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for any other s. As a result, application of the null space correction in this case is 230

numerically very inexpensive. However, as we show in the numerical section, this 231

method adds numerical stability to the algorithm reducing the error of approximation 232

to a smaller value by at least four orders of magnitude. Yet initially the speed of 233

reducing the error as the shifts are added is similar to the algorithm without the null 234

space correction. The reason is that hK(s) = 1
s
hK(1), so the advantage of using the 235

null space correction is comparable to having only one vector added to V , the vector 236

hK(1). In the case of b dependent on s, the null space part hK(s) is not contained 237

in a one dimensional space, so the advantage of applying the proposed null space 238

correction method is much more pronounced even at initial iteration steps. At each 239

step of the iteration, it reduces the relative error of approximation by two orders of 240

magnitude (see Section 5). The proposed null space correction method is related to 241

divergence correction [11, 24, 30, 36, 37, 39] which provides regularization to the 242

ill-posed forward problem (see Section 3.2). 243

Notice that the null space correction modifies the original problem of solving (27) 244

into a problem of solving Eq. 30. This modified problem may be solved by the same 245

method as the original problem. Thus any method of solving the original problem 246

may be enhanced with the null space correction, making it faster and more numer- 247

ically stable (see Section 5 for numerical results supporting this claim). This would 248

work for any operator Ã in Eq. 1 having a null space. 249

2.4 The magnitude of the source term 250

In the application to magnetotelluric problem considered later, Eq. 1 comes from a 251

discretization of Maxwell’s equation. The source in this equation is due to a plane 252

wave going downwards. The strength of the source term does not matter as the 253

response of the forward problem is a ratio of the electric and magnetic fields. Thus 254

one can define any magnitude of the source b̃ as a function of s. The theorem below 255

says that for the model order reduction with rational Krylov subspaces, the magni- 256

tude of the source term plays no role. The relative error of the approximation will be 257

the same, no matter what magnitude is chosen. 258

Theorem 3 Let a be any scalar function defined in I , such that a(s) 6= 0 for s ∈ I . 259

For any vector valued function b(s), s ∈ I , define 260

b̆(s) = b(s)a(s)

Consider h(s) and h̆(s) satisfying 261

(A + sI )h(s) = b(s)

(A + sI )h̆(s) = b̆(s)

For any distinct interpolating shifts (sj )
n
j=1, let V and V̆ be defined as 262

colsp(V ) = span{h(sj ) : j = 1, . . . , n}

colsp(V̆ ) = span{h̆(sj ) : j = 1, . . . , n}
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Model order reduction approximation is defined in a natural way as263

hV (s) = V α, where V ∗(A + sI )V α = V ∗b(s)

h̆
V̆
(s) = V̆ ᾰ, where V̆ ∗(A + sI )V̆ ᾰ = V̆ ∗b̆(s)

Then the relative errors of approximation of h̆(s) by h̆
V̆
(s) and h(s) by hV (s) are264

the same265

‖h̆
V̆
(s) − h̆(s)‖

‖h̆(s)‖
=

‖hV (s) − h(s)‖

‖h(s)‖
(34)

Proof Using the definition of h(s) and h̆(s), we obtain immediately that266

h̆(s) = h(s)a(s) (35)

This, together with the definition of V and V̆ implies267

colsp{V } = colsp{V̆ } (36)

which results in268

h̆
V̆
(s) = hV (s)a(s) (37)

Relationship (34) is an immediate consequence.269

3 Application to low frequency Maxwell’s equations270

3.1 A formulation of the magnetotelluic problem271

We consider the forward magnetotelluric problem using edge elements’ discretization272

[24, 25]. Assume that a domainÄ includes the air and the earth’s subsurface with the273

earth’s surface having non flat topography. In order to calculate the MT response due274

to an arbitrary 3D conductivity structure σ > 0 we consider the edge finite element275

discretization of the equation for the secondary electric field E.276

The solution space for the unknown electric field is defined as277

H0(∇×, Ä) =
{

F : Ä → C
3,

∫

Ä

(

|F |2 + |∇ × F |2
)

< ∞, n × F |∂Ä = 0} (38)

Consider Maxwell’s equations in the frequency domain for a low frequency ω,278

where the term iωǫ, related to the displacement current, is neglected. We denote the279

angular frequency by ω, the magnetic permeability by µ, and permittivity by ǫ. Most280

of the developed methods may be adapted to the case when the term iωǫ is present.281

The weak formulation of the problem for the secondary field E has the following282

form:283
∫

Ä

1

µ
∇ × E · ∇ × F + iω

∫

Ä

σE · F =

∫

Ä

−iω(σ − σp)Ep · F (39)

for E, F ∈ H0(∇×, Ä). The source term in Eq. 39 depends on the primary electric284

field Ep, which is a plane wave traveling in the medium of conductivity σp of a 1D285

earth. The conductivity σ > 0 is an arbitrary function of position in the 3D domain,286

with the assumption that σ ≈ σp close to the domain boundaries.287
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The electric field in Ä is represented as a linear combination of the edge shape 288

functions Si with coefficients ξi : 289

E =

N
∑

i=1

ξiSi (40)

where i = 1, . . . , N are the indices of the edges that do not lie on the boundary. By 290

substituting this to Eq. 39 and using Sj as test functions, one obtains a linear system 291

(Ã + iωB̃)ξ = g (41)
292

Ãj,k =

∫

Ä

1

µ
∇ × Sj · ∇ × Sk, B̃j,k =

∫

Ä

σSj · Sk (42)

293

gj = gj (ω, σ ) =

∫

Ä

−iω(σ − σp)Ep · Sj (43)

Notice that Ã is a real valued, symmetric, nonnegative definite matrix, with a 294

significant null space related to the null space of the curl. As we assume that σ > 0 295

everywhere in the domain, matrix B̃ is real valued symmetric, positive definite. The 296

right hand side g is complex valued and setting the magnitude ofEp to 1 at the earth’s 297

surface, results in g being an analytic function of ω. 298

The secondary magnetic field H is calculated as 299

H =
−∇ × E

iωµ
(44)

The total field Et , H t is a sum of the secondary and primary fields: 300

Et = E + Ep, H t = H + Hp (45)

The MT response is obtained by finding the impedance Z and the tipper K such 301

that 302




Et
x

Et
y

H t
z



 =





Zxx Zxy

Zyz Zyy

Kzx Kzy





[

H t
x

H t
y

]

(46)

is satisfied no matter what the polarization of the primary (Ep, Hp) plane wave is. 303

Notice also that, simplifying a little, one can interpret the magnetotelluric response 304

Z, K as a ratio of the fields. It does not depend on the magnitude of the plane wave 305

Ep used to calculate the fields (compare with Theorem 3). 306

The numerical tests are done using the lowest order edge hexahedral discretization, 307

however, all the developed methods may be applied to the tetrahedral mesh or higher 308

order edge elements. 309

The values of the field at a receiver positioned at an arbitrary location r with 310

respect to the element edges can be approximated via appropriate interpolation. Let r 311

be inside an element with edges e1, . . . , e12. Then fieldE at the location r is given by 312

E(r) =

12
∑

l=1

Sel
(r)ξel

=





(vE
x )T ξ

(vE
y )T ξ

(vE
z )T ξ



 (47)
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Here vE
x , vE

y , vE
z contain interpolation vectors with at most 12 non-zero values cor-313

responding to x, y and z components of the edge shape functions Se1(r), . . . , Se12(r).314

Similarly, the secondary magnetic field H(r), calculated using Eq. 44 at the315

location r, is given by316

H(r) =

12
∑

l=1

∇ × Sel
(r)

−iωµ
ξel

=
1

iω





(vH
x )T ξ

(vH
y )T ξ

(vH
z )T ξ



 (48)

This time the only non zero values of vH
x , vH

y , vH
z are x, y and z components of317

(

∇ × Se1(r)

−µ
, . . . ,

∇ × Se12(r)

−µ

)

As a result each component of the secondary electric and magnetic fields E, H at318

a specific receiver location may be represented using319

vT ξ = vT
[

(Ã + iωB̃)−1g
]

(49)

where v is a real valued vector, g = g(ω) is complex valued and g(ω) should be320

changed to
g
iω
in the case ofH . The calculation is done in such a way that the quantity321

in square brackets is evaluated first and then it is multiplied by vT . This gives us the322

values of the electric and magnetic secondary fields at a receiver location, which is323

sufficient to calculate the MT response at this location.324

Magnetotelluric response Z, K is a smooth function of frequency, so it may be325

efficiently interpolated between frequencies. Such an interpolation has been consid-326

ered in the literature [38]. In Fig. 1 we present values of Zxx in the complex plane327

when the frequency is changed. One can see that Zxx is a quite complicated function328

of frequency, so that the piecewise linear or high order polynomial interpolation is329

not accurate enough. Rational interpolation through the model order reduction, which330

is the topic of the current paper, gives a more accurate approximation.331

Remark 1 Another advantage of using an interpolation based on the model order332

reduction is its independence on the magnitude of the source term in Eq. 39. Using333

a reasoning similar to the one in the proof of Theorem 3, one can show that if in the334

formulas for numerical approximation of electric (47) and magnetic (48) fields, we335

Fig. 1 Zxx in the complex

plane for the model considered

in Section 5 for 31 frequencies

log-uniformly distributed in the

interval [1Hz, 1000Hz]. True

values are shown together with

the high order polynomial,

piecewise linear and model

order reduction interpolation.

Every third value (shown by

green cirlces) is used as an

interpolation point −0.004 −0.003 −0.002 −0.001 0.000 0.001

−
0
.0

0
2

−
0
.0

0
1

0
.0

0
0

0
.0

0
1
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( 
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x
 )
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use approximation h̃
Ṽ
(iω) instead of ξ , then the values of Z, K do not depend on the 336

magnitude of b̃. 337

3.2 Null space of A and divergence correction 338

The proposed approach is very efficient when the representation of the null space 339

allows K̃∗B̃K̃ to be sparse. This is true in the considered application as the null space 340

of the curl ∇× is the range of the gradient ∇. 341

Let H
1,h
0 (Ä) be a space spanned by the nodal shape functions on the same mesh 342

as is used for edge element approximation of the electric field E with Eq. 39. The 343

null space of Ã, which is the null space of the curl operator ∇×, is the range of the 344

gradient operator∇ acting onH
1,h
0 (Ä) (see Appendix B in [16]). To explain this more 345

precisely, let ϕ be a scalar field defined at the vertices inside the domain Ä (ϕ = 0 346

on ∂Ä), ϕ ∈ H
1,h
0 (Ä). Then ∇ϕ is defined at the edges of the mesh of Ä. Let edge e 347

point from vertex v1 to vertex v2, then the operator ∇ acts on ϕ in such a way, that 348

(∇ϕ)(e) = ϕ(v2) − ϕ(v1)

Let Nv be the number of vertices inside Ä and let (ψj )
Nv

j=1 be nodal shape 349

functions. We define K̃ as a matrix with entries 1, −1 such that for ϕ =
∑Nv

j=1 ηjψj 350

((∇ϕ)(ek))
N
k=1 = K̃η (50)

Notice that, using Eq. 23 351

K∗K = K̃∗B̃K̃ =

[∫

Ä

σ∇ψi · ∇ψj

]Nv

i,j=1

(51)

Thus finding (K∗K)−1K∗b = (K̃∗B̃K̃)−1K̃∗b̃, which is needed to obtain bW of 352

Eq. 31, requires to solve the Poisson equation with σ as the coefficient (see Eq. 53 353

below). Matrix (51) is real valued. Moreover the number of vertices Nv is more than 354

three times less than the number of edges N , so finding (K∗K)−1K∗b is more than 355

10 times faster than evaluating h̃(s) for one value of s. 356

The procedure above is strongly related to divergence correction [11, 24, 30, 36, 357

37, 39]. Consider Sobolev spaces defined below: 358

H
1
0(Ä) = {ψ : Ä → C,

∫

Ä

(

|ψ |2 + |∇ψ |2
)

< ∞, ψ |∂Ä = 0}

R(∇) = {∇ψ, ψ ∈ H
1
0(Ä)}

R(∇)⊥σ = {F ∈ H0(∇×, Ä),
∫

Ä
σF · ∇ψ = 0 ∀ψ ∈ H

1
0(Ä)}

(52)

If an error ∇ϕ, ϕ ∈ H
1
0, is added to E, only the second term in Eq. 39 is affected. 359

As a result if ϕ is non-zero only in a region where σ is small, then the change in the 360

residual will be small, especially for low frequency ω. This shows that the residual 361

is not sensitive to perturbing the electric field by a potential field in regions of low 362

conductivity σ . Thus the calculation of E is an ill-posed problem. A regularization is 363

provided by the divergence correction which corrects the value of the obtained field 364

on the null space of the curl. 365
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The null-space correction we propose, is analogous to the divergence correction. It366

calculates the values of the field on the null space exactly, interpolating only the part367

orthogonal to the null space. In this way, it provides a regularization to the ill-posed368

interpolation problem.369

Using the Helmholtz decomposition, Eq. 39 for the electric field E can be370

decomposed into two uncoupled equations [24]371

∫

Ä
1
µ
∇ × E⊥·∇ × F⊥ + iω

∫

Ä
σE⊥·F⊥ =

∫

Ä
−iω(σ − σp)Ep·F⊥

iω
∫

Ä
σ∇ϕE · ∇ψ =

∫

Ä
−iω(σ − σp)Ep·∇ψ

(53)

where the test functions in Eq. 53 are F⊥ ∈ R(∇)⊥σ ,ψ ∈ H
1
0(Ä). The representation372

of the electric field E as E = E⊥ + ∇ϕE is the Helmholtz decomposition into the373

part in the null space of the curl: ∇ϕE ∈ R(∇) = N(∇×) for ϕE ∈ H
1
0(Ä), and the374

part orthogonal to it E⊥ ∈ R(∇)⊥σ .375

Enforcing E to satisfy the second equation in Eq. 53 is called divergence cor-376

rection. Using the discrete space of the edge elements Hh
0(∇×, Ä) and the nodal377

elements on the same meshH
1,h
0 (Ä) in Eqs. 52 and 53 results in a method for the cor-378

rection of the field in the discrete setting. In this case the decomposition of the Eq. 39379

into Eq. 53 corresponds to the decomposition of Eq. 27 into two uncoupled Eq. 28.380

Divergence correction has been shown to be essential in the convergence of itera-381

tive solvers [11, 30, 36, 37, 39]. It is a part of multigrid preconditioners for Maxwell’s382

equations [19, 21]. It is also helpful in removing an error from a solution obtained383

using a direct solver [24]. The error in this case is due to insufficient precision used384

by the solver. When b̃ does not depend on s, applying the null space correction adds385

numerical stability. This effect is shown by our numerical experiment (see Section 5).386

Considering the null space of curl operator in Maxwell’s equations is important387

not only for electromagnetic geophysical soundings, but in all situations where the388

frequency is low and/or there is a region of low electrical conductivity, for example389

in the problem of computation of interior resonances of cavities where the null space390

correction might allow to avoid spurious modes.391

4 The adaptive choice of shifts392

In this section we discuss an adaptive algorithm, when the interpolating shifts (sj )
n
j=1393

are added one by one to enlarge Ṽ .394

4.1 Theory395

Let us assume that the shifts are chosen from a compact set I ⊂ C such that I ∩396

(−∞, 0] = ∅. Assume that the n shifts s1, . . . , sn ∈ I have been chosen already and397

consider the choice of the shift sn+1. The relative error of approximation398

RE(s) =
||h̃(s) − h̃

Ṽ
(s)||2

||h̃(s)||2
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is not known, so we use an error indicator EI(s), which is nonnegative for s ∈ I and 399

is an approximation of the relative error: 400

EI(s) ≈ RE(s) for s ∈ I

The next interpolating shift is chosen as the maximizer of the error indicator over 401

the set I : 402

sn+1 = argmaxs∈I EI(s) (54)

The algorithm stops, when the approximation is good enough. 403

We are interested if it may happen that Ṽ becomes rank deficient when an addi- 404

tional shift is added. The next lemma says that adding h̃(s∗) to the colsp(Ṽ ) will 405

make Ṽ rank deficient if and only if the approximation h̃
Ṽ
(s) is exact for s = s∗. 406

Lemma 1 Let Ṽ satisfying Eq. 3 be full rank, then 407

h̃(s∗) ∈ colsp(Ṽ ) ⇐⇒ h̃
Ṽ
(s∗) = h̃(s∗) (55)

Proof According to the definition of h̃
Ṽ
, it is always true that h̃

Ṽ
∈ colsp(Ṽ ), so the 408

direction “⇐” is trivial. 409

To prove “⇒”, notice that h̃(s∗) ∈ colsp(Ṽ ) means that h̃(s∗) = Ṽ β∗ for some 410

β∗ ∈ C
n. This implies that for s = s∗ Eq. 6 is satisfied by β = β∗. As a result 411

h̃
Ṽ
(s∗) = Ṽ β∗, which implies h̃

Ṽ
(s∗) = h̃(s∗). 412

The next theorem says that for a reasonable error indicator, the adaptive algorithm 413

cannot fail. 414

Theorem 4 Let the error indicator satisfy 415

∀s ∈ I h̃
Ṽ
(s) = h̃(s) ⇒ EI(s) = 0 (56)

If the adaptive algorithm stops whenever 416

max
s∈I

EI(s) = 0 (57)

then Ṽ cannot become rank deficient. 417

Proof Assume that Ṽ is full rank, but adding h̃(sn+1) would make it rank deficient. 418

Lemma 1 implies that h̃
Ṽ
(sn+1) = h̃(sn+1), which together with Eq. 56 implies that 419

EI(sn+1) = 0. As sn+1 is a maximizer of EI for s ∈ I , then it must be that Eq. 57 is 420

satisfied and thus the algorithm stops at iteration n, so sn+1 is not added and Ṽ does 421

not become rank deficient. 422

Notice that reasonable error indicators, like the residual norm or the relative 423

residual norm satisfy assumption (56). 424

If we assume analyticity of b̃(s), then the assumption (56) is not needed, thus one 425

could choose shifts in an arbitrary way and at each iteration either the approximation 426

is exact for all points in s ∈ I or there is at most a finite number of values of the 427



AUTHOR'S PROOF JrnlID 10444 ArtID 9482 Proof#1 - 07/09/2016

U
N
C
O
R
R
E
C
TE
D
P
R
O
O
F

M. Kordy et al.

next interpolating shift sn+1 that could make Ṽ rank deficient. This is expressed in428

the following theorem.429

Theorem 5 Assume that I is connected and that vector b̃(s) has entries that are430

analytic on I . If Ṽ is full rank and431

h̃
Ṽ
(s) 6= h̃(s) for some s ∈ I (58)

then there is at most a finite number of points s∗ ∈ I such that h̃(s∗) ∈ colsp(Ṽ ).432

Proof Recall that a function is analytic on compact set I , if there is an open set,433

containing I , in which the function is analytic. Assuming that the entries of b(s) are434

analytic on I using the definition of h̃, Eq. 1, one can conclude that the entries of435

h̃(s) are analytic on I (one could also use Eq. 17).436

Consider a matrix with h̃(s1), h̃(s2), . . . , h̃(sn), h̃(s) as columns:437

C(s) =
[

h̃(s1) h̃(s2) . . . h̃(sn) h̃(s)
]

(59)

Assume that there are infinitely many points s∗ ∈ I such that h̃(s∗) ∈ colsp(Ṽ ).438

Using Eq. 3 this means that there are infinitely many points s∗ ∈ I such that C(s∗) is439

rank deficient. Consider an arbitrary n×n submatrix CM(s) of C(s). Its determinant440

a(s) = det (CM(s))

is an analytic function of s ∈ I as a linear combination of analytic entries of h̃(s).441

As C(s∗) is rank deficient for infinitely many points s∗ ∈ I , then a has infinitely442

many zeroes in I . As I is compact, then there must be a sequence of zeros zn ∈ I443

convergent to z0 ∈ I . So a is equal to 0 in the vicinity of z0 and as I is connected,444

then445

a(s) = 0 for all s ∈ I

446

We have proven that for any s ∈ I the determinant of an arbitrary n×n submatrix447

of C(s) is equal to 0. Thus for an arbitrary s ∈ I matrix C(s) is rank deficient.448

With the assumption that Ṽ is full rank, the first n columns of C(s) are linearly449

independent, so it must be that for an arbitrary s ∈ I450

h̃(s) ∈ span
{

h̃(s1), h̃(s2), . . . , h̃(sn)
}

= colsp(Ṽ )

which, using Lemma 1, contradicts assumption (58).451

452

4.2 Algorithm453

In this section, we present an algorithm for choosing the interpolating shifts sj . We454

will consider the values of the shifts in an interval I in the complex plane. The455

best choice of shifts would be such that minimizes the maximum relative error of456
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approximation over interval {s = iω : ω ∈ [ωmin, ωmax]}, since the transfer function 457

values are needed in this interval: 458

mins1,...,sn∈I maxω∈[ωmin,ωmax]

‖h̃(iω) − h̃
Ṽ
(iω)‖2

‖h̃(iω)‖2
(60)

Such an approach is not pursued in this paper for two reasons. Firstly because the 459

true relative error of approximation is not known, so we have to use an error indicator 460

EI(s1,...,sn)(iω). Secondly, if Eq. 60 were used, the n-th step optimal shifts would 461

most likely not appear among the n + 1 optimal shifts. 462

Because of that we consider an approach in which at each iteration, given 463

(s1, . . . , sn), we will add one value sn+1 in order to form (s1, . . . , sn, sn+1). Also we 464

assume that I = {s = iω : ω ∈ [ωmin, ωmax]} and we use the fact that at each inter- 465

polation shift sj , the interpolation is exact, so the error of approximation is 0, thus 466

the value of the next interpolation shift sn+1 is chosen at the maximum of the error 467

indicator function EI(s1,...,sn)(s) for s ∈ I : 468

sn+1 = argmaxs∈I EI(s1,...,sn)(s) (61)

In such a way, we set the error to 0 at the location that needs it the most, the 469

location at which the error is the largest. 470

In the case when b does not depend on s, as for the approximation of the Jaco- 471

bian [23], we consider two intervals to choose the shifts from: the purely imaginary 472

interval {iω : ω ∈ [ωmin, ωmax]} and a purely real interval [λmin, λmax], containing 473

non-zero eigenvalues of A. For the forward problem approximation considered in the 474

current paper, when b̃ is complex valued and depends on the shift s we approximate 475

it in the interval {iω : ω ∈ [ωmin, ωmax]}. 476

The norm of the residual of Eq. 2 may be used as the error indicator [6, 23, 40]. Yet 477

in the considered case, it is more natural to use the relative residual norm. This makes 478

our algorithm not dependent on the magnitude of the source term b̃(s) (compare with 479

Theorem 3). Also in the case of b̃ not dependent of the shift s, the residual norm can 480

be explicitly calculated using formula of Theorem 2.4 in [23] which is not valid for 481

the case of b̃ dependent on s. This makes the evaluation of the residual norm more 482

expensive in this case. 483

Indeed, in order to find β, the solution of Eq. 6, one can use the precomputed 484

Ṽ ∗ÃṼ , Ṽ ∗B̃Ṽ , but for each s one needs to evaluate Ṽ ∗b̃(s), which has a cost of 485

order O(nN). To calculate the relative residual of the approximation, we evaluate 486

‖B̃
− 1
2

d (([ÃṼ ] + s[B̃Ṽ ])β − b̃(s))‖2

‖B̃
− 1
2

d b̃(s)‖2

(62)

for precomputed [ÃṼ ], [B̃Ṽ ]. Here B̃d is the diagonal of B̃. The most expensive part 487

is the evaluation of ([ÃṼ ]+s[B̃Ṽ ])β, which has numerical complexityO(nN). This 488

tells us that the numerical cost of the evaluation of the error indicator (62) is of order 489

O(nN) for each s. 490

Also, as was mentioned before, in magnetotellurics there is a number of frequen- 491

cies of interest ω̌1, . . . , ω̌p. We propose an algorithm that considers the values of 492
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interpolating shifts only in the set {iω̌1, . . . , iω̌p}, for p small. The algorithm is493

presented below494

Algorithm 1 AIRD (Adaptive choice of Imaginary shifts; norm of the Residual as

the error indicator; b̃ Dependent on s)

1. Set n = 2, choose ω1 = ωmin, ω2 = ωmax and set Ṽ1:2 as

colsp(Ṽ1:2) = span
{

(Ã + iωB̃)−1b̃ : ω ∈ {ω1, ω2}
}

2. Find ωn+1 as the maximizer of the (scaled) relative residual norm

‖B̃
− 1
2

d ((Ã + iωB̃)h̃
Ṽ
(iω) − b̃(iω)))‖2

‖B̃
− 1
2

d b̃(iω)‖2

(63)

over ω ∈ {ω̌1, . . . , ω̌p}.

3. Set Ṽ1:(n+1) as

colsp(Ṽ1:(n+1)) = colsp(Ṽ1:n) ⊕ span{(Ã + iωn+1B̃)−1b̃}

4. If exit criteria met(approximation is good enough), stop

5. Set n = n + 1 and jump to 2

As only a fixed number of shifts is considered, we can apply the null space cor-495

rection. As a first step, one evaluates the null space part h̃
K̃

(iω̌1), . . . , h̃K̃
(iω̌p), and496

then constructs the model order reduction approximation to h̃
W̃

(s).497

5 Numerical results498

In order to test the proposed method we use the forward solver of [24]. We consider499

a model presented in Fig. 2 with a 3d hill and a 3d valley. There is a conductive500

(1Äm) object below the earth’s surface in 50Äm background. The conductive object501

is placed at [−700m, 700m] × [−328.3m, 328.3m] in XY plane and extends from502

approximately 450m to 1150m in depth. YZ cross-section plotted in Fig. 3 shows the503

location of the object. The air is approximated by 107Äm and the term iωǫ is dropped504

completely in all of the domain. In the numerical test we consider the magnetotel-505

luric response Z, K at one receiver location at the bottom of the valley, marked by a506

blue point in Fig. 2. We are interested in the response h̃(iω) for a range of frequencies507

considered in magnetotellurics ω
2π

∈ [0.01Hz, 1000Hz]. The hexahedral mesh con-508

sists of 31, 31 and 25 elements in x, y and z directions, respectively, and it extends509

to 45km from the center in x and y directions. In z direction it extends to 32km510

above the surface and 47km deep. The system matrix has 67,140 columns and the511

same number of rows. The total number of elements is 24,025 and the total number512

of edges inside the domain is 67,140.513
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Fig. 2 The central part of the

surface mesh, together with the

location of the receiver shown

by a blue point

Let us consider the edge element approximation of the forward MT response with 514

b̃(iω) = g(ω), where g(ω) defined in Eq. 43, depends on the primary plane wave 515

field. Usually in MT, one considers two cases: E field purely in x direction(with H 516

purely in y direction) andE field purely in y direction (withH purely in x direction). 517

As the source in Eq. 39, which is the primary plane wave electric field multiplied 518

by the conductivity difference (σ − σp)Ep, is not divergence free, the vector b(iω) 519

is not orthogonal to the null space of A. Moreover, its part b̃
K̃

(s) lying in the null 520

space depends on s. To deal with this problem we apply the developed method of the 521

null space correction. 522

To compare the quality of approximations we calculate the maximum relative error 523

of an approximation 524

max
ω∈[ωmin,ωmax]

‖h̃
Ṽ
(iω) − h̃(iω)‖2

‖h̃(iω)‖2
(64)

We also calculate the maximum of the relative residual norm: 525

maxω∈[ωmin,ωmax]
‖(A+iwI)hV (iω)−b‖2

‖b‖2
≈

maxω∈[ωmin,ωmax]

‖B̃
− 1
2

d

[

(Ã+iωB̃)h̃
Ṽ

(iω)−b̃
]

‖2

‖B̃
− 1
2

d b̃‖2

(65)
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Fig. 3 The central part of the YZ cross-section at x=0
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We consider algorithm AIRD for p = 31 frequencies of interest in the range526

[ωmin, ωmax]. In Fig. 4, we present the maximum of the relative error over the whole527

interval [ωmin, ωmax] and the maximum of the relative residual norm over the same528

interval as a function of the iteration number n. At each iteration the approxima-529

tion obtained with the null space correction is more than an order of magnitude530

more accurate than without the correction. The max relative error of approximation531

is decreased to 10−7 in 25 iterations, which is about two orders of magnitude more532

accurate than without the correction. For n larger than 25, we can see a stagnation533

caused by constraining the interpolation frequencies to the set {ω̌1, . . . , ω̌31}.534

To test the efficiency of the model order reduction we used three-dimensional535

low frequency Maxwell’s equation solver that uses deformed hexahedral edge finite536

elements and direct solvers parallelized on SMP computers [24, 25]. The code has537

been developed for magnetotellurics applications and tested on synthetic and real-538

world examples. The proposed model order reduction offers largest speedup for an539

iterative solver [21, 28] if h̃
Ṽ
is used as a starting point. As demonstrated in Fig. 4,540

in the case of calculation of h̃ for 30 frequencies with relative residuals no larger541

than 10−5, the speedup from using the model order reduction is 2 times. The speedup542

is higher if more frequencies are considered. For example, for 60 frequencies, the543

speedup is 4 times.544

The presented calculation of the speedup takes into account only the relative resid-545

ual, which has similar values for the algorithm with and without the null space546

correction. Applying the null space correction leads to an additional speedup of 30 %547

if one stops the iteration at the same level of the maximum relative error.548

Figure 5 presents the results of using the suggested null space correction method549

for a different case. In this simulation b̃ does not depend on s. For choosing the inter-550

polation shifts we use the AIR algorithm [23], which is similar to AIRD, discussed in551

the current paper, but developed for b̃ not dependent on s. In this case, the interpola-552

tion shifts may be anywhere in the interval I . The comparison of the algorithm with553

1
e

−
0

7
1

e
−

0
5

1
e

−
0

3
1

e
−

0
1

n

m
a
x
 r

e
la

ti
v
e
 e

rr
o
r

no null corr.

null correct.

0 5 10 15 20 25 30 5 10 15 20 25 30
n

m
a
x
 r

e
la

ti
v
e
 r

e
s
id

u
a
l

1
e

−
0

4
0

.1

Fig. 4 The relative error (left) and the relative residual (right) as a function of the iteration number n

for AIRD for the case of the forward problem with the source plane wave with E purely in x direction.

Comparison of the strategy with the null space correction (shown by⊕ symbol) and without the null space

correction (shown by a solid line) is presented
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Fig. 5 The relative error (left) and the relative residual (right) as a function of the iteration number n for

AIR strategy in the case of b̃ not dependent on s. Comparison of the strategy with the null space correction

(shown by ⊕ symbol) and without the null space correction (shown by a solid line) is presented

and without the null space correction is presented in Fig. 5. The calculation was done 554

for the case of b̃ = vx for vx defined in Eq. 47, which is used in the calculation of the 555

Jacobian of x component of the electric field E. In the case of b̃ not dependent on s, 556

the null space part of the transfer function satisfies hK(s) = 1
s
hK(1), so applying the 557

null space correction is comparable to adding a single vector hK(1) to the column 558

space of V . Figure 5 shows that when the null space correction is applied, at initial 559

stage of the iteration the speed of decreasing of the maximum relative error does not 560

show a significant improvement over the algorithm without the correction. However, 561

the overall behavior and stability of the algorithm changes drastically. The algorithm 562

with the null space correction reduces the max relative error to a much smaller value, 563

in 25 iterations the maximum error is four orders of magnitude smaller than without 564

the correction. The null space correction regularizes the ill-posed interpolation prob- 565

lem in a similar way the divergence correction regularizes the ill-posed problem of 566

the calculation of the electric field. The regularization is done by constraining and 567

proper evaluation of the null space components. It allows to turn a semiconvergent 568

algorithm into a convergent one. 569

For the case of b̃ dependent on s (see Fig. 4) the regularization provided by the 570

null space correction manifests itself in a significant reduction of the approximation 571

error without any reduction of the residual norm (shown in Fig. 4 right). In a similar 572

way, divergence correction removes the error in the approximated electric field E 573

which is not seen in the values of the residual [24]. 574

6 Conclusions 575

The paper extends model order reduction method for the transfer function to the case 576

when the matrix has a non-empty null space and the right hand side depends on 577

the shift. We propose the null-space correction method, which allows to correct the 578

solution in the part lying in the null space of the operator. Our numerical tests show 579
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that the method reduces the approximation error by two to four orders of magnitude.580

We also develop a method of adaptive choice of shifts and prove that the algorithm581

never fails. In application to a forward low frequency electromagnetic problem, the582

developed methods allow to significantly speed up the calculations without any loss583

of accuracy.584
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