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1. STATIONARY PROCESSES

Stationary processes are one possible generalization of i.i.d. random
sequences. They arise in a number of various areas in probability, ergodic
theory, analysis, metric number theory, etc.

Definition 1.1. A stochastic process {Xn}n∈Z is stationary if for all integers
` and n1 ≤ n2 ≤ ·· · ≤ nk , the distribution of (Xn1 , . . . , Xnk ) is the same as
that of (X`+n1 , . . . , X`+nk ).

Typically, we have a process indexed by Z+ = {0,1,2 . . .} and not all of Z.
In that case, the preceding definition persists, but we insist that ` and n1

are non-negative, so that everything is well defined. Any stationary pro-
cess X , indexed by Z+, can usually be extended uniquely to a stationary
process indexed by Z. Here is how: Suppose P{Xn ∈ [0,1]} = 1 for all n ≥ 0.
Define µk to be the following probability measure on [0,1]{−k,...,k}:

µk (A−k ×·· ·× A−1 × A0 × A1 ×·· ·× Ak )

:= P{X0 ∈ A−k , X1 ∈ A−k+1, . . . , A2k ∈ Ak } ,

for all Borel-measurable Ai ⊆ [0,1] (i ∈ Z). By the stationarity of the Xn ’s,
{µk }∞k=0 is a consistent family of probability measures. Thanks to the Kol-
mogorov extension theorem there is a unique extensionµ∞ to all of [0,1]Z.
Define Yn(ω) =ωn for all ω ∈ [0,1]Z and n ∈ Z. It follows that for all k ≥ 0,
(Y−k ,Y−k+1, . . .) has the same distribution as (X0, X1, . . .), and the entire
process Y is now stationary. So you can think of Y as the ‘stationary ex-
tension’ of X to all of [0,1]Z. A similar procedure can be carried out as long
as the space S in which the X ’s live can be embedded in [0,1]Z. Urysohn’s
metrization theorem of general topology ensures that any locally com-
pact Hausdorff topological space S will do. [This is as large a state space
as one could possibly hope to run into.]

I will no longer distinguish between stationary processes indexed by
Z+ and those indexed by Z.

Example 1.2. (1) All i.i.d. sequences are stationary by default.
(2) If {Xn}n∈Z is i.i.d. and {an}n∈Z is non-random, we can define

Yn := ∑
j∈Z

an− j X j
∀n ∈ Z,

provided that the sum is a.s. convergent.1 The process Y is then
stationary; it is called a moving average process.

1According to the Kolmogorov two-series theorem, this sum is a.s. convergent if
E[X0] = 0, Var(X0) <∞< and

∑
j∈Z |a j |2 <∞.
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2. THE CANONICAL PROBABILITY SPACE

Let (S,S ,P) be a probability space, and define Ω to be the collection
of all infinite sequences (· · · ,ω−1,ω0,ω1, . . .) where ω j ∈ S. Define F to
be the Borel σ-algebra S Z, all the time keeping in mind that this is gen-
erated by all open sets in SZ, and the latter is endowed with the product
topology.

Consider the stochastic process,

(2.1) Xn(ω) :=ωn
∀n ∈ Z.

Now consider the map T :Ω→Ω defined by

T : (. . . ,ω−1,ω0,ω1, . . .) → (. . . ,ω0,ω1,ω2, . . .) ∀ω ∈Ω.

That is, (Tω)n :=ωn+1 for all n ∈ Z and ω ∈Ω. Therefore, Tω is a coordi-
natewise “shift to the right” of ω. It is invertible, and its inverse is a shift
to the left; i.e.,

(2.2) (T −1ω)n :=ωn−1
∀n ∈ Z.

Note that we have

(2.3) Xn(ω) =ωn = X0(T nω) ∀ω ∈Ω, n ∈ Z,

where T 0ω :=ω, and T nω := T (T n−1ω) for all n 6= 0.

Definition 2.1. Suppose µ is a probability measure on (Ω,F ). A map τ :
Ω→Ω is said to be measure preserving (equivalently, τ preserves µ) if:

(1) τ is measurable;
(2) τ is one-to-one and onto;
(3) The distribution of τ under µ is µ itself; i.e., µ{τ ∈ A} =µ(A) for all

A ∈F .

Proposition 2.2. The process X defined by (2.3) is stationary if and only if
T is measure preserving.

Proof. We have seen already that T is one-to-one and onto. We even
identified the inverse T −1; consult (2.2). Suppose, first, that T is measure
preserving. Then,

P
{

Xn j ∈ A j
∀1 ≤ j ≤ k

}
= P

{(
X0 ◦T n j

) ∈ A j
∀1 ≤ j ≤ k

}
= P

{
T n j ∈ X −1

0 A j
∀1 ≤ j ≤ k

}
= P

(
T −` {

T n j ∈ Z−1
0 A j

∀1 ≤ j ≤ k
})

,

because T is measure preserving. Therefore,

P
{

Xn j ∈ A j
∀1 ≤ j ≤ k

}
= P

{
T `+n j ∈ X −1

0 A j
∀1 ≤ j ≤ k

}
.
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The stationarity of X follows from this. The converse is proved similarly.
�

It might help to think back on how one proves that i.i.d. random vari-
ables with a given distribution exist. The central portion of the proof,
invariably, comes down to showing that when S is reasonable (i.e., S '
[0,1]Z), then we can take for our probability space the preceding (Ω,F ),
and define the Xn ’s by (2.1). Therefore,
(2.4)
In all cases of interest, our process can be assumed to have the form (2.1).

This means that the analysis of stationary processes is equivalent to the
analysis of masure-preserving transformations. From now on, th epro-
cess X is assumed to be of the form given by (2.3). (Once again, if not,
then in all cases of interest we can constrct such an X by possibly having
to enlarge the underlying probability space.)

3. THE BASIC ERGODIC THEOREM

Definition 3.1. A set A ∈F is invariant if T −1 A = A.

Let I denote the collection of all invariant A ∈ F . This is called the
invariant σ-algebra. The name is motivated by the first half of the fol-
lowing.

Lemma 3.2. I is a σ-algebra. In addition, if X is I -measurable, then
X = X ◦T a.s.

Proof. Evidently, T −1; = {T −1ω : ω ∈ ;} = ;. Therefore, ; ∈ I . If A ∈ I

then T −1(Ac ) = (T −1 A)c , so Ac ∈ I . Finally, if An ∈ I (n = 1,2, . . .), then
T −1(∪∞

n=1 An) = ∪∞
n=1T −1 An = ∪∞

n=1 An ∈ I . This proves that I is a σ-
algebra.

Next, suppose X is I -measurable. Define

Xn(ω) :=
∞∑

k=−∞

(
k

2n

)
1X −1[k/2n ,(k+1)2−n )(ω).

Because Xn = Xn ◦T a.s. and Xn ↑ X (pointwise), it follows that X = X ◦T
a.s. �

Theorem 3.3 (The individual ergodic theorem; Birkhoff). If X1 ∈ L1(P)
then

lim
n→∞

1

n

n−1∑
j=0

X j = E(X0 |I ) a.s. and in L1(P).
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Equivalently, if X0 ∈ L1(P) then

lim
n→∞

1

n

n−1∑
j=0

X0

(
T jω

)
= E( X0 | I ) (ω) a.s. and in L1(P)

The proof of Theorem 3.3 rests on the following inequality.

Theorem 3.4 (The Hopf Maximal Ergodic Lemma). Let Sn(ω) :=∑n−1
j=0 X j (ω)

and Mn(ω) := max{0,S1(ω), . . . ,Sn(ω)}. Then, as long as X0 ∈ L1(P),

E[X0; Mn > 0] ≥ 0.

Before proving this, let us see what it entails. Choose and fix λ> 0, and
define

X ′
n(ω) := Xn(ω)−λ

S′
n(ω) :=

n−1∑
j=0

X ′
j (ω)

M ′
n(ω) := max

{
0,S′

1(ω), . . . ,S′
n(ω)

}
.

Note that

M ′
n(ω) = max{0,S1(ω)−λ,S2(ω)−2λ, . . . ,Sn(ω)−nλ}

= max
1≤ j≤n

[
S j (ω)−λ j

]
+ .

In particular,

M ′
n(ω) > 0 ⇐⇒ max

1≤ j≤n

(
S j (ω)

j

)
>λ.

Because {X ′
n} is a stationary process with X ′

0 ∈ L1(P), we can then apply
the Hopf maximal ergodic lemma to {X ′

j } and obtain the bound, E[X ′
0; M ′

n >
0] ≥ 0. Equivalently,

P

{
max

1≤ j≤n

(
S j

j

)
>λ

}
≤ 1

λ
E

[
X0; max

1≤ j≤n

(
S j

j

)
>λ

]
.

Next replace X ′
n by X ′′

n :=−Xn −λ. This too is stationary, and we find that

P

{
max

1≤ j≤n

(−S j

j

)
>λ

}
≤ 1

λ
E

[
−X0; max

1≤ j≤n

(−S j

j

)
>λ

]
.

Add the preceding two displays, and bound ±X0 by |X0| in the expecta-
tions, to find that

P

{
max

1≤ j≤n

∣∣∣∣S j

j

∣∣∣∣>λ}
≤ 1

λ
E

[
|X0|; max

1≤ j≤n

∣∣∣∣S j

j

∣∣∣∣>λ]
.
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Exercise 3.5 (N. Wiener). Prove that if X0 ∈ Lp (P) for some p > 1 then
supn≥1 |Sn/n| ∈ Lp (P).2 Use this and Birkhoff’s theorem (Theorem 3.3) to
prove that if X0 ∈ Lp (P) for some p > 1, then (Sn/n) → E(X0|I ) in Lp (P) as
well.

Proof of Theorem 3.4. For all 1 ≤ j ≤ n, Mn(Tω) ≥ S j (Tω). Therefore,
X0(ω)+Mn(Tω) ≥ X0(ω)+S j (Tω) = S j+1(ω). That is,

(3.1) X0 ≥ max
1≤ j≤n+1

S j −Mn ◦T ≥ max
1≤ j≤n

S j −Mn ◦T.

If Mn(ω) > 0 then Mn(ω) = max1≤ j≤n S j (ω). Therefore, multiply (3.1) by
1{Mn>0} and take expectations to find that

E[X0; Mn > 0] ≥ E[Mn ; Mn > 0]−E[Mn ◦T ; Mn > 0]

= E[Mn]−E[Mn ◦T ; Mn > 0]

≥ E[Mn]−E[Mn ◦T ].

The last line uses only the fact that Mn ◦T ≥ 0, pointwise. Because T is
measure-preserving, E[Mn ◦T ] = E[Mn], whence the lemma follows. �

Exercise 3.6. Derive the following following strengthening of Theorem 3.4:
For all A ∈I ,

E[X0; Mn > 0; A] ≥ 0.

(HINT: Consider the process X ′
n := Xn1A.)

Proof of Birkhoff ’s Theorem. Let X ′
n := Xn−E(X0|I )−εwhere ε> 0 is held

fixed and non-random. Evidently, {X ′
n} is a stationary process too. Apply

Hopf to it, using obvious notation, and find that for all invariant sets A,

E[X ′
0; M ′

n > 0; A] ≥ 0.

Cf. Exercise 3.6. Since M ′
n ≤ M ′

n+1, limn M ′
n = supn M ′

n exists but may be
infinite. By the dominated convergence theorem,

E
[

X ′
0; lim

n
M ′

n > 0; A
]
≥ 0.

We can apply this to the set

A :=
{
ω ∈Ω : limsup

n→∞
S′

n(ω)

n
> 0

}
.

Because limsupn(Sn(ω)/n) = limsupn(S′
n(Tω)/n), A is an invariant set,

and we find that

E

[
X ′

0; lim
n

M ′
n > 0; limsup

n→∞
S′

n

n
> 0

]
≥ 0.

2This is false for p = 1. However, for a bigger challenge, try proving that if
E{|X0| log+ |X0|} <∞ then supn≥1 |Sn/n| ∈ L1(P). This “L logL” condition cannot be im-
proved upon (theorem of D. Burkholder).
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But it is easy to see that{
ω ∈Ω : limsup

n→∞
S′

n(ω)

n
> 0

}
⊆

{
ω ∈Ω : lim

n→∞M ′
n(ω) > 0

}
.

Thus, by the towering property of conditional expectations and the pre-
ceding discussion,

E

[
E

(
X ′

0

∣∣ I
)

; limsup
n→∞

S′
n

n
> 0

]
= E

[
X ′

0; limsup
n→∞

S′
n

n
> 0

]
≥ 0.

But E(X ′
0|I ) = −ε < 0. This proves that limsupn(S′

n/n) ≤ 0 a.s. Equiva-
lently, we have proved that

limsup
n→∞

Sn

n
≤ E(X0 |I )+ε a.s.

Since ε > 0 is arbitrary, we find that limsupn(Sn/n) ≤ E(X0|I ) a.s. Apply
this inequality to {−X j } to find that limn(Sn/n) = E(X0|I ) a.s., which is
the a.s.-portion of the Birkhoff theorem.

The second half on L1-convergence follows a familiar path. For allν> 0
define X ν

n = Xn1{|Xn |≤ν} and Sνn = ∑n=1
j=0 X ν

j . Because {X ν
j } j is stationary,

our proof thus far shows that limn(Sνn/n) = E(X ν
0 |I ) a.s. Because |Sνn/n| ≤

ν a.s., the bounded convergence theorem implies that (Sνn/n) converges
to E(X ν

0 |I ) also in L1(P). Now,

Sn

n
−E(X0|I ) =

[
Sνn
n

−E(X ν
0 |I )

]
︸ ︷︷ ︸

T1

+
[

Sn −Sνn
n

]
︸ ︷︷ ︸

T2

+E
[

X ν
0 −X0

∣∣I ]︸ ︷︷ ︸
T3

.

We have proven that as n →∞, T1 → 0 a.s. and in L1(P). Let us concen-
trate on T2 and T2 then. But

‖T2‖1 ≤ E{|X0|; |X0| > ν}

‖T3‖1 ≤ E{|X0|; |X0| > ν} .

Therefore,

limsup
n→∞

∥∥∥∥Sn

n
−E(X0 |I )

∥∥∥∥
1
≤ 2E{|X0|; |X0| > ν} .

Because the preceding is valid for all ν > 0, we can subsequently let ν→
∞ to finish. �

4. ERGODICITY

Definition 4.1. We say that {Xn} [and/or T ] is ergodic if I is a trivial σ-
algebra. That is, the probability of all invariant sets is zero or one.
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When T is ergodic, E(X0|I ) = E[X0] is non-random. In particular, (Sn/n)
converges to the non-random quantity E[X0] as long as the latter is de-
fined absolutely.

Example 4.2. If {Xn}∞n=1 are i.i.d. then I is ergodic. Here is why: Take
an invariant set A ∈ I , and note that A ∈ σ({Xn}∞n=1). But A = T −1 A
(a.s.), and the latter is in σ({Xn}∞n=2) (why?). Iterated this to find that
A ∈ σ({Xn}∞n=k ) for all k ≥ 1. In particular, A is measurable with respect
to the tailσ-algebra of the Xn ’s, and the latter is trivial by the Kolmogorov
zero-one law.

Example 4.3 (H. Weyl). Set Ω = [0,2π), F := B(Ω), and P :=the uniform
distribution on (Ω,F ). Choose and fix θ ∈ [0,2π), and define Tω := (ω+θ)
mod 2π. That is, T is “rotation by θ.” It is clear that T preserves P. The
interesting feature, here, is the following:

Fact: I is ergodic iff θ/(2π) is irrational.

To prove this, first suppose θ = 2πm/n where m < n are both positive
integers. Then we can choose a neighborhood A of 0 such that {T k A}∞k=0
are disjoint. (Picture?). Define B := ∪n

k=0T k A. A little thought [and/or
the right picture] proves that B is invariant. But if P(A) > 0, then P(B) =
(n+1)P(A), which is positive. If, in addition, we chose A sufficiently small,
then P(B) ∈ (0,1), whence the non-ergodicity of T .

To finish this example, we prove the converse. Namely, that if θ/(2π) is
irrational, then T is ergodic. The proof is essentially due to H. Weyl.

Choose and fix an invariant A ∈ I , and define f := 1A. Our goal is to
prove that P(A) ∈ {0,1}. But we can develop f as a Fourier series

f (ω) ∼
∞∑

k=−∞
f̂k e−i kω,

where ‘∼’ denotes convergence in L2(0,2π), and the f̂k ’s are the Fourier
coefficients of f ; i.e., f̂k := ∫ 2π

0 f (x)exp(i xk)d x = ∫
A exp(i xk)d x (k ∈ Z).

Because f is I -measurable, Lemma 3.2 tells us that f (ω) = f (Tω) for
almost all ω ∈ [0,2π). Therefore, the following holds for almost all ω ∈
[0,2π):

∞∑
k=−∞

f̂k e−i kω =
∞∑

k=−∞
f̂k e−i kTω =

∞∑
k=−∞

f̂k e−i kθe−i kω.

Because the Fourier coefficients of a Fourier series are defined uniquely,
this proves that f̂k = f̂k exp(−i kθ) for all k ∈ Z. Since θ/(2π) is irrational,
exp(−i kθ) cannot be one for any integer k 6= 0. Therefore, f̂k ≡ 0 for all
k 6= 0. This, in turn, means that f (ω) = f̂0 = a constant, a.s., which does
the job.
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Example 4.4 (Continued Fractions). LetΩ= [0,1), F =B(Ω), and define
G to be the so-called “Gauss law.” That is, for all Borel sets A,

G(A) := 1

ln2

∫
A

d x

1+x
.

Define T to be

Tω := 1

ω
−

[
1

ω

]
∀ω ∈ [0,1),

where [x] denotes the greatest integers≤ x. Because Tω= (1/ω) (mod 1),3

this is the fractional portion of (1/ω).
It turns out that T preserves G. It is enough to prove that for all 0 < a <

b < 1,

G(a,b) = G
(
T −1(a,b)

)
.

Now,

T −1(a,b) = {ω : a < Tω< b}

=
{
ω : a < 1

ω
−

[
1

ω

]
< b

}
=

∞⋃
n=1

{
ω : n < 1

ω
< n +1 , a < 1

ω
−n < b

}
a.s.,

where the union is a disjoint one. It follows that

T −1(a,b) =
∞⋃

n=1

(
1

b +n
,

1

a +n

)
,

where the union is a disjoint one. Therefore,

G
(
T −1(a,b)

)= 1

ln2

∞∑
n=1

∫ 1(a+n)

1/(b+n)

d x

1+x

= 1

ln2

∞∑
n=1

{
ln

[
a +n +1

b +n +1

]
− ln

[a +n

b +n

]}
= 1

ln2
ln

[
b +1

a +1

]
= 1

ln2

∫ b

a

d x

1+x
= G(a,b).

This, and a monotone class theorem, together prove that G is preserved
by T . In fact, it turns out that T is ergodic. [Ergodicity is not so easy to
prove. We will demonstrate it later in §5, page 11.] Instead, let us prove
that T is a kind of “shift.”

If ω ∈ (0,1), then we define, iteratively,

a0(ω) := [1/ω], a1(ω) := a0(Tω), · · · , an(ω) := an−1(Tω), . . . .

3Also, sometimes written as {1/ω}.
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Now, define

(4.1) φn(ω) := 1

a0(ω)+ 1

a1(ω)+·· ·+ 1

an−1(ω)+ 1

an(ω)

.

If ω ∈ (0,1) is rational, then for all n large, φn(ω) = ω. This is false when
ω is irrational, but it is not too hard to see that limn→∞φn(ω) =ω. In any
event, we can represent every ω ∈ [0,1) as

ω= [a0(ω), a1(ω), . . .] .

The collection (a0(ω), a1(ω), . . .) are the so-called digits of the continued
fraction expansion of ω. It follows that T is a measure-preserving shift
on the continued fraction digits of all irrational numbers in [0,1).

Example 4.5 (H. Poincaré). Define the “recurrence set,” RA of A as fol-
lows:

RA := {
ω ∈Ω : T nω ∈ A for infinitely-many n’s

}
Evidently, RA is an invariant set. By the ergodic theorem (Theorem 3.3),
together yield

lim
n→∞

1

n

n−1∑
j=0

1A

(
T jω

)
= P(A |I ) a.s.

But by the definition of RA, the left-hand side is zero a.s. on Rc
A. Therefore,

so is the right-hand side. This, and the already-mentioned fact that Rc
A ∈

I together yield the following:

(4.2) 0 = E
[
P(A |I );Rc

A

]= E
[
P(A∩Rc

A |I )
]= P(A∩Rc

A).

This is due to Poincaré; it states that for almost all of its starting points in
A, the stochastic process Xn(ω) := T nω returns to A infinitely often.

The preceding example has a surprising, but immediate, consequence.

Corollary 4.6 (Poincaré). If T is ergodic and P(A) > 0, then A is “recurrent”
in the sense that, with probability one, T nω ∈ A for infinitely-many n’s.

Proof. We are seeking to prove that if P(A) > 0 then P(RA) = 1. Because RA

is invariant and T is ergodic, P(RA) is zero or one. If P(RA) were zero, then
(4.2) would imply that P(A) = 0, and this would result in a contradiction.

�
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Example 4.7 (Kesten, Spitzer, Whitman). Let {Xn}∞n=1 be i.i.d., taking val-
ues in Rd , and Sn := X1 +·· ·+ Xn . The range of the random walk {Sn}∞n=1
is defined as

Rn := #{S1, . . . ,Sn}.

The Kesten-Spitzer-Whitman theorem states that a.s. and in L1(P),

(4.3) lim
n→∞

Rn

n
= P{Sk 6= 0 for all k ≥ 1}.

Construct, as before, Xn(ω) := ωn , where ω = (ω1,ω2, . . .) ∈ Ω. There-
fore, Sn(ω) = ∑n−1

j=0 X0(T jω), where T denotes the usual shift; i.e., Tω =
(ω2,ω3, . . .). Then we prove (4.3) in two steps. First note that

Rn(ω) ≥#
{
1 ≤ k ≤ n : Sl (ω) 6= Sk (ω) ∀l > k

}
=

n∑
k=1

1E (T kω), where

E :={
ω ∈Ω : Sk (ω) 6= 0 ∀k ≥ 1

}
.

Our goal is to prove that limn→∞(Rn/n) = P(E |I ) a.s. Because I is trivial
(Example 4.2), this proves the claim (4.3).

Apply the ergodic theorem to find that liminfn→∞(Rn/n) ≥ P(E |I ) a.s.
This is half of our goal. To derive the converse let

Em := {ω ∈Ω : S1(ω) 6= 0, . . . ,Sm(ω) 6= 0} (m = 1,2, . . .).

Then, for any fixed integer m ≥ 1,

Rn(ω) ≤ m +#
{
1 ≤ j ≤ n −m : Sl (ω) 6= S j (ω) ∀ j < l ≤ j +m

}
= m +

n−m∑
j=1

1Em (T jω).

This proves that limsupn→∞(Rn/n) ≤ P(Em |I ) a.s. Let m ↑∞ and appeal
to the monotone convergence theorem to finish.

5. MORE ON CONTIUNUED FRACTIONS

We now go back and prove the claimed ergodicity in Example 4.4. In
fact, we will do a little more.

5.1. A Rational Approximation to Irrationals. Let us take a detour in
some classical analytic/metric number theory. Throughout, the notation
of Example 4.4 is used.

Define for all n ≥ 1 and all irrational ω ∈Ω,

p−1(ω) = 1, p0(ω) = 0, · · · , pn(ω) = an−1(ω)pn−1(ω)+pn−2(ω)

q−1(ω) = 0, q0(ω) = 1, · · · , qn(ω) = an−1(ω)qn−1(ω)+qn−2(ω).
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One can check, using induction only, that

pn−1qn −pn qn−1 = (−1)n ∀n ≥ 0,

1

a0 +
1

a1 +·· ·+ 1

an−1 + r

= pn + r qn−1

qn + r qn−1

∀r ∈ [0,1], n ≥ 1.

(5.1)

In particular, for all irrational ω ∈Ω,

pn

qn
= 1

a0 +
1

a1 +·· ·+ 1

an−1

, and

ω= pn(ω)+T nω ·qn−1(ω)

qn(ω)+T nω ·qn−1(ω)
.

(5.2)

[I am making some fuss about irrationals becauseω is rational if and only
if an(ω) is infinite for some finite integer n · · · try it.]4 Therefore, based on
what we know already,

lim
n→∞

pn(ω)

qn(ω)
=ω,

for all irrational (and, trivially, all rational) ω ∈Ω. One advantage of this
setup is that we can get estimates on this particular rational approxima-
tion of ω, and the rate turns out to be good uniformly over all irrational
ω’s.

Proposition 5.1. For all irrational ω ∈Ω and all integers n ≥ 2,∣∣∣∣ω− pn(ω)

qn(ω)

∣∣∣∣≤
p

2

2n
.

Proof. According to (5.2),∣∣∣∣ω− pn(ω)

qn(ω)

∣∣∣∣= 1

qn(ω)

[
qn(ω)

T nω
+qn−1(ω)

] .

But (T nω)−1 ≥ an(ω), by virtue of construction. Therefore,∣∣∣∣ω− pn(ω)

qn(ω)

∣∣∣∣≤ 1

qn(ω)
[
an(ω)qn(ω)+qn−1(ω)

] = 1

qn(ω)qn+1(ω)
.

4The second assertion requires also the observation that, in continued-fraction no-
tation, ω= [a0(ω), a1(ω), · · · , an−1(ω)+T nω].
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To finish, we will prove that for all n ≥ 2,

(5.3) qn ≥ 2(n−1)/2.

We can use the definition of qn to write qn = an qn−1+qn−2 ≥ qn−1+qn−2.
Since qm ≥ 0 for all m ≥ 0, this proves that qn ≥ qn−1. In particular, qn ≥
2qn−2. If n is even, then

qn ≥ 2qn−2 ≥ 4qn−4 ≥ 8qn−6 ≥ ·· · ≥ 2 j qn−2 j ≥ ·· · ≥ 2n/2.

This certainly yields (5.3). If n is odd, then qn ≥ qn−1 ≥ 2(n−1)/2 by what
we just proved in the even case. Equation (5.3) follows in general. �

5.2. Ergodicity. We now change our viewpoint slightly. Given a sequence
{bi }∞i=0 of positive integers, we can write—as we did for ω ∈Ω—the con-
tinued fraction expansion,

ρn(r ) = ρn(r, {b}) := 1

b0 +
1

b1 +
1

b2 +·· ·+ 1

bn−1 + r

= pn + r pn−1

qn + r qn−1
,

where now pn = pn({bi }∞i=0) and qn = qn({bi }∞i=0). I will alternate between
the two notations freely. So, in particular, we can think of ρn also as
(5.4)

ρn(r,ω) := 1

a0(ω)+ 1

a1(ω)+·· ·+ 1

an−1(ω) + r

∀n ≥ 1, ω ∈Ω, r ∈ [0,1].

Three important features of ρn : (i) When n is even, ρn is increasing; (ii)
when n is odd, ρn is decreasing; and (iii) for all ω ∈Ω, ω= ρn(T nω).

For any sequence {bi }∞i=0 of positive integers, define

In({b}) := {
ω ∈Ω : ai (ω) = bi

∀i = 0, . . . ,n −1
}

.

Because our continued-fraction expansions are both uniquely determin-
ing, as well as uniquely determined, In({b}) is an interval. In fact, de-
pending on the parity of n, In({b}) is either [ρn(0),ρn(1)] or [ρn(1),ρn(0)].
In any case, we have seen—using the older viewpoint—that the length of
In({b}) is no more than 2−(n−1)/2; cf. Proposition 5.1. Therefore, the col-
lection of all such intervals generates F . Moreover, it follows that {Fn}∞n=1
is a filtration where Fn denotes the σ-algebra generated by In({b}) as the
sequence {b} is varied.
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For future use, let us note that Fn is the σ-algebra generated by the
function ω 7→ ρn(r,ω). Therefore,

(5.5) a0, . . . , an−1 are Fn-measurable for all n ≥ 1.

For all 0 ≤ x < y ≤ 1, n ≥ 1, and for a fixed determined sequence {b} of
positive integers, consider

P
{
T n ∈ (x, y] , In({b})

}= ∣∣ρn(x, {b})−ρn(y, {b})
∣∣

=
∣∣∣∣pn + y pn−1

qn + yqn−1
− pn +xpn−1

qn +xqn−1

∣∣∣∣
= (y −x)

∣∣∣∣ pn−1qn −pn qn−1

(qn + yqn−1)(qn +xqn−1)

∣∣∣∣
= y −x

(qn + yqn−1)(qn +xqn−1)
;

see the second equation in (5.1). Apply this with x = 0 and y = 1 to deduce
that P(In({b})) = (qn(qn +qn−1))−1. Therefore,

P
(

x < T n ≤ y
∣∣ In({b})

)= (y −x)
qn(qn +qn−1)

(qn + yqn−1)(qn +xqn−1)

≥ (y −x)
qn

(qn +qn−1)
≥ y −x

2
.

Since Fn is countably-generated, this means that for all 0 ≤ x < y ≤ 1,

P
(

x < T n ≤ y
∣∣ Fn

)≥ y −x

2
a.s.[P].

Now apply a montone-class argument to deduce the following.

Lemma 5.2. For all n ≥ 1, 0 ≤ x < y ≤ 1, and all A ∈F ,

P
(

T n ∈ A
∣∣ Fn

)≥ 1

2
P(A) a.s.[P].

Thus, if A is an invariant set, {T n ∈ A} = T −n A = A a.s.[P], and we find
that

P(A |Fn) ≥ 1

2
P(A).

Let n →∞, and appeal to Lévy’s martingale convergence theorem to find
that

1A ≥ 1

2
P(A) a.s.[P].

[We have used the already-mentioned fact that ∨nFn =F .] Thus, when-
ever P(A) > 0 1A = 1 a.s., and so P(A) = 1. This proves that all invariant
sets have P-measure zero or one.
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Recall the gauss measure G from Example 4.4. Note that for all A ∈F ,

(5.6)
P(A)

2ln2
≤ G(A) ≤ P(A)

ln2
.

Therefore, any G-null set is also P-null, and any G-full set is also P-full.
Because of the Birkhoff theorem, we have proven the following.

Proposition 5.3. T is ergodic under either measure P or G. In particular,
under either measure,

lim
n→∞

1

n

n−1∑
i=0

f
(
T jω

)
=

∫
f dG a.s.,

valid for all f ∈ L1(G) = L1(P).

5.3. Applications to Metric Number Theory. For our first application choose
and fix a positive integer k, and define f (ω) := 1{a0=k}(ω). To this we apply
Proposition 5.3 to find that

(5.7) lim
n→∞

1

n

n−1∑
j=0

1{a j=k}(ω) = G{a0 = k},

valid almost surely P and/or G. But

G{a0 = k} = 1

ln2

∫
{a0=k}

P(dω)

1+ω = 1

ln2

∫ 1/k

1/(k+1)

dω

1+ω
= 2

ln2
ln

(
k +1

k(k +2)

)
.

Thus, we have the following result about the asymptotic distribution of
continued-fraction digits of almost all numbers: Outside one null set [P
and/or G] of ω’s,

(5.8) lim
n→∞

1

n

n−1∑
j=0

1{a j=k}(ω) = 2

ln2
ln

(
k +1

k(k +2)

)
∀k ≥ 1.

Exercise 5.4. Prove that almost surely, limn→∞ n−1 ∑n−1
i=0 ai (ω) =∞.

(Hint: Truncate and then apply Birkhoff.)

For our next application we need a result from martingale theory.

Theorem 5.5 (Lévy’s Borel–Cantelli Lemma). Let {An}∞n=0 denote a filtra-
tion of σ-algebras on some probability space (A,A ,Q). Suppose {An}∞n=0 is
a sequence of sets such that An ∈ An (n ≥ 0). Then

∑∞
n=1 1An <∞ almost

surely if
∑∞

n=1 Q(An |An−1) <∞ a.s., and conversely.

Proof. Let MN := ∑N
n=1 1An −

∑N
n=1 Q(An |An−1) to find that {MN }∞N=1 is a

mean-zero martingale. In fact, M is the martingale portion of the Doob
decomposition of N 7→∑N

n=1 1An .
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For every λ > 0 define Tλ := inf{N ≥ 1 : MN < −λ} where inf; := ∞.
Note that supk |Mk −Mk−1| ≤ 2. Therefore,

MTλ∧N ≥ M(Tλ−1)∧N −2 ≥−λ−2 ∀N ≥ 1.

Therefore, λ+2+MTλ∧N defines a non-negative martingale (indexed by
N ), which we know converges a.s. [martingale convergence theorem].
Therefore, limN→∞ MN exists and is finite, a.s. on {Tλ = ∞}. Take the
union over a countable set of λ’s that tend to ∞ to find that

lim
N→∞

MN exists a.s. on

{
inf
N

MN >−∞
}

.

Apply this also to −M to deduce that

lim
N→∞

MN exists a.s. on

{
inf
N

MN >−∞ or sup
N

MN <∞
}

.

In other words, with probability one, either limN→∞ MN exists and is fi-
nite, or supN MN =∞ and infN MN = −∞. This proves the result in dis-
guise. �

For our next application, let {En}∞n=0 denote a sequence of measurable
subsets of Ω. If

∑∞
n=0 G{a0 ∈ En} < ∞ then

∑∞
n=0 G{an ∈ En} < ∞ by sta-

tionarity. Therefore, according to the Borel–Cantelli lemma,

G
{

an ∈ En for infinitely-many n’s
}= 0.

On the other hand, if
∑∞

n=0 G{a0 ∈ En} = ∞, then
∑∞

n=0 P{an ∈ En} = ∞
by (5.6) and stationarity. Therefore, Lemma 5.2 implies that

∑
n P(an ∈

En |Fn) = ∞ a.s. This, (5.5), and Lévy’s Borel–Cantelli lemma (Theo-
rem 5.5) together yield the following:

G
{

an ∈ En for infinitely-many n’s
}= 0 if

∑
n

G{a0 ∈ En} <∞;

G
{

an ∈ En for infinitely-many n’s
}= 1 if

∑
n

G{a0 ∈ En} =∞.

The same is true if we replace G by P everywhere; cf. (5.6). Now suppose
λn ↑∞ are positive, non-random integers. Then,

P{a0 ≥λn} =
∞∑

i=λn

P{a0 = i } =
∞∑

i=λn

(
1

i
− 1

i +1

)
=

∞∑
i=λn

1

i (i +1)
.

This proves that there exist C > c > 0 such that for all n ≥ 1,

c

λn
≤ P{a0 ≥λn} ≤ C

λn

∀n ≥ 1.
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Consequently,

an <λn for all but a finite number of n’s if
∑
n

1

λn
<∞;

an ≥λn for all but a finite number of n’s if
∑
n

1

λn
=∞.

But
∑

nλ
−1
n < ∞ if and only if

∑
n(κλn)−1 < ∞ for any (and all) κ > 0.

Therefore, we have proven the following: Almost surely [P and/or G],

(5.9) limsup
n→∞

(
an

λn

)
=


0 if

∑
n

1

λn
<∞,

∞ if
∑
n

1

λn
=∞.

For example, with probability one,

lim
n→∞

an

n
=∞ but limsup

n→∞
an

n(lnn)2
= 0.

Exercise 5.6. We have seen that Lebesgue-almost all numbers ω ∈ (0,1]
have the property that infinitely-many of their continued-fraction dig-
its (a0(ω), a1(ω), . . .) attain any predescribed integer λ. What if λ is time-
varying? To be more precise, let {λn}∞n=1 denote a sequence of positive,
non-random integers that increase without bound. Prove that P{an =
λn for infinitely-many n} = 0 or 1. Find an analytic characterization for
each case; your description should be solely in terms of the λn ’s. Use
this to answer the following question: For exactly what values of α> 0 is
P{an = bnαc for infinitely-many n’s} = 1?
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